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ABSTRACT

Il'm, Insung. Ph.D., Purdue University, August 1991. On Surface Design with Implicit Algebraic Surfaces. Major Professor: Chanderjit Bajaj.

Computer Aided Geometric Design (CAGD) is a rapidly growing area that involves theories and techniques from many disciplines such as computer science and mathematics as well as engineering. One of the most important subjects in CAGD is to efficiently model physical objects with a surface or collection of surfaces for many applications of CAD/CAM, computer graphics, medical imaging, robotics and etc. Most research in surface modeling has been largely dominated by the theory of parametrically represented surfaces. While they have been successfully used in representing physical objects, parametric surfaces are confronted with some problems when objects represented with them are manipulated in geometric modeling systems.

In recent years, increasing attention has been paid to algebraic surfaces that are implicitly defined by a polynomial equation, and provide a more general class of surfaces at lower degree. In this thesis, we consider the problem of modeling complex geometric objects with smooth piecewise algebraic surface patches. We present an interpolation algorithm, called Hermite interpolation, which characterizes a class of all algebraic surfaces of a specified degree that interpolate given points and space curves with tangent plane continuity. The Hermite interpolation algorithm with least squares approximation transforms the geometric problem of algebraic surface design into a linear algebra problem which can be solved efficiently. Based on this algebraic model, we explore the class of quintic algebraic surfaces to smooth convex polyhedra with a mesh of smooth piecewise algebraic surface patches. Degrees of freedom in constructing wire frames for polyhedra are used to control shapes of curved models of polyhedra. The open problem of modeling polyhedra having arbitrary shapes with quintic triangular algebraic surface patches is considered. Finally, we present a heuristic algorithm which quickly computes a good piecewise linear approximation of a given digitized space curve. This algorithm serves as a primary tool in polygonizing triangular algebraic surface patches.
1. INTRODUCTION

Computer Aided Geometric Design or CAGD is a rapidly growing area that involves theories and techniques from many disciplines such as computer science and mathematics as well as engineering. The primary goal of CAGD is to create geometric models of physical objects, and to automate the process of design, analysis, and manufacturing. Facilitating such modeling and analysis is getting more attention in industry because constructing computer prototypes and analyzing them saves time and money in the manufacturing process. Efficient construction and manipulation of geometric objects is necessary in many applications of CAD/CAM, computer graphics, medical computing, pattern recognition, robotics, vision, and etc.

One of the most important subjects in CAGD is to model or represent physical objects with a surface or collection of surfaces. The tools from areas of mathematics like algebraic and differential geometry, and approximation theory have played key roles in exploring the mathematical concepts of surfaces, and exploiting them in implementing geometric modeling systems.

Most research in surface modeling has been largely dominated by the theory of parametrically represented surfaces, such as Bézier surfaces, Coons patches, and B-spline surfaces, due to their highly desirable properties in modeling [13, 14, 25]. While they have been successfully used in representing physical objects, parametric surfaces are confronted with some problems when objects represented with them are manipulated in geometric modeling systems. The flexibility of parametric surfaces comes with the cost of high degrees of surfaces. For instance, computing the intersection of two parametric surfaces of even moderately low degrees is expensive. Since a bi-degree in parametric surface can be an algebraic surface of a degree up to $2n^2$, two bicubic parametric surfaces intersect in a curve of a degree up to $3n^4$. 
In recent years, increasing attention has been paid to algebraic surfaces that are implicitly defined by a polynomial equation \( f(x, y, z) = 0 \). Algebraic surfaces provide a more general class of surfaces which is closed under geometric operations like offsetting [6], while the class of parametric surfaces is not. In fact, all rational parametric surfaces can be represented in implicit form, although the reverse is not true.

In CAGD, keeping the degrees of surfaces low is important because high degree surfaces entail various computational problems although they give more flexibility in surface design. The tradition of surfaces frequently included in CAGD applications [28] presents a view on the hierarchy of surfaces. Planes and quadrics, two simple classes of algebraic surfaces, are well known, and comprise important primitives in geometric modeling systems due to their simplicity. The limited flexibility of planes and quadrics leads to an investigation of the class of cubic algebraic surfaces, searching for more flexibility. Tori, that are a type of quartic algebraic surface, are frequently used as modeling primitives since they are adequate for some applications like joining two pipes.

The next classes of surfaces in the hierarchy of algebraic surfaces that are used in CAGD are parametric quadrics and biquadrics which are included in the classes of algebraic surfaces of degrees 4 and 8, respectively. Although they are able to model more complex geometric objects, their flexibility is also severely limited [28]. Parametric cubics and bicubics reside in the classes of degrees 9 and 18, respectively. Biquartic surfaces belong to the class of even higher degree in the hierarchy. (See Figure 1.1.)

Now, we observe gaps between the classes of algebraic surfaces typically used in CAGD. The gaps become more prominent considering that the class of parametric surfaces of algebraic degree \( n \) is a proper subset of the whole class of degree \( n \). Then, we naturally arrive at the following question: what about quartic and quintic algebraic surfaces? Are sextic algebraic surfaces inadequate as geometric modeling tools? The work in this thesis has originated from such questions in the hope of filling the gaps in the hierarchy with algebraic surfaces having moderately low degrees.
There have been several noticeable works in computing algebraic surfaces for geometric modeling. Dahmen [20] presented an algorithm that constructs a mesh of smooth piecewise quadratic surface patches for some special type of polyhedron. Sederberg [66, 67] discussed some techniques for free form algebraic surface modeling, paying special attention to cubic surfaces. He introduced the concept of control points in barycentric coordinates as a way of defining and controlling a piecewise algebraic surface patch, though a more concrete controlling scheme needs to be developed. Guo [32] used cubic surface patches to smooth a polyhedron where cubic patches for faces are connected with two extra cubic patches. Quartic surfaces were used by Hoffmann et al. [35] and Middleditch et al. [45] to blend two primary quadric surfaces. In his thesis, Warren [75] investigated the mathematical structures of algebraic surfaces that meet a given surface with a specified order of geometric continuity, and applied the theory to the blending problem with low degree algebraic surfaces. Kosters [40] studied high-order continuous blending of algebraic surfaces.

In spite of all the previous results, much work remains to be done to explore the potential of algebraic surfaces as effective tools of CAGD. In particular, the capability of modeling a mesh of three dimensional data with smooth piecewise algebraic surface patches is essential because once it is achieved, physical objects can be modeled using algebraic surfaces, and can be included in geometric modeling systems for further manipulation. Hence, creating complex geometric objects with smooth piecewise algebraic surface patches is the first step toward construction of a geometric modeling system with algebraic surfaces as primitive tools.

In this thesis, we propose a direction of exploration of moderately low degree algebraic surfaces as tools of CAGD. In Chapter 2, we devise an interpolation algorithm, called Hermite interpolation, for algebraic surfaces. This algorithm takes as input positional and (optionally) first derivative information of points and space curves, parametrically or implicitly given, and characterizes, in terms of the nullspace of a matrix, the space of all the algebraic surfaces of a specified degree that smoothly interpolate the specified geometric data. Given input data, it produces a homogeneous linear system, where unknowns are coefficients of algebraic surfaces, such that any algebraic surfaces with coefficients that are solutions of the system interpolate the input data. The Hermite interpolation algorithm serves as a fundamental tool for finding algebraic surfaces of a specified degree meeting with tangent plane continuity.

In Chapter 3, we consider how to choose a surface from a family of algebraic surfaces, resulting from Hermite interpolation. In geometric modeling systems, a user must be able to select a surface interactively with geometric intuition. The class or family of algebraic surfaces, computed with Hermite interpolation, is expressed in terms of the nullspace of a matrix that can be spanned by a set of basis vectors. The dimension of the nullspace equals the number of degrees of freedom left after consuming, for interpolation, some of the degrees of freedom of the class of algebraic surfaces of a given degree. We apply least square approximation to selection of a surface from the family by consuming the remaining degrees of freedom properly. Through Hermite interpolation and least square approximation, the geometric problem of algebraic surface design is transformed into a linear algebra problem which can be solved efficiently. A scheme of controlling shapes of algebraic surfaces in the family computed by the Hermite interpolation algorithm is investigated in the barycentric coordinate system.

Then, we attempt to generate a mesh of smooth piecewise algebraic surface patches. In Chapter 4, triangular surface patches are taken from the class of quintic algebraic surfaces to smooth a given convex polyhedron. Each edge of a polyhedron is replaced by a conic curve with associated normal directions, and then each face is replaced by a quintic algebraic patch that fleshes the three boundary curves. Each conic curve can be selected with a degree of freedom, and its shape or sharpness can be used to control the shape of triangular surface patches. Then, we consider the more general problem of smoothing an arbitrary polyhedron. We present some ideas for coping with nonconvexity of a polyhedron, and discuss open problems that need to be resolved in smoothing arbitrary polyhedra with algebraic surfaces.
In Chapter 3, we consider how to approximate an arbitrary three-dimensional space curve, made of \( n + 1 \) points, with \( m \) line segments. Generating piecewise linear approximations of digitized or densely sampled curves is an important problem in image processing, pattern recognition, geometric modeling, and computer graphics. Even though much attention has been paid to the planar curve case, little work has been done on space curve approximation. The heuristic algorithm we present in this chapter consumes \( O(N\log n) \) time and \( O(n) \) space. It is based upon the notions of curve length and spherical image which are the fundamental concepts describing intrinsic properties of space curves. In this work, this heuristic piecewise linear segmentation algorithm provides a basic tool for generating an adaptive polygonization of algebraic triangular surface patches, computed in Chapter 4.

Finally, this thesis is summarized, and open problems for future research are discussed in Chapter 6.

2. HERMITE INTERPOLATION FOR ALGEBRAIC SURFACES

The primary objective of this work is to construct or approximate physical objects using meshes of algebraic surface patches. For aesthetic or functional reasons, it is usually required that the surface patches meet with geometric continuity. In many applications, \( C^1 \) or tangent plane continuity is sufficient. In this thesis, Warren [73] investigated algebraic structures of all surfaces meeting a given algebraic surface smoothly at a point or along a curve on that surface. He applied ideal theory to characterize the class of such surfaces in terms of polynomial expressions.

In this chapter, we present an algorithm, called Hermite interpolation, which algorithmically characterizes the class of all algebraic surfaces of a fixed degree which satisfy given geometric specifications. Input to this algorithm is a combination of points and algebraic space curves that are expressed either implicitly or parametrically. The points and space curves may have associated first derivative information in the form of normal vectors that define tangent planes at the points and space curves. Given an algebraic surface \( S: f(x, y, z) = 0 \) of degree \( n \), the Hermite interpolation algorithm constructs a homogeneous linear system \( M_1 x = 0 \), \( M_1 \in \mathbb{R}^{n \times m}, x \in \mathbb{R}^n \) of \( n \) equations and \( n \) unknowns where the unknowns \( x \) are \( n_1 \) (= \( \binom{n+2}{3} \)) coefficients of \( S \). Only when the rank \( r \) of \( M_1 \) is less than the number of the coefficients \( n_1 \), does there exist a nontrivial solution to the system. All the vectors except 0 in the nullspace of \( M_1 \) form a family of algebraic surfaces of degree \( n \), satisfying the given input specifications, whose coefficients are expressed by homogeneous combinations of \( q(= n_1 - r) \) free parameters where \( q \) is the dimension of the nullspace.

As a result, the Hermite interpolation algorithm characterizes the family of algebraic surfaces with specified geometric properties in terms of the nullspace of a

\(^1\)An algebraic surface of degree \( n \) has \( \binom{n+2}{3} \) terms.
matrix. The algorithm is also useful in proving the existence or nonexistence of algebraic surfaces of degree $n$ satisfying the input specifications since, when the rank of $M_1$ is $n_w$, there is only the trivial solution $0$ which does not correspond to an algebraic surface.

This chapter is organized as follows. First, in Section 2.1 we present some fundamental definitions and a key theorem used throughout the thesis. In Section 2.2 and 2.3, the Hermite interpolation algorithm is described. In Section 2.4, we briefly consider geometric continuity, and prove that our algorithm finds a family of all the desirable surfaces with $C^1$ rescaling continuity. Then, some computational aspects of Hermite interpolation are considered along with several examples of computing low degree algebraic surfaces.

### 2.1 Preliminaries

We give brief definitions of certain terms we need and also state a form of Bézout's theorem. For detailed and additional definitions, refer to [1, 73]. For any multivariate polynomial $f$, partial derivatives are written by subscripting, for example, $f_x = \partial f/\partial x$, $f_{xy} = \partial^2 f/(\partial x \partial y)$, and so on. An algebraic surface of degree $n$ in $\mathbb{R}^3$ is implicitly defined by a single polynomial equation $f(x, y, z) = \sum_{i+j+k\leq n} c_{ijk} x^i y^j z^k = 0$ where the coefficients $c_{ijk}$ are real numbers. The normal or gradient of $f(x, y, z) = 0$ is the vector function $\nabla f = (f_x, f_y, f_z)$. A point $p = (x_0, y_0, z_0)$ on a surface is a regular point if the gradient at $p$ is not null. Otherwise, the point is singular. An algebraic surface $f(x, y, z) = 0$ is irreducible if $f(x, y, z)$ does not factor over the field of complex numbers. An algebraic space curve is defined by the common intersection of two or more algebraic surfaces. Although it is not known if a complete algebraic space curve can be completely determined by the intersection of only two surfaces, in geometric design, we often restrict our consideration to a specific curve segment which is contained in the intersection of two algebraic surfaces. A rational parametric space curve is represented by the triple $G(s) = (x = G_1(s), y = G_2(s), z = G_3(s))$, where $G_1, G_2, G_3$ are rational functions in $s$. The degree of an algebraic surface is the number of intersections between the surface and a line, properly counting complex, infinite and multiple intersections. This degree is also the same as the degree of the defining polynomial. The degree of an algebraic space curve is the number of intersections between the curve and a plane, properly counting complex, infinite and multiple intersections. The degree of an algebraic curve segment given as the intersection curve of two algebraic surfaces is also no larger than the product of the degrees of the two surfaces. Furthermore, the degree of a rational parametric curve is the same as the maximum degree of the numerator and denominator polynomials in the defining triple of rational functions.

The following definitions are pertinent to our Hermite interpolation algorithm:

**Definition 2.1** Let $p = (p_x, p_y, p_z)$ be a point with an associated normal vector $n = (n_x, n_y, n_z)$ in $\mathbb{R}^3$. An algebraic surface $S : f(x, y, z) = 0$ is said to contain $p$ with $C^1$ or tangent plane continuity if

1. $f(p) = f(x_0, y_0, z_0) = 0$ (containment condition), and
2. $\nabla f(p)$ is not identically zero and $\nabla f(p) = n(0)$ for some nonzero $n$ (tangency condition).

**Definition 2.2** Let $C$ be an algebraic space curve with an associated varying normal vector $n(s, y, z) = (n_x(s, y, z), n_y(s, y, z), n_z(s, y, z))$, defined for all points on $C$. An algebraic surface $S : f(x, y, z) = 0$ is said to contain $C$ with $C^1$ or tangent plane continuity if

1. $f(p) = 0$ for all points $p$ of $C$ (containment condition), and
2. $\nabla f(p)$ is not identically zero and $\nabla f(p) = \alpha n(p)$ for some nonzero $\alpha$ and for all points $p$ of $C$ (tangency condition).

**Definition 2.3** An algebraic surface $S : f(x, y, z) = 0$ is said to Hermite interpolate a given collection of points and space curves with associated normal vectors, if $S$ contains all the points and space curves with $C^1$ continuity.
The following is one form of Bezout's theorem, the oldest theorem of algebraic geometry. As will be seen, this theorem plays an important role in proving the correctness of the Hermite interpolation algorithm.

**Theorem 2.1 (Bezout)** An algebraic curve $C$ of degree $d$ intersects an algebraic surface $S$ of degree $n$ in exactly $nd$ points, properly counting complex, infinite, and multiple intersections, or $C$ intersects $S$ infinitely often, that is, a component of $C$ lies entirely on $S$.

2.2 Interpolation of Points with Normals

2.2.1 Containment

From the containment condition of Definition 2.1, it follows that any algebraic surface $S : f(x, y, z) = 0$, whose coefficients satisfy the linear equation $j(p) = 0$ will contain the point $p$. For a set of $k$ data points, this yields $k$ homogeneous linear equations. Since division of $f(x, y, z) = 0$ by a nonzero number does not change the surface the polynomial $f(x, y, z)$ represents, an algebraic surface of degree $n$ has, in fact, $F = \left(\begin{smallmatrix} n+3 \\ 3 \end{smallmatrix}\right) - 1$ degrees of freedom. Interpolation of all the points is achieved by selecting an algebraic surface of degree $n$ such that $F \geq r$, where $r (\leq k)$ is the rank of a system of $k$ homogeneous linear equations. Similar approaches for constructing algebraic surfaces that interpolate points can be found in [59].

2.2.2 Containment with Tangency

A point $p = (p_x, p_y, p_z)$ with a normal vector $n = (n_x, n_y, n_z)$ determines a unique plane $P : n_x x + n_y y + n_z z = (n_x p_x + n_y p_y + n_z p_z) = 0$ at the point $p$. An algebraic surface $S : f(x, y, z) = 0$ of degree $n$ that Hermite interpolates the point $p$, can be constructed by setting up a linear system of equations as follows:

For each point $p$ with a normal vector $n = (n_x, n_y, n_z)$,

1. **containment condition** Use the linear equation $j(p) = 0$ in the unknown coefficients of $S$.

2. **tangency condition** Select one of the following:

   (a) If $n_x \neq 0$, use the equations $n_x f_y(p) - n_y f_x(p) = 0$ and $n_x f_z(p) - n_z f_x(p) = 0$.

   (b) If $n_y \neq 0$, use the equations $n_y f_x(p) - n_x f_y(p) = 0$ and $n_y f_z(p) - n_z f_y(p) = 0$.

   (c) If $n_z \neq 0$, use the equations $n_z f_x(p) - n_x f_z(p) = 0$ and $n_z f_y(p) - n_y f_z(p) = 0$.

3. Next, ensure that the coefficients of $f(x, y, z) = 0$ satisfying the above three linear equations, additionally satisfy the constraints $\nabla f(p) \neq 0$, since nonlinearity at $p$ may occur if $S$ turns out to be singular at $p$.

The proof of correctness of the above algorithm follows from the following lemma.

**Lemma 2.1** The equations of the above algorithm satisfy Definition 2.1 of point containment and tangency.

**Proof:** The first linear equation $j(p) = 0$ satisfies containment by definition. We now show that the remaining equations satisfy $\nabla f(p) = \alpha \cdot n$ for a nonzero $\alpha$. Since $n$ is not a null vector, without loss of generality, we may assume that $n_x \neq 0$ in step 2 above. Other cases of $n_y \neq 0$ or $n_z \neq 0$ can be handled analogously. Now let $\alpha = f_x$, assuming $n_x \neq 0$. Then $f_y = \alpha \cdot n_y$ and substituting it in the selected linear equation $n_y f_x - n_x f_y = 0$ yields $f_y = \alpha \cdot n_y$ and substituting it again in the other selected linear equation $n_x f_z - n_z f_x = 0$ yields $f_z = \alpha \cdot n_z$. Hence $\nabla f(p) = \alpha \cdot n$. Finally, note that $f_x = 0$ for $n_x \neq 0$, in the selected linear equations of step 2(a), would cause $\nabla f(p) = 0$, which we ensured would not happen in step 3 of the algorithm. Hence $f_x \neq 0$ and so $\alpha \neq 0$ and the lemma is proved. \( \square \)

2.3 Interpolation of Curves with Normals

The varying normal vector associated with a space curve $C$ can be defined implicitly by the triple $(n_x, n_y, n_z) = (n_x(x, y, z), n_y(x, y, z), n_z(x, y, z))$ where $n_x, n_y$ and
Let \( C : \{(f_1(x, y, z) = 0, f_2(x, y, z) = 0) \) implicitly define an algebraic space curve of degree \( d \). The irreducibility of the curve is not a restriction, since reducible curves can be handled by treating each irreducible curve component separately. For precise definitions of irreducible components of an algebraic curve, see [7]. The containment condition (as well as the tangency condition) requires the interpolating surface to be zero at a finite number of points on the curve. To ensure containment of a specific irreducible component requires choosing this finite number of points on that component. The precise number, derived from Bézout theorem, is a linear function of the degree of that curve component.

The situation is more complicated in the real setting, if we wish to achieve separate containment of one of possibly several connected real ovals of a single irreducible component of the space curve. There is a nontrivial problem of specifying a single isolated real oval of a curve. See [8] where a solution is derived in terms of a decomposition of space into cylindrical cells which separates out the components of any real curve (or any real algebraic or semi-algebraic set).

An interpolating surface \( S : f(x, y, z) = 0 \) of degree \( n \) for containment of an irreducible curve component \( C \), is computed as follows:

1. Choose a set \( L_e \) of \( nd + 1 \) points on \( C \), \( L_e = \{(x_i, y_i, z_i) | i = 1, \ldots, nd + 1\} \).

   The set \( L_e \) may be computed, for example, by tracing the intersection of \( f_1 = f_2 = 0 \) [7]. Thus, alternatively, an algebraic curve may be given as a list of points.

2. Next, set up \( nd + 1 \) homogeneous linear equations \( f(p_i) = 0 \), for all \( p_i \in L_e \).

   Any nontrivial solution of this linear system will represent an algebraic surface which interpolates the entire curve \( C \).

The proof of correctness of the above algorithm is captured in the following Lemma.

**Lemma 2.2** To satisfy the containment condition of an algebraic curve \( C \) of degree \( d \) by an algebraic surface \( S \) of degree \( n \), it suffices to satisfy the containment condition of \( nd + 1 \) points of \( C \) by \( S \).

**Proof:** This is essentially a restatement of Bézout theorem in Section 2.1. Making \( S \) contain \( nd + 1 \) points of \( C \) ensures that \( S \) must intersect \( C \) infinitely often and hence, \( S \) must contain the entire curve. \( \square \)

Recall that \( S : f(x, y, z) = 0 \) of degree \( n \) has \( F = \binom{n+2}{2} - 1 \) degrees of freedom. Let \( r \) the be rank of the system of \( nd + 1 \) linear equations. There are nontrivial solutions to this homogeneous system if and only if \( F > r \) and a unique nontrivial solution when \( F = r \). Again, an interpolating surface can be obtained by choosing a degree \( n \) such that \( F \geq r \).

### 2.3.1.2 Rational Curves: Parametric Definition

When a curve is given in rational parametric form, its equations can be used directly to produce a linear system for interpolation, instead of first computing \( nd + 1 \) points on the curve. Let \( C : (z = G_1(t), y = G_2(t), z = G_3(t)) \) be a rational curve of degree \( d \). An interpolating surface \( S : f(x, y, z) = 0 \) of degree \( n \) which contains \( C \) is computed as follows:

1. Substitute \( (z = G_1(t), y = G_2(t), z = G_3(t)) \) into the equation \( f(x, y, z) = 0 \).

2. Simplify and rationalize the expression from step 1 to obtain the numerator \( Q(t) = 0 \), where \( Q \) is a polynomial in \( f \) of degree at most \( nd \) with coefficients.
which are homogeneous linear expressions in the coefficients of \( f \). For \( Q \) to be identically zero, each of its coefficients must be zero, and hence we obtain a system of at most \( nd + 1 \) linear equations, where the unknowns are the coefficients of \( f \). Any nontrivial solution of this linear system will represent a surface \( S \) which interpolates \( C \).

Lemma 2.3 The containment condition is satisfied by step 2 of the above algorithm.

Proof: Obvious. \( \square \)

2.3.2 Containment with Tangency

In order to Hermite interpolate an algebraic curve \( C \) with a normal vector \( n \) by an algebraic surface \( S \), we again need to solve a homogeneous linear system, whose equations stem from both the containment condition and the tangency condition of Definition 2.2.

2.3.2.1 Algebraic Curves with Normals: Implicit Definition

As before, let \( C : (f_1(x,y,z) = 0, f_2(x,y,z) = 0) \) implicitly define an irreducible algebraic space curve of degree \( d \), together with an associated normal vector defined implicitly by the triple \( n(x,y,z) = (n_x(x,y,z), n_y(x,y,z), n_z(x,y,z)) \) where \( n_x, n_y \) and \( n_z \) are polynomials of maximum degree \( m \) and defined for all points \( p = (x,y,z) \) along the curve \( C \). A Hermite interpolating surface \( S : f(x,y,z) = 0 \) of degree \( n \) which contains \( C \) with \( C^1 \) continuity is then computed as follows:

1. Choose a set \( L_0 \) of \( nd + 1 \) points on \( C \), \( L_0 = \{ p_i = (x_i,y_i,z_i) | i = 1, \cdots, nd + 1 \} \).

The set \( L_0 \) may be computed, as before, by tracing the intersection of \( f_1 = f_2 = 0 \).

2. Construct a list \( L_2 \) of \( (n + m - 1)d + 1 \) point-normal pairs on \( C \), \( L_2 = \{ (x_i,y_i,z_i, n_{x_i}, n_{y_i}, n_{z_i}) | i = 1, \cdots, (n + m - 1)d + 1 \} \), where \( n_{x_i}, n_{y_i}, n_{z_i} = \n(x_i,y_i,z_i) \) for all \( i \). Thus, alternatively, an algebraic curve \( C \) and its associated normal vector \( n \) may (either or both) be given as a list of points or point-normal pairs.

3. containment condition Next, set up \( nd + 1 \) homogeneous linear equations \( f(p_i) = 0 \) for \( p_i \in L_i, i = 1, \cdots, nd + 1 \).

4. tangency condition

(a) Compute \( t(x,y,z) = \nabla f_1(x,y,z) \times \nabla f_2(x,y,z) \). Note \( t = (t_x, t_y, t_z) \) is the tangent vector to \( C \).

(b) Select one of the following:

i. If \( t_x \neq 0 \), use the equation \( f_x \cdot n_x - n_y \cdot f_y = 0 \).

ii. If \( t_y \neq 0 \), use the equation \( f_y \cdot n_y - n_x \cdot f_x = 0 \).

iii. If \( t_z \neq 0 \), use the equation \( f_z \cdot n_z - n_x \cdot f_x = 0 \).

Substitute each point-normal pair in \( L_i \) into the above selected equation to yield \( (n + m - 1)d + 1 \) additional homogeneous linear equations in the coefficients of \( f(x,y,z) \).

5. In total, we obtain a homogeneous system of \( (2n + m - 1)d + 2 \) linear equations. Any nontrivial solution of the homogeneous linear system, for which, additionally, \( \nabla f \) is not identically zero for all points of \( C \) (that is, the surface \( S \) is not singular at all points along the curve \( C \)), will represent a surface which Hermite interpolates \( C \).

The proof of correctness of the above algorithm follows from Lemma 2.2 and the following lemma, which shows why the selected equation of step 4(b), evaluated at \( (n + m - 1)d + 1 \) point-normal pairs, is sufficient.

Lemma 2.4 To satisfy the tangency condition of an algebraic curve \( C \) of degree \( d \) with a normal vector \( n \) of degree \( m \), by an algebraic surface \( S \) of degree \( n \), it suffices to satisfy the tangency condition at \( (n + m - 1)d + 1 \) points of \( C \) by \( S \) as in step 4 of the above algorithm.
Proof: In step 4(b), assume, without loss of generality, that \( \tau \neq 0 \). Then the selected equation

\[ f_x \cdot n_x - n_y \cdot f_y = 0 \]  

(2.1)

We first show that if equation (2.1) is evaluated at only \((n + m - 1)d + 1\) points of \( C \) in step 4(b) above, it holds for all points on \( C \). Equation (2.1) defines an algebraic surface \( H \) of degree \((n + m - 1) \) which intersects \( C \) of degree \( d \) at most \((n + m - 1)d \) points. Invoking Bezout theorem, it follows that \( C \) must lie entirely on the surface \( H \). Hence equation (2.1) is valid along the entire curve \( C \).

We now show that step 4 of the above algorithm satisfies the tangency condition as specified in Definition 2.2. Since \( t \) of step 4(a) is a tangent vector at all points of \( C \), and the surface \( S : f = 0 \) contains \( C \), the gradient vector \( \nabla f \) is orthogonal to \( t \), which yields the equation:

\[ f_x \cdot t_x + f_y \cdot t_y + f_z \cdot t_z = 0 \]  

(2.2)

valid for all points of \( C \). Next, from the definition of a normal vector of a space curve,

\[ n_x \cdot t_x + n_y \cdot t_y + n_z \cdot t_z = 0 \]  

(2.3)

valid for all points of \( C \). Now it is impossible that both \( n_x(x, y, z) \) and \( n_y(x, y, z) \) are identically zero along \( C \), since if they were, then equation (2.3) would imply that \( n_x \cdot t_x = 0 \), and as we assumed that \( \tau \neq 0 \), would in turn imply that also \( n_y = 0 \) along \( C \), which would contradict the earlier assumption that \( n \) is not identically zero. Hence, at least, one of \( n_x \) and \( n_y \) must also be nonzero. Without loss of generality, let \( n_x \neq 0 \). Also, let \( \alpha(x, y, z) = \frac{f_y}{f_x} \). Then,

\[ f_x = \alpha \cdot n_x \]  

(2.4)

and substituting it into equation (2.1) yields

\[ f_x = \alpha \cdot n_x \]  

(2.5)

for all points on \( C \). From equations (2.2), (2.4) and (2.5) we obtain,

\[ f_x \cdot t_x + \alpha \cdot n_y \cdot t_y + \alpha \cdot n_z \cdot t_z = 0 \]  

(2.6)

By multiplying \( \alpha \) to equation (2.3) and subtracting equation (2.6) from it, we obtain

\[ f_x \cdot t_x = \alpha \cdot n_x \cdot t_x \]  

(2.7)

and since \( \tau \neq 0 \), finally obtain

\[ f_x = \alpha \cdot n_x \]  

(2.8)

valid at all points of \( C \). Hence equations (2.4), (2.5), and (2.8) together imply that \( \nabla f(x, y, z) = \alpha \cdot n \) for all points \( C \) and some nonzero \( \alpha \). Hence, the tangency condition of Definition 2.2 is met.

2.3.2.2 Rational Curve with Normals: Parametric Definition

When both a space curve and its associated normal vector are given in rational parametric form, their equations can be used directly to produce a linear system for interpolation, instead of first computing points and point-normal pairs of the curve. Let \( C : (x = G_1(s), y = G_2(s), z = G_3(s)) \) be a rational curve of degree \( d \) with a normal vector \( n(s) = (n_x(s), n_y(s), n_z(s)) \) of degree \( m \). A Hermite interpolating surface \( S : f(x, y, z) = 0 \) of degree \( n \) which contains \( C \) with \( C^1 \) continuity is computed as follows:

1. containment condition Substituting \((x = G_1(s), y = G_2(s), z = G_3(s))\) into the equation \( f(x, y, z) = 0 \). This results in, at most, \( nd + 1 \) homogeneous linear equations as in Subsection 2.3.1.2.

2. tangency condition

(a) Compute \( \nabla f(s) = \nabla f(G_1(s), G_2(s), G_3(s)) \) and \( t(s) = (t_x(s), t_y(s), t_z(s)) \). Note that \( t = (t_x, t_y, t_z) \) is the tangent vector to \( C \).

(b) Select one of the following:

i. If \( t_x \neq 0 \), use the equation \( f_x(s) \cdot n_x(s) - n_y(s) \cdot f_y(s) = 0 \).

2From the equation (2.6) we see that \( \alpha(x, y, z) \) must not be identically zero along \( C \), for otherwise, \( \nabla f = (0, 0, 0) \) for points along \( C \) and would contradict the fact that we chose a nontrivial solution for the surface \( S : f = 0 \) where \( \nabla f \) is not identically zero.
ii. If $t_a \neq 0$, use the equation $f_x(s) \cdot n_a(s) - n_x(s) \cdot f_a(s) = 0$.

iii. If $t_a \neq 0$, use the equation $f_x(s) \cdot n_a(s) - n_x(s) \cdot f_a(s) = 0$.

In each case, the numerator of the simplified rational polynomial is set to zero. This yields at most, $(n - 1)d + m + 1$ additional homogeneous linear equations in the coefficients of the surface $S = f(x, y, z) = 0$.

3. In total, we obtain a homogeneous system of at most $(2n - 1)d + m + 2$ linear equations. Any nontrivial solution of the linear system, for which additionally $\nabla f$ is not identically zero for all points of $C$ (that is, the surface $S$ is not singular along the curve $C$), will represent a surface which Hermite interpolates $C$.

The proof of correctness of the above algorithm follows from Lemma 2.3 and the following lemma.

Lemma 2.5 If we choose a nontrivial solution for which the resulting Hermite interpolating surface $S$ is not singular along the entire curve $C$, step 2 guarantees that the tangency condition of Definition 2.2 is met.

Proof: The proof is very similar to that of Lemma 2.4 with minor modifications and is omitted.

2.4 Geometric Continuity

In the Hermite interpolation algorithm, tangential plane continuity between two surfaces is achieved by making the tangent planes of the two surfaces identical at a point or along a common curve of intersection. This definition of continuity agrees with several other definitions of $G^k$ geometric continuity given for parametric and implicit algebraic surfaces. De Rose [62] gave a definition of higher orders of geometric continuity between parametric surfaces where two surfaces $F_1$ and $F_2$ meet with order $k$ geometric continuity or $G^k$ continuity along a curve $C$ if and only if there exist reparameterizations $F_1'$ and $F_2'$ of $F_1$ and $F_2$, respectively, such that all partial derivatives of $F_1'$ and $F_2'$ up to degree $k$ agree along $C$.

Warren [75] formulated an intuitive definition of $G^k$ continuity between implicit surfaces as following:

Definition 2.4 Two algebraic surfaces $f(x, y, z) = 0$ and $g(x, y, z) = 0$ meet with $G^k$ rescaling continuity at a point $p$ or along an algebraic curve $C$ if and only if there exist two polynomials $a(x, y, z)$ and $b(x, y, z)$, not identically zero at $p$ or along $C$, such that all derivatives of $af - bg$ up to degree $k$ vanish at $p$ or along $C$.

This formulation is more general than just making all the partials of $f(x, y, z) = 0$ and $g(x, y, z) = 0$ agree at a point or along a curve. For example [75], consider the intersection of the cone $f(x, y, z) = xy - (x + y - z)^2 = 0$ and the plane $g(x, y, z) = z = 0$ along the line defined by two planes $x = 0$ and $y = z$. It is not hard to see that these two surfaces meet smoothly along the line since the normals to $f(x, y, z) = 0$ at each point on the line are scalar multiples of those to $g(x, y, z) = 0$. But, this scale factor is a function of $z$. Situations like this are thus corrected by allowing multiplication by rescaling polynomials, not identically zero along an intersection curve. Note that multiplication of a surface by polynomials nonzero along a curve does not change the geometry of the surface in the neighborhood of the curve. In [20], Garrity et al. showed that both definitions of geometric continuity for a parametric and an implicit surface are equivalent by introducing the concept of a manifold which describes an intrinsic and local property of a surface.

The definition for $G^k$ rescaling continuity corresponds to the containment definition in Section 2.1. The following lemma shows that the $C^1$ continuity definition in Section 2.1 agrees with the $G^1$ rescaling continuity definition.

Lemma 2.6 $G^1$ rescaling continuity between $f(x, y, z) = 0$ and $g(x, y, z) = 0$ at a common point $p$ or along a common curve $C$ corresponds to $f(x, y, z) = 0$ and $g(x, y, z) = 0$ having common tangential planes at $p$ or along every point of $C$.

Proof: The requirement for $G^1$ rescaling continuity is that there exist $a(x, y, z)$ and $b(x, y, z)$, not identically zero at $p$ or along $C$, such that

$$\frac{\partial(af - bg)}{\partial x} = af + as - bs - bg_s$$
Since \( p \) or \( C \) is contained in both \( f \) and \( g \) (that is, \( f = g = 0 \) at \( p \) or along \( C \)), the requirement becomes

\[
\frac{\partial (af - bg)}{\partial p} = 0 \text{ at } p \text{ or along } C,
\]

\[
\frac{\partial (af - bg)}{\partial z} = 0 \text{ at } p \text{ or along } C.
\]

which means \( (f_x, f_y, f_z) = \frac{\partial}{\partial s} (g_x, g_y, g_z) \) at \( p \) or along \( C \). Hence, \( f \) and \( g \) are required to have common tangent planes at \( p \) or along \( C \). 

The correctness proofs in Section 2.2 and Section 2.3 imply that Hermite interpolation finds all the algebraic surfaces which have common tangent planes at a point or a curve. It also yields the following theorem.

Theorem 2.2 Hermite interpolation finds all the algebraic surfaces \( F \) which meet a surface \( H \) at a point \( p \) or along a curve \( C \) on \( H \) with \( G^1 \) re-scaling continuity.

A family of algebraic surfaces \( F \) as in the above theorem can be constructed in the Hermite interpolation framework of Section 2.3 as follows. Given a surface \( H \) and a point \( p \) or curve \( C \) on \( H \), defined implicitly or parametrically, the input to the Hermite interpolation algorithm is the point \( p \) or the curve \( C \) and the normal vector to \( p \) or \( C \) obtained directly from the \( \nabla H \), evaluated at \( p \) or along \( C \). The algorithm then yields a solution for the coefficients of the family of algebraic surfaces which meet \( H \) at \( p \) or along \( C \) with \( G^1 \) tangent plane, or \( G^1 \) re-scaling continuity. Several examples of this are provided in the next section.

2.5 Computational Aspects of Hermite Interpolation

The basic mechanics of Hermite interpolation for algebraic surfaces, as presented in the algorithms of Section 2.2 and Section 2.3, are

1. geometric properties of a surface to be designed are described in terms of a combination of points, curves, and possibly associated normal vectors,
2. these properties are translated into a homogeneous linear system of equations with extra surface constraints, and
3. non-trivial solutions of the linear system are computed.

In this section, we discuss some computational aspects of Hermite interpolation, and give several examples of algebraic surface design with Hermite interpolation.

2.5.1 On Computing Nontrivial Solutions

As explained before, the Hermite interpolation algorithm converts geometric properties of a surface into a homogeneous linear system:

\[
M_1 x = 0 \quad (M_1 \in \mathbb{R}^{n \times n}, \ x \in \mathbb{R}^n),
\]

where \( n_t \) is the number of equations generated, \( n_s \) is the number of unknown coefficients of a surface of degree \( n \), \( n_t = \binom{n}{3} \), \( M_t \) is a matrix for the linear equations, and \( x \) is a vector whose elements are unknown coefficients of a surface.

In order to solve the linear system in a computationally stable manner, we compute the singular value decomposition (SVD) of \( M_t \) [31]. Hence, \( M_t \) is decomposed as \( M_t = U \Sigma V^T \) where \( U \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{n \times n} \) are orthonormal matrices, and \( \Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_s) \in \mathbb{R}^{n \times n} \) is a diagonal matrix with diagonal elements \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_s \geq 0 \) \( (s = \min\{n_t, n_s\}) \). It can be proved that the rank \( r \) of \( M_t \) is the number of the positive diagonal elements of \( \Sigma \), and that the last \( n_s - r \) columns of \( V \) span the null space of \( M_t \). Hence, the non-trivial solutions of the homogeneous linear system are compactly expressed as:

\[
\{x \neq 0 \in \mathbb{R}^n | x = \Sigma^{1/2} w n_r \text{ for } w \in \mathbb{R}^r\}.
\]
Example 2.1 Computation of Nontrivial Solutions

Let \( C = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \), and \( n(t) = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \), which is from the intersection of a sphere \( x^2 + y^2 + z^2 - 1 = 0 \) with the plane \( z = 0 \). To find a surface of degree 2 which Hermite interpolates \( C \), we let \( f(x, y, z) = c_1 x^2 + c_2 y^2 + c_3 z^2 + c_4 xy + c_5 yz + c_6 xz + c_7 x + c_8 y + c_9 z + c_{10} \). From the containment condition, we get 5 equations, \( c_{10} - c_8 + c_9 = 0 \), \( 2c_7 - 2c_8 = 0 \), \( 2c_9 - 2c_9 = 0 \), \( 2c_9 - 2c_{10} + 4c_1 = 0 \), \( 2c_8 + 2c_9 = 0 \), \( c_1 + c_8 + c_9 = 0 \), and from the tangency condition, we also get 5 equations, \( -2c_9 + 2c_{10} = 0 \), \( -4c_8 = 0 \), \( 2c_8 = 0 \), \( 2c_9 + 2c_9 = 0 \), \( -4c_9 = 0 \), \( 4c_8 = 0 \), \( 2c_9 + 2c_9 = 0 \). In matrix form,

\[
M_1 x = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & -2 & 0 & 0 & 2 & 0 & 0 & 0 \\
4 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5 \\
c_6 \\
c_7 \\
c_8 \\
c_9 \\
c_{10}
\end{bmatrix} = 0.
\]

Hence, we see that the rank of \( M_1 \) is 8, and the null space of \( M_1 \) is

\[
\begin{bmatrix}
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0 \\
0.0
\end{bmatrix}
\begin{bmatrix}
0.0 \\
0.9 \\
0.9 \\
0.9 \\
0.9 \\
0.9 \\
0.9 \\
0.9 \\
0.9 \\
0.9
\end{bmatrix}
\]

The nontrivial solutions are obtained by making sure that the free parameters \( u_1 \) and \( u_2 \) do not vanish simultaneously. Hence, the Hermite interpolating surface is \( f(x, y, z) = 0.57735x^2 + 0.57735y^2 + 0.57735z - 0.57735 = 0 \) which has one degree of freedom in controlling its coefficients. The surface \( f(x, y, z) = 0 \) can be made to contain a point, \( (1, 0, 1) \). That is, \( f(1, 0, 1) = 0.57735 + u_1 - 0.57735 = u_1 = 0 \). So, the circular cylinder \( f(x, y, z) = 0.57735x^2 + y^2 - 1 = 0 \) is an appropriate Hermite interpolating surface.

2.5.2 Bounding the Degree of Surfaces

The total number of linear equations generated for a possible algebraic surface of degree \( n \) to Hermite interpolate \( k \) points with fixed constant normal directions and also to contain, with \( C^1 \) continuity, \( l \) space curves of degree \( d \) with assigned normal directions, varying as a polynomial of degree \( m \), is \( 3k + (2n + m - 1)d + 2l \). This number becomes \( 3k + (2n - 1)d + m + 2l \) when all space curves and associated normal vectors are defined parametrically.

For a given configuration of points, curves, and normal vectors, the above interpolation scheme allows one to both-upper and lower bound the degree of Hermite interpolating surfaces.
1. **Lower Bound** Let $r(n)$ be the rank of a homogeneous system of linear equations, obtained from the given geometric configuration and surface degree $n$. The rank tells us the exact number of independent constraints on the coefficients of the desired algebraic surface of degree $n$. Dependencies arise from spatial interrelationships of the given points and curves. From the rank, we can conclude that there exists no algebraic surface of a degree less than or equal to $n_0$ where $n_0$ is the largest $n$ such that $F(n) < r(n)$ with $F(n) = \left(\begin{smallmatrix} n+3 \\ 3 \end{smallmatrix}\right) - 1$.

2. **Upper Bound** Alternatively, the smallest $n$ can be chosen such that $F(n) \geq r(n)$. The non-trivial solutions of the linear system represent a $(F(n) - r(n) + 1)$-parameter family (with $F(n) - r(n)$ degrees of freedom) of algebraic surfaces of degree $n$ which interpolate the given geometric data. We select suitable surfaces from this family, which additionally satisfy our non-singularity and irreducibility constraints.

One way to apply the Hermite interpolation technique to computation of a lowest degree algebraic surface which has given geometric properties, is to search through the degrees, i.e., from $n = 1, 2, 3, \ldots$ for an interpolating surface. In Chapter 4, we illustrate how the rank can be predicted a priori, without generating a linear system and then actually computing its rank, using only topological interrelationships between input curves and normal directions. However, since the dependencies between linear equations do depend on the specific spatial interrelationships of the given points and curves, it is, in general, quite difficult to bound the degree of interpolating surfaces a priori. For example, it is possible to design input data, made of an arbitrary number of degree 4 curves with normal directions, which can be interpolated by a quadric surface.

We now enumerate some results in which we lower-bound the degrees of some Hermite interpolating surfaces.

*However, some of these interpolating surfaces still might not be suitable for the design application they were intended to benefit. These problems arise when the given points or curves are smoothly interpolated, but lie on separate real components of the same nonsingular, irreducible algebraic surface.*

1. Two skewed lines in space with constant direction normals cannot be Hermite interpolated with nondegenerate quadric surfaces. The only quadric which satisfies both containment and tangency conditions reduces into two planes.

2. Two lines in space with constant direction normals can be Hermite interpolated with a quadric surface if and only if the lines are parallel or intersect at a point, and the normals are not orthogonal to the plane containing them. The quadric is a cylinder when the lines are parallel, and a cone when the lines intersect.

3. The minimum degree of an algebraic surface, which Hermite interpolates two lines in space, one with a constant direction normal, the other with a linearly varying normal is three.

4. Two lines with linearly varying normals can be Hermite interpolated by a quadric in only some special cases. In general, a surface of at least degree three is needed. When quadric surface interpolation is possible, the quadric is either a hyperboloid of one sheet (the two lines may be parallel, intersecting, or skewed) or a hyperbolic paraboloid (the two lines can only be intersecting or skewed).

2.5.3 Examples

In this subsection, we exhibit the method of Hermite interpolation by constructing lowest degree Hermite interpolating surfaces for joining and blending primary surfaces of solid models as well as for blending curved wire frame models of physical objects.

Example 2.2 (JOINING I) A Cubic Surface for Smoothly Joining Two Elliptic Cylinders

---

*The solutions of all the examples in this subsection were obtained using MACSYMA in which Gaussian elimination algorithms were applied. The reason was to express solutions more clearly, however, the singular value decomposition algorithm was used in our implementation. Of course, the solution spaces are the same whichever method is used in computing the subspace, although the bases that span the vector subspace are different.*
Consider computing a lowest degree surface which can smoothly join two truncated elliptic cylinders \( CYL_1 : (y + 1)^2 + \frac{1}{4} - 1 = 0 \) for \( z \leq -2 \) and \( CYL_2 : 25z^2 + 36y^2 - 96yz + 64z^2 - 100 = 0 \) for \( 3z + 4y \geq 0 \). Here, we illustrate the Hermite interpolation technique which not only computes the unique cubic interpolating surface but also proves that degree three is the lowest for an algebraic surface to satisfy the smooth-joint requirement for this configuration. We take an ellipse \( C_1 : (-\frac{1}{2}, \frac{3}{4}, \frac{1}{4}) \) on \( CYL_1 \) with the associated rational normal \( n_1(t) : (0, 2, 1, \frac{2}{3}) \) and another ellipse \( C_2 : (1, \frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \) on \( CYL_2 \) with the associated rational normal \( n_2(t) : (1, \frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \). Both \( C_1 \) and \( C_2 \)’s normals are respectively chosen in the same direction as the gradients of their corresponding surfaces \( CYL_1 \) and \( CYL_2 \). This ensures that any Hermite interpolating surface for \( C_1 \) and \( C_2 \) will also meet \( CYL_1 \) and \( CYL_2 \) smoothly along these curves. A degree two algebraic surface does not suffice for Hermite interpolation, since the rank of the constructed linear system is greater than 9 which is the degree of freedom of a quadric surface. (Note that a quadric surface has 10 coefficients.) Next, as a possible Hermite interpolant, consider a degree three algebraic surface with 20 coefficients. Applying the Hermite interpolation algorithm of Subsection 2.3.2.2 to the curves results in 26 linear equations (28 equations are supposed to be generated, but 2 of the 28 are degenerate). The rank of this linear system is 19, and thus there is a unique cubic Hermite interpolating surface, which is \( f(x, y, z) = 1 \) for \( (2y^2 - x z^2 - 52 + 8y^2 - 24x^2 + 24y^2 - y + 4z + 4 + x + 20) \). See Figure 2.1.

Example 2.3 (JOINING 2) A Quartic Surface for Smoothly Joining Three Circular Cylinders

Consider computing a lowest degree surface which smoothly joins three truncated orthogonal circular cylinders \( CYL_3 : y^2 + z^2 = 1 \) for \( z \geq 2 \), \( CYL_4 : y^2 + x^2 = 1 \) for \( x \geq 2 \), and \( CYL_5 : z^2 + x^2 = 1 \) for \( y \geq 2 \).

In [76], a degree five surface is found for joining these cylinders. After applying the Hermite interpolation algorithm, we find out that the minimum degree for such joining surfaces is 4, and we get a 2-parameter (one degree of freedom) family of algebraic surfaces.

As before, we take a circle \( C_1 : (\frac{3}{4}, \frac{2}{3}, \frac{1}{4}) \) on \( CYL_3 \) with the associated rational normal \( n_1(t) : (\frac{3}{4}, \frac{2}{3}, \frac{1}{4}) \), the circle \( C_2 : (\frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \) on \( CYL_4 \) with the associated rational normal \( n_2(t) : (\frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \), and the circle \( C_3 : (\frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \) on \( CYL_5 \) with the associated rational normal \( n_3(t) : (\frac{1}{2}, \frac{1}{4}, \frac{1}{2}) \). Again, all \( C_1 \), \( C_2 \) and \( C_3 \)’s normals are respectively chosen in the same direction as the gradients of their corresponding surfaces \( CYL_3 \), \( CYL_4 \), and \( CYL_5 \). This ensures that any Hermite interpolating surface for \( C_1 \), \( C_2 \), and \( C_3 \) will also meet \( CYL_3 \), \( CYL_4 \), and \( CYL_5 \) smoothly along these curves. A degree three algebraic surface does not suffice for Hermite interpolation, since the rank of the resulting linear system is greater than 19.

Next, as a possible Hermite interpolant, consider a degree four algebraic surface with 35 coefficients, and 34 degrees of freedom. Applying the Hermite interpolation algorithm to the curves results in 32 equations. The rank of this linear system is 33, and thus there is a 2-parameter family of quartic Hermite interpolating surfaces, which is \( f(x, y, z) = 1 \) for \( (\frac{3}{4}, \frac{2}{3}, \frac{1}{4}) \).

An instance of this family \( (r_1 = 1, r_2 = 10) \) is shown in Figure 2.2. It should be noted that every surface in the computed family is not always appropriate for geometric modeling. The quartic surface in Figure 2.3 is one used in Figure 2.2. On the other hand, the surface in Figure 2.4, which is not useful for geometric modeling, is also in the same family with \( r_1 = 1 \) and \( r_2 = -1 \).

Example 2.4 (JOINING 3) A Quartic Surface for Smoothly Joining Four Circular Cylinders

In this example, we compute a lowest degree surface which smoothly joins four truncated parallel circular cylinders defined by \( CYL_3 : y^2 + z^2 = 1 \) for \( x \geq 2 \).
Consider a degree two algebraic surface. Applying the method of Subsection 2.3.2.2, 10 equations are supposed to be generated, but 2 of these turn out to be degenerate. Par example, we compute a lowest degree surface which blends two perpendicular elliptic cylinders. We have seen a quadratic blending of the circular cylinders in Example 2.5. Here, we try a quartic blending surface by taking different types of input curves.

Input to Hermite interpolation is defined by $CYL_1 : y^2 + 4z^2 - 9 = 0$ for $z \geq 1$, and $CYL_3 : y^2 + 4z^2 - 9 = 0$ for $z \leq -1$, $CYL_1 : 9x^2 + y^2 = 0$ for $z \geq 1$, and $CYL_4 : 9x^2 + y^2 = 0$ for $z \leq -1$.

The Hermite interpolation algorithm proves that 3 is the minimum degree for such a blending surface, and generates a linear system with 72 equations of rank 33. The 2-parameter (one degree of freedom) family of algebraic surfaces is $f(x,y,z) = r_1x^4 + 2abxy^3 + b^2y^2x^2 + \frac{a^2-b^2}{4}y^4 - \frac{ab}{4}x(2abxy + b^2x^2 + a^2y^2 - \frac{3a^2}{2}y^2 + \frac{3b^2}{2}x^2) + \frac{3a^2}{2}x^2y^2 + 2bxy^3 + \frac{b^2}{4}x^4 + \frac{3b^2}{4}y^4 - 2abxy^3 + \frac{a^2}{4}x^4 + \frac{3a^2}{4}y^4$. An instance of this family ($r_1 = 1, r_2 = 2$) is shown in Figure 2.7.

Example 2.7 (BLENDING 1) A Quartic Surface for Smoothing a Corner of a Table

Interpolation can be useful in generating an algebraic corner blending surface. We look for a quartic surface $S : f(x,y,z) = 0$ which smooths out the corner of a table. In fact, $S$ is a smoothing surface of a wide frame made of the edges of the corner: $C_1 : ((x^2 + z^2 - 25 = 0, z = 0)$, and $C_2 : ((z^2 + x^2 - 25 = 0, y = 0)$. Each wire is associated with a normal vector which is chosen in the same direction as the gradients of the side of table, the cylinder in $C_1$ and $C_2$. That is, $n_1(x,y,z) = (0, 2y, 2z)$, and $n_2(x,y,z) = (2x, 0, 2z)$. 6

6Of course, a sphere, which is quartic, can do the job. But, we deliberately chose the degree four to give the idea of a family of interpolating surfaces. Also, this higher degree algebraic surface is more flexible for shape control.
The interpolation matrix $M_1$, produced by Hermite interpolation, is a $32 \times 35$ matrix (32 linear equations and 35 coefficients for a quartic surface) whose rank turns out to be 21. The nullspace of $M_1$ is of dimension 11 represented by a family of quartic surfaces $f(x, y, z) = r_1 x^4 + (r_2 y + r_3 z + 5r_4) x^3 + (r_5 y^2 + (r_6 z + 5r_7) y + r_8 z^2 + 5r_9) x - 25r_9 - 25r_{10} z^2 + (r_1 y^3 + (r_2 z + 5r_3) y^2 + (r_4 z^2 - 25r_5) y + r_6 z^2 - 5r_7 x - 125r_8) z + (r_3 - r_1) y^4 + (r_4 z + 5r_5) y^3 + (r_5 z^2 + 5r_6 z - 25r_7 - 25r_8 + 25r_9) y^2 + (r_6 z^3 + 3r_7 z^2 - 25r_8 z - 125r_9) y + (r_{10} - r_1) x^4 + 5r_9 z^2 + (25r_7 - 25r_{10} + 25r_9) x z - 125r_{11} x^2 + 625r_9$.

An instance $f(x, y, z) = -1250 - x^4 - y^4 - x^2 z^2 - y^2 z^2 + 50x^2 + 75y^2 + 75z^2$ in this family is shown with the table in Figure 2.8.

2.6 Summary

In this chapter, we present the Hermite interpolation algorithm for algebraic surfaces. With the algorithm, it was possible to characterize the class of algebraic surfaces of a fixed degree that have given positional and tangential properties, in terms of the nullspace of a matrix. The rank of the matrix, produced by the algorithm, was used in proving existence or nonexistence of algebraic surfaces of a given degree. We also considered computational aspects of the algorithm, and illustrated the usefulness of the algorithm from several examples.

As a result of application of the Hermite interpolation algorithm, a class or family of algebraic surfaces is computed, when the degree is high enough, where the family is expressed as a subspace of $\mathbb{R}^n$ of dimension $m_0 - n$. In geometric design, it is hoped that an appropriate surface can be selected interactively and intuitively from the family. Choosing a proper surface from the family is equivalent to assigning proper values to free parameters. In the Chapter 3, we consider how an instance surface is selected interactively with geometric intuition.

Figure 2.1 Smooth Joining of Two Cylinders with a Cubic Surface

Figure 2.2 Smooth Joining of Three Cylinders with a Quartic Surface
Figure 2.3 A "Good" Quartic Surface

Figure 2.4 A "Bad" Quartic Surface

Figure 2.5 Smooth Joining of Four Cylinders with a Quartic Surface

Figure 2.6 Smooth Blending of Two Cylinders with a Quartic Surface
3. A COMPUTATIONAL MODEL FOR ALGEBRAIC SURFACE FITTING

In the foregoing chapter, we described how a class of algebraic surfaces with given geometric properties is characterized in terms of the nullspace of a matrix. In practice, an instance surface must be interactively selected from the class with geometric intuition such that the selected surface has desirable properties (for example, no self-intersections) within a necessary region. In this chapter, we present a computational model for the algebraic surface fitting problem. This model is designed to effectively choose an instance surface among many possible ones in the family. We also consider how the Bernstein-Bézier basis can be used to help control the shape of the selected surface intuitively.

Fitting of algebraic curves (primarily lines and conics) has been considered extensively by many authors [3, 15, 17, 27, 51, 65]. A good exposition of exact and least squares fitting of algebraic curves and surfaces through given data points, was presented by Pratt [59]. Sederberg [68] presented the idea of $C^0$ interpolation of data points and curves with implicit algebraic surfaces. These previous works on interpolation are extended by our Hermite interpolation algorithm which can handle tangential information ($C^1$) as well as positional information ($C^0$).

The model we consider in this chapter is based upon a proper normalization of coefficients of algebraic surfaces as well as least squares approximation and Hermite interpolation. The mathematical model we derive is a constrained minimization problem of the form:

$$\minimize \quad x^T M_A \alpha \quad T M_A x$$
subject to \quad $M_I x = 0$

$$x^T x = 1,$$
where $M_k \in \mathbb{R}^{n \times n}$ and $M_k \in \mathbb{R}^{m \times m}$ are matrices for interpolation and least squares approximation, respectively, and $x \in \mathbb{R}^n$ is a vector containing coefficients of an algebraic surface.

In Section 3.1, we consider interpolation, least squares approximation, and normalization in detail, and explain how the minimization problem is derived. Then, in Section 3.2, compact computational algorithms are described with examples. In Section 3.3, we consider how the geometric properties of the Bernstein-Bézier basis are used for shape control of algebraic surfaces which are contained in a family computed by Hermite interpolation.

### 3.1 Matrices for Interpolation, Approximation and Normalization

#### 3.1.1 Interpolation

In Chapter 2, we explained how an interpolation matrix $M_k \in \mathbb{R}^{n \times n}$ is generated by the Hermite interpolation algorithm, and how its nullspace is computed. Only when the rank $r$ of $M_k$ is less than the number of the coefficients $n$, does there exist a nontrivial solution to the linear system. All vectors except 0 in the nullspace of $M_k$ form a family of algebraic surfaces, satisfying the given input specification, whose coefficients are expressed by homogeneous combinations of $q$ free parameters where $q = n - r$ is the dimension of the nullspace. In Hermite interpolation, tangent plane or $C^1$ continuity is achieved by forcing normals of tangent planes of a surface to be parallel to those of given points or space curves.

For some applications of geometric modeling, such as ship hull design, however, more than tangent plane continuity may be desirable. As explained in Section 2.4, the concept of smoothness is generalized by defining higher order geometric continuity.

In Section 2.4, it was shown that the Hermite interpolation algorithm finds all algebraic surfaces of a given degree meeting each other with $C^1$ or $C^2$ rescaling continuity. Even though we are currently unable to translate geometric specifications for $C^k$ rescaling continuity ($k \geq 2$) into a matrix $M_k$ whose nullspace captures all $C^k$ rescaling continuous surfaces of a fixed degree, we can generate an interpolation matrix $M_k$ whose nullspace captures a subset of the whole class. This technique is based on the following theorem whose proof is found in [73].

**Theorem 3.1** Let $g(x, y, z)$ and $h(x, y, z)$ be distinct, irreducible polynomials. If the surfaces $g(x, y, z) = 0$ and $h(x, y, z) = 0$ intersect transversally in a single irreducible curve $C$, then any algebraic surface $f(x, y, z) = 0$ that meets $g(x, y, z) = 0$ with $C^k$ rescaling continuity along $C$ must be of the form $f(x, y, z) = a(x, y, z)g(x, y, z) + b(x, y, z)h^k(x, y, z)$. If $g(x, y, z) = 0$ and $h(x, y, z) = 0$ share no common components at infinity, then the degree of $a(x, y, z)g(x, y, z) \leq \text{degree of } f(x, y, z)$ and the degree of $b(x, y, z)h^k(x, y, z) \leq \text{degree of } f(x, y, z)$.

For given curves $C_i$, $i = 1, \ldots, l$, which are the transversal intersection of given algebraic surfaces $g_i(x, y, z) = 0$ and $h_i(x, y, z) = 0$, respectively, a surface $f(x, y, z) = 0$ containing space curves $C_i$ with $C^0$ rescaling continuity can be constructively obtained by the relations

$$f(x, y, z) = a_i(x, y, z)g_i(x, y, z) + b_i(x, y, z)h_i^k(x, y, z), \quad i = 1, \ldots, l \quad (3.1)$$

Since $g_i$ and $h_i$ are known surfaces, the unknown coefficients are those of $f$, $a_i$, and $b_i$. When the hypothesis of Theorem 3.1 is met, the polynomials $a_i$ and $b_i$ are of bounded degrees. From (3.1), we see that these unknown coefficients form a system of linear equations, yielding an interpolation matrix $M_k$ for $C^k$ rescaling continuity.

#### Example 3.1 Algebraic Surfaces with $C^2$ and $C^3$ Rescaling Continuity

Consider a space curve $C$ defined by the two equations $f_1(x, y, z) = x^2 + 2y^2 - 2 = 0$ and $f_2(x, y, z) = x = 0$. We compute a cubic surface $f_3(x, y, z) = 0$ which meets $f_1$ along $C$ with $C^2$ rescaling continuity as follows: A general cubic algebraic surface is given by $f_3(x, y, z) = c_0x^3 + c_1y^3 + c_2z^3 + c_3x^2y + c_4xy^2 + c_5xz^2 + c_6yz^2 + c_7x^2z + c_8yz^2 + c_9x^2y + c_{10}x^2z + c_{11}xy^2 + c_{12}x^2y + c_{13}xyz + c_{14}xyz + c_{15}xyz + c_{16}xyz + c_{17}xyz + c_{18}xyz + c_{19}xyz + c_{20}xyz = 0$. Equating the generic $f_3$ for $C^2$ rescaling continuity as explained, we have $f_3(x, y, z) = (c_1x +$
The identification for the surface \( S \) of the form \( f(x, y, z) = 0 \), the coefficients of \( x^T \) are first normalized such that \( f(x, y, z) = 0 \) is a representation of the equivalence class \( \{ cf(x, y, z) = 0 | c \neq 0 \} \).

The normalization we shall use is a quadratic normalization of the form \( x^T x = 1 \).

While some variations \([17, 59, 65]\) of a quadratic normalization have been proposed in fitting scattered plane data with conic curves, it is not easily seen how different quadratic or nonquadratic normalizations affect surface fitting when the degree of a surface is greater than 2, a case of considerable interest for geometric modeling. The normalization \( x^T x = 1 \) is a sphere in the coefficient vector space, and does not have singularities. That is, this normalization eliminates only the degenerate surface with all zero coefficients from possible solutions. This normalization also leads to compact and efficient algorithms for surface fitting. It remains open to determine a generalized quadratic normalization of the form \( x^T M_N x = 1 \), where \( M_N \) is no longer the identity matrix, with good qualities for surface fitting.

3.1.3 Least Squares Approximation

When the rank \( r \) of an interpolation matrix \( M_r \in \mathbb{R}^{n \times n} \) is less than \( n \), the dimension of the coefficient vector, there exists a family of algebraic surfaces which satisfy the given geometric constraints where the underdetermined coefficients can be homogeneously expressed in terms of \( q = n - r \) free parameters. An important problem is to select a surface interactively and intuitively which is most appropriate for a given application. Selecting an instance surface from the family is equivalent to assigning values to each of the \( q \) parameters.

Least squares approximation can help choose a surface and control its shape. When there are some degrees of freedom left, we may additionally specify a set of points or curves around given input data, which approximately describes a desirable surface. The final fitting surface can be obtained by consuming the remaining degrees of freedom via least squares approximation to the additional data set.

The algebraic distance \( f(p) \) is straightforward to compute and, in case the data point is close to a surface, approximates its geometric distance quite well. When the sum of squares of the algebraic distances of all points is minimized, one obtains algebraically nice solutions. Each row of an approximation matrix \( M_N \) is computed by evaluating each term in \( f(x, y, z) \) at the corresponding point. Then, the sum
of squares, minimized in least squares approximation, is expressed as $\| M_{AX} \|^2 = x^T M_{AX}^T M_{AX}$.

In addition to the algebraic distance, we also consider a nonalgebraic distance metric $d_{nonalgebraic}(P_0, P_1)$. Sampson [65] proposed its use in cubic curve fitting, as a distance measure which, in fact, the first order approximation to geometric distance. With this metric, a better approximation to geometric distance is achievable, however, only at the expense of several iterative applications of least squares approximation. We give an example of application of this metric to a quadratic surface fitting problem.

Containment of points and curves is not the only way to produce MA. The matrix for higher order interpolation can be used as an approximation matrix when a surface is not flexible enough for the higher order interpolation. For instance, in Example 3.1, suppose that there are more points that must be contained in a fitting surface. Then, it may not be possible that a cubic surface $f_3(x, y, z) = 0$ not only meets $f_1$ with $C^1$ re-scaling continuity but also contains the extra points. If $C^1$ continuity is permissible, we can generate $M_1$ for containment of the intersection curve ($C^1$), and the points ($C^0$) using the Hermite interpolation technique, and the matrix produced in the example can be used as $M_{AX}$. That is, the remaining degrees of freedom, after $C^1$ interpolation, are used so that the $C^0$ re-scaling continuity requirement is satisfied as much as possible. However, more effort must be made to see clearly how this algebraic interpolation and approximation technique affects the resulting algebraic surface geometrically.

3.2 Computing Optimum Solutions

In the foregoing section, we explained how the algebraic surface fitting problem is transformed into a constrained minimization problem of the form:

\[
\begin{align*}
\text{minimize} & \quad x^T M_{AX}^T M_{AX} \\
\text{subject to} & \quad M_{AX} x = 0 \\
& \quad x^T x = 1,
\end{align*}
\]

where $M_{AX} \in \mathbb{R}^{n \times n}$, $M_{1} \in \mathbb{R}^{n \times n}$, and $x \in \mathbb{R}^{n}$. This minimization problem appears in some applications [30]. In [29], a solution was obtained by applying Householder transformations to $M_{1}$ to obtain its orthogonal decomposition, and then directly computing eigenvalues and eigenvectors of a reduced matrix. In this section, we consider some cases of the surface fitting problems which arise in geometric design, and describe different algorithms where the singular value decomposition (SVD) algorithm is applied to computation of eigenvalues and eigenvectors. In each case, we assume a quadratic normalization constraint which always guarantees a nontrivial solution.

3.2.1 Interpolation and Approximation

In Subsection 2.5.1, the nullspace is expressed as $x = V_{n-r} w$ where $V_{n-r} \in \mathbb{R}^{n \times (n-r)}$ is made of the last $n-r$ columns of the right singular vectors $V$, and $w$ is a $(n-r)$-vector whose elements are free parameters appearing as coefficients of a family of algebraic surfaces. A final surface is selected by providing proper values for $w$, by a shape control process. One method is for a user to specify an approximate shape of a desired surface with an additional set of points or curves and let a geometric modeling system automatically find a solution vector $w$. Then what the system needs to solve efficiently is a constrained least squares problem: minimize $x^T M_{AX}^T M_{AX} x$ subject to $M_{AX} x = 0$ and $x^T x = 1$.

The solution to this minimization problem can be expressed analytically in closed form. From the interpolation requirement, we get $x = V_{n-r} w$ as before. Hence, after removing the linear constraints, we get to the problem minimize $w^T V_{n-r}^T M_{AX}^T M_{AX} V_{n-r} w$ subject to $w^T w = 1$. Note that $V_{n-r}^T M_{AX}^T M_{AX} V_{n-r}$ is a positive definite matrix, and this problem is equivalent to minimizing the ratio of two quadratics $R(w) = (w^T V_{n-r}^T M_{AX}^T M_{AX} V_{n-r} w)/(w^T w)$. $R(w)$, which is known as Rayleigh's quotient, is minimized by the first eigenvector $w = w_{\min}$ of $V_{n-r}^T M_{AX}^T M_{AX} V_{n-r}$, and its minimum value is the smallest eigenvalue $\lambda_{\min}$ [31].
Instead of computing the eigenvectors and eigenvalues of \( V^T \sigma \mathbf{M} A^T \mathbf{M} A \), directly as in [29], we apply singular value decomposition to \( \mathbf{M} A \), without computing \( V^T \sigma \mathbf{M} A^T \mathbf{M} A V \), explicitly [39]. This leads to a numerically cheaper computation. Here, we assume that \( n_s \geq n_v - r \), and that the rank of \( \mathbf{M} A \) is \( n_v - r \).

(That is, there are enough linear constraints to consume the remaining degrees of freedom.) Then, 

\[
\mathbf{M} A V = \mathbf{P} \mathbf{Q} \mathbf{T} \quad \text{where} \quad \mathbf{P} \in \mathbb{R}^{n_s \times n_s} \quad \text{and} \quad \mathbf{Q} \in \mathbb{R}^{n_v - r \times (n_v - r)}
\]

are orthonormal matrices, and \( \Omega = \text{diag}(\omega_1, \omega_2, \cdots, \omega_{n_v - r}) \in \mathbb{R}^{n_v - r \times (n_v - r)} \) with 

\[
\omega_1 \geq \omega_2 \geq \cdots \geq \omega_{n_v - r} > 0.
\]

Now,

\[
\lambda w = V^T \sigma \mathbf{M} A^T \mathbf{M} A V w = \mathbf{Q} \mathbf{T} \mathbf{P}^T \mathbf{P} \mathbf{Q} \mathbf{T} w = \mathbf{Q} \mathbf{T} \mathbf{Q} \mathbf{T} w.
\]

Here, \( \Omega^T \Omega \) is a \((n_v - r) \times (n_v - r)\) diagonal matrix with a diagonal entry \( \omega_i > 0 \), \( i = 1, 2, \cdots, (n_v - r) \). Then, from the above equation, \( \Omega^T \Omega (Q^T w) = \lambda (Q^T w) \) which implies that the first eigenvector \( w_{\text{min}} \) of \( V^T \sigma \mathbf{M} A^T \mathbf{M} A \) is such that \( Q^T w_{\text{min}} = e_{\text{min}} \) where \( e_{\text{min}} = (0, 0, \cdots, 0, 1)^T \) is a \((n_v - r)\)-vector, and its minimum value \( \lambda_{\text{min}} \) is \( \omega_{n_v - r} \). Hence, \( w_{\text{min}} \) is the last column of \( Q \). Once we compute \( Q \), we get the coefficients of the algebraic surface \( x = V e_{\text{min}} \), which is not a zero vector, and hence satisfies the normalization constraint.

Example 3.2 Quartic Surfaces for Smoothly Joining Four Cylindrical Surfaces

In this example, we determine a surface \( S : f(x, y, z) = 0 \) which smoothly joins four cylinders which are given as \( CYL_1 : y^2 + z^2 - 1 = 0 \) for \( x \geq 2 \), \( CYL_2 : z^2 + y^2 - 1 = 0 \) for \( x \leq 2 \), \( CYL_3 : x^2 + y^2 - 1 = 0 \) for \( z \geq 2 \), and \( CYL_4 : x^2 + z^2 - 1 = 0 \) for \( z \leq -2 \).

The interpolation requirement is for \( S \) to meet the four curves on the cylinders with \( C^1 \) continuity. Hermite interpolation for a quartic surface \( S \) generates \( M \in \mathbb{R}^{7 \times 7} \) (64 linear equations and 35 coefficients) whose rank is 33. This implies a 2-parameter family of quartic surfaces satisfying the interpolation constraints.

Then we need to select, from this family, a surface with desired shape. We use least squares approximation during this process. To illustrate the effect of approximation, two sets of points are chosen: \( S_1 = \{(0, 1.75, 0), (0, -1.75, 0), (-1, 1.25, 0), (-1, -1.25, 0), (1, 1.25, 0), (1, -1.25, 0)\} \) and \( S_2 = \{(0, 1.25, 0), (0, -1.25, 0), (0.5, 1.125, 0), (0.5, -1.125, 0), (0.5, 1.125, 0), (0.5, -1.125, 0)\} \). (See Figure 3.2.)

For the least squares approximation with a normalization, the eigenvalues and eigenvectors for \( S_1 \) and \( S_2 \) are computed. As a result, we obtain \( \lambda_{\text{min}, 1} = 1.265129 \times 10^{-1}, \lambda_{\text{min}, 2} = 5.937809 \times 10^{-3}, J_{S_1}(x, y, z) = 0.321241 x^2 + 0.273947 y^2 + 0.315034 z^2 - 0.692926 - 0.035012 x^4 - 0.030030 x^2 y^2 - 0.035174 x^2 z^2 - 0.035174 y^2 z^2 - 0.035174 x^4 - 0.035174 y^2 z^2 - 0.281104 z^2 + 0.614561 y^3 + 0.281104 z^2 - 0.201225 + 0.005325 x^4 - 0.323706 x^2 z^2 - 0.323706 x^2 z^2 - 0.323706 y^2 z^2 + 0.005325 z^4 \).

The two computed surfaces are shown in Figure 3.3. □

3.2.2 Least Squares Approximation Only

At times one desires a surface which is only the least squares approximation from given geometric data. This is often the case when straightforward interpolation leads to a prohibitively high algebraic degree of the resulting surface. This least squares problem is just a special case (\( M_r = 0 \)) of the minimization problem in the previous subsection. In this case, \( V e_{\text{min}} \) disappears in the solution, which results in \( x = Q e_{\text{min}} \).

Example 3.3 Least Squares Approximation to Given Points : Algebraic Distance

Consider that we are computing a quadric surface \( f(x, y, z) = 0 \) which approximates the following collection of points in the least squares sense: \( S = \{(0.45166, -0.62397, \cdots)\} \).
Example 3.4 Iterative Weighted Least Squares Approximation to the Points: Non-algebraic Distance

This argument suggests that \( \text{dist}_f(p) \), the weighted algebraic distance, is a good approximation to the geometric distance, and that

\[
\sum_{p} \text{dist}_f(p)^2 = \sum_{p} \frac{f(p)^2}{\| \nabla f(p) \|^2}
\]

is minimized instead of

\[
\sum_{p} f(p)^2.
\]

However, the solution which minimizes the expression (3.3) can not be easily expressed in closed form due to introduction of the weight \( \| \nabla f(p) \| \).

This numerical intractability can be avoided by an iterative refinement algorithm.

First, let us recall that the distance from a point \( p \) to a surface \( f(x, y, z) = 0 \) is the distance from \( p \) to a nearest point on the surface. Let \( q \) be the point on the surface which results in the distance. Then, the line in the direction of the normal of \( f \) at \( q \) must pass through \( p \), and \( q = p + t \frac{\nabla f(q)}{\| \nabla f(q) \|} \), where the absolute value of \( t \) is the geometric distance. From Taylor’s expansion,

\[ t = f(q) = f(p) + \nabla f(p) \cdot \left( t \frac{\nabla f(q)}{\| \nabla f(q) \|} \right) + \cdots. \]

Hence,

\[ |t| \approx \left| \frac{f(q)}{\| \nabla f(q) \|} \right|. \tag{3.2} \]

is the first order approximation to the distance from \( p \) to \( f \). When \( p \) is close to the surface, \( \nabla f(p) \) is a good approximation to \( \nabla f(q) \). In this case, the expression (3.2) becomes

\[
|t| \approx \frac{|f(q)|}{\| \nabla f(q) \|} = \frac{|f(q)|}{\| \nabla f(q) \|^{\frac{3}{2}}}
\]

This process is repeated further producing a sequence of \( f(k) \) which refines the solution. In each iteration, \( f(k) \) is expected to be a better approximation to the surface we are trying to find.

Example 3.4: Iterative Weighted Least Squares Approximation to the Points: Non-algebraic Distance

In Example 3.3, we have computed \( M_A = M_{A_{10}} \) and \( f_{10} \). The Table 3.1 illustrates the result of application of the iterative algorithm to the points used in
As mentioned before, the result of Hermite interpolation is a parallel family of algebraic surfaces \( f(x,y,z) = 0 \) of a given degree in which satisfy given geometric properties. The equation of the family has the generic form

\[
f(x,y,z) = \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} c_{ijk} x^i y^j z^k = 0.
\]

where each \( c_{ijk} \) is a homogeneous linear combination of \( q \)-parameters \( r_1, r_2, \ldots, r_q \).

In the previous sections, we proposed to use least squares approximation to select an initial instance surface from the family obtained from Hermite interpolation. Even though we can get some geometric intuition from least squares approximation, we may want to change the shape of the computed surface interactively by modifying the values of the free parameters. However, since the computed surface \( f(x,y,z) = 0 \) is a polynomial in the standard power basis, its coefficients are algebraic, not geometric. That is, they contain little intuitive geometric information, hence they do not provide a convenient tool with which the shape of an algebraic surface can be controlled intuitively.

Sederberg [68] presented an idea in which free form piecewise algebraic surface patches are defined in trivariate barycentric coordinates using a reference tetrahedron.

---

**Example 3.2.** The \textit{geo. distance} column shows the sum of squares of the real geometric distances\(^3\) for \( f_{(x)} \), and the \textit{alg. distance} column shows the value of the expression (3.4), the sum of squares of the algebraic distances for \( f_{(x)} \). It is observed that the sum of squares of the geometric distances decreases as iterations proceed, which implies that \( f_{(x)} \) converges to a surface which is expected to best-fit the given point data. It is also interesting to notice that the sum of squares of the algebraic distances makes a quantum jump at the first iteration, and then converges to a local minimum.


<table>
<thead>
<tr>
<th>( k )</th>
<th>\textit{geo. distance}</th>
<th>\textit{alg. distance}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.2531803319e-05</td>
<td>2.281616641e-07</td>
</tr>
<tr>
<td>1</td>
<td>2.670793913e-05</td>
<td>2.497249375e-07</td>
</tr>
<tr>
<td>2</td>
<td>2.70291566e-05</td>
<td>2.47227775e-07</td>
</tr>
<tr>
<td>3</td>
<td>2.696317975e-05</td>
<td>2.46326946e-07</td>
</tr>
<tr>
<td>4</td>
<td>2.661304527e-05</td>
<td>2.461438158e-07</td>
</tr>
<tr>
<td>5</td>
<td>2.642306921e-05</td>
<td>2.459241774e-07</td>
</tr>
<tr>
<td>6</td>
<td>2.632187346e-05</td>
<td>2.458047987e-07</td>
</tr>
<tr>
<td>7</td>
<td>2.625807283e-05</td>
<td>2.45741127e-07</td>
</tr>
<tr>
<td>8</td>
<td>2.623935195e-05</td>
<td>2.457087992e-07</td>
</tr>
<tr>
<td>9</td>
<td>2.62246016e-05</td>
<td>2.45691254e-07</td>
</tr>
<tr>
<td>10</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>11</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>12</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>13</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>14</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>15</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>16</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>17</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>18</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>19</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>20</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>21</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>22</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
<tr>
<td>23</td>
<td>2.620732698e-05</td>
<td>2.456712015e-07</td>
</tr>
</tbody>
</table>

---

\(^3\)The geometric distances were calculated by solving a 4-by-4 system of nonlinear equations, derived using the Lagrange multiplier method.
and a regular lattice of control points imposed on the tetrahedron. The coefficients of a surface defined in this way are assigned to the control points, and there is a meaningful relationship between the coefficients and the shape of the surface.

The essence of his idea is to consider an algebraic surface \( f(x, y, z) = 0 \) as the zero contour of the trivariate function \( w = f(x, y, z) \). Note that the surface equation of the family of Hermite interpolating algebraic surfaces contains \( q \) free variables \( r_i \) in its coefficients. A specific portion of a surface can be selected for shape control by defining a tetrahedron which encloses that portion. Given a tetrahedron, the polynomial \( f(x, y, z) \) in power basis can be symbolically converted into a polynomial \( F(s, t, u) \) in barycentric coordinates, defined with respect to the tetrahedron.

Let a tetrahedron be specified by the four noncoplanar vertices \( P_{000}, P_{001}, P_{010}, \) and \( P_{100}. \) Then, the coordinates \( P = (x, y, z) \) of any point inside the tetrahedron are related to the barycentric coordinates \( s, t, u \) by \( P = sP_{000} + tP_{001} + uP_{010} + (1-s-t-u)P_{100} \). Control points on the tetrahedron are defined by \( P_{ij} = \frac{i}{H} P_{000} + \frac{j}{H} P_{001} + \frac{k}{H} P_{010} + \frac{1-i-j-k}{H} P_{100} \) for nonnegative integers \( i, j, k \) such that \( i + j + k \leq n \). Each control point is associated with a weight \( w_{ijk} \), which is a linear combination of \( r_i, i = 1, 2, \ldots, q \). All these together define the \( q \)-parametric algebraic surface family in barycentric coordinates,

\[
F(s, t, u) = \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} w_{ijk} \cdot \binom{n}{i,j,k} s^i t^j u^k (1-s-t-u)^{n-i-j-k} = 0. \tag{3.6}
\]

Example 3.5 Conversion from Power to Bernstein

Consider, as a simple example, a quadratic surface which Hermite interpolates a line \( LN : (1-t, t, 0) \) with a normal \((0,0,1)\). The Hermite interpolation algorithm returns a 5-parameter family \( f(x, y, z) = 0 \) of algebraic surfaces, as in (3.5) with \( n = 2 \), where \( c_{100} = r_1, c_{110} = 2r_1, c_{101} = r_2, c_{020} = -2r_1, c_{011} = r_3, c_{002} = -2r_1, c_{021} = r_3, c_{010} = r_2, c_{111} = r_1, \) and \( c_{101} = r_2 \). For a given tetrahedron with vertices \( P_{000} = (2,0,0), P_{001} = (0,2,0), \) and \( P_{010} = (0,0,2) \), the surface \( f(x, y, z) = 0 \) is transformed to \( F(s, t, u) = 0 \) as in (3.6) with \( n = 2 \), where \( w_{000} = r_1, w_{001} = r_1 + r_2, w_{010} = -r_1 + r_2 + 2r_3, w_{011} = -r_1 + r_2 + 3r_4, w_{020} = r_3, w_{021} = r_3, w_{100} = -r_1, w_{101} = -r_1 + r_2 + 2r_3, w_{110} = r_1, \) and \( w_{111} = r_1 \).

Since the weights \( w_{ijk} \) of \( F(s, t, u) = 0 \) for a \( q \)-parametric family of algebraic surfaces have only \( q \) degrees of freedom, they can't be selected or modified independently. For example, suppose \( w_1 = r_1 + r_2 + r_3 - 1, w_7 = r_1 + r_2 + r_3 + 5, \) and \( w_3 = r_1 + r_2 \). From these, we can derive the linear relation \( w_1 - w_2 - w_3 = 0 \) between the weights, and then an invariant \( \Delta w_1 - \Delta w_2 - \Delta w_3 = 0 \) which must be satisfied each time some of the weights are modified. (For notational simplicity, we assume the weights are indexed by a single number instead of a triple.)

In general, using Gaussian elimination, we can derive a system of invariant equations

\[
I_1(\Delta w_1, \Delta w_2, \ldots, \Delta w_q) = 0
\]

\[
I_2(\Delta w_1, \Delta w_2, \ldots, \Delta w_q) = 0
\]

\[
I_3(\Delta w_1, \Delta w_2, \ldots, \Delta w_q) = 0
\]

from the linear expressions of the weights

\[
w_1(r_1, r_2, \ldots, r_q) = w_1
\]

\[
w_2(r_1, r_2, \ldots, r_q) = w_2
\]

\[
\vdots
\]

\[
w_q(r_1, r_2, \ldots, r_q) = w_q.
\]

Changing the weights can now be considered as moving from a weight vector \( W = (w_1, w_2, \ldots, w_q) \) to another \( W' = (w_1', w_2', \ldots, w_q') \), with the constraint that \( \Delta W = W' - W \) is a solution of the system of invariant equations.

Example 3.6 Shape Control of a Family of Quadric Surfaces
3.4 Summary

The invariant system for the family of algebraic surfaces in Example 3.5 is \( \Delta w_{00} + \Delta w_{00} = 0, \Delta w_{00} - \Delta w_{00} = 0, \Delta w_{10} + \Delta w_{00} = 0, \Delta w_{10} - \Delta w_{10} = 0 \). Figure 3.1 (upper left) shows an instance from the family where \( w_{00} = 0, w_{00} = 0, w_{10} = 0, w_{10} = 0 \). Now, suppose we want to pull the surface patch toward the control points \( P_{00} \) (the leftmost vertex in the figure). This can be achieved by decreasing the value of \( w_{00} \), say, \( \Delta w_{00} = -4 \).

Example 3.7 Shape Control of a Family of Quartic Surfaces

Figure 3.4 (bottom left) illustrates three different instances of the family computed in Example 2.3, corresponding to the three different values of \( w_{00} \) for \( P_{00} = (0,0,0) \). As a weight \( w_{00} \) increases from a negative value, the surface approaches \( P_{00} \). The surface passes through \( P_{00} \) when \( w_{00} = 0 \), and gets separated into three irreducible components as \( w_{00} \) becomes positive. (See also Figure 2.3 and 2.1.)

Sometimes, we may want to see how the shape of a surface changes as a specific weight is modified. However, if a weight, say, \( w_{10} \) is modified, then this modification affects other weights as related in the invariant system. Usually, the linear system of invariant equations is underdetermined, yielding an infinite number of choices of \( \Delta w_i \), \( (i = 2,3,\ldots) \). Then, how can we select the other weights such that their effects on \( w_{10} \) are minimized?

One possible heuristic is to minimize the \( 2 \)-norm of \( (\Delta w_1, \ldots, \Delta w_e) \), and hence the \( 2 \)-norm \( \|\Delta W\|_2 = (\Delta w_1^2 + \Delta w_2^2 + \cdots + \Delta w_e^2)^{1/2} \) of \( \Delta W \). For \( \Delta w_i = \delta \), we know that the linear system

\[
I_2(\delta, \Delta w_1, \ldots, \Delta w_e) = 0
\]

has a solution \( \Delta W^e = (\delta, \Delta w_1, \ldots, \Delta w_e) \) where \( \Delta w_i^e \)'s are expressed linearly through another set of free parameters \( p_1, p_2, \ldots, p_e \). Hence, \( \|\Delta W^e\|_2^2 \) is a quadratic function \( Q(p_1, p_2, \ldots, p_e) \) of the new parameters.

Example 3.8 Heuristic Approach to Shape Control Using \( 2 \)-Norm

Consider the surface in Example 3.6 again. This time we wish to pull the patch more toward \( P_{00} \), and hence set \( \Delta w_{00} = -15 \). From the invariant system in which \( \Delta w_{00} \) is replaced by \(-15\), \( \Delta w_{00} = \Delta w_{00} = \Delta w_{10} = \Delta w_{00} = p_1 \), \( \Delta w_{00} = \Delta w_{10} = -p_1 \), \( \Delta w_{00} = p_2 \), \( \Delta w_{10} = p_3 \), \( \Delta w_{01} = p_4 \), and we obtain the quadratic function \( Q(p_1, p_2, p_3, p_4) = 225 + 6p_1^2 + p_2^2 + p_3^2 + p_4^2 \). \( Q \) has the global minimum at \( p_1 = p_2 = p_3 = p_4 = 0 \). Hence, the influence of the change of all the weights other than \( w_{00} \), is minimized by setting to zero their \( \Delta w_i \), that is, not changing them at all.

This new instance is shown in Figure 3.4 (bottom right). Note that the overall shape of the new surface patch, other than close to \( P_{00} \), has not changed as much as the surface patch in Figure 3.4 (upper right), even though \( w_{00} \) has decreased by a larger amount.

3.4 Summary

In this chapter, we considered how the geometric problem of finding algebraic surfaces is transformed into a linear algebra problem through Hermite interpolation.
least squares approximation, and normalization. A compact algorithm for solving
the algebraic model efficiently was presented with examples. Although the algebraic
formulation of the geometric problem presented in this chapter, results in a compact
computation, it must be enhanced by adding more geometric constraints such that the
algebraic formulation can also handle undesirable phenomena appearing in algebraic
surface design. In Chapter 6, we discuss such unfavorable phenomena of algebraic
surfaces in details. We also proposed a surface control scheme in which the shape of
a specific portion of an algebraic surface is controlled with geometric intuition in the
barycentric coordinate system.

Figure 3.1 A Cubic $C^3$ Continuous Surface

Figure 3.2 Points to be Approximated
Figure 3.3 Two Different Least squares Approximations

Figure 3.4 Interactive Shape Control Using Barycentric Coordinates
4. SMOOTHING CONVEX POLYHEDRA WITH QUINTIC SURFACES

Modeling a triangular mesh of three dimensional data with smooth piecewise surfaces is a well studied problem. Traditionally, most of the previous works have used parametrically represented surfaces. (See the recent survey paper [23].) On the other hand, there are only few results where implicitly represented algebraic surfaces are used as modeling tools [20, 32, 67]. In [20], Dahmen used quadric algebraic surfaces to smooth a special type of polyhedra splitting a face into several surfaces which, sometimes, produce wave-like oscillations between patches due to the limitations of quadric surfaces. Guo [32] presented an algorithm which constructs a mesh of cubic algebraic surface patches smoothing a polyhedron where cubic patches for faces are connected by two extra cubic patches between faces. It seems that there has been little success in generating a mesh of smooth piecewise patches of algebraic surfaces of nontrivial degrees greater than three which provide more flexibility.

In this chapter, we investigate how the class of quintic algebraic surfaces can be utilized in CAGD. In particular, we show how this class of surfaces can be used to smooth a convex polyhedron. Sometimes it has been stated that degree 5 is so high that quintic algebraic surfaces may not be appropriate for geometric modeling. While it is true that a whole quintic algebraic surface behaves unpredictably, we only need a patch of a surface for geometric modeling, not a whole surface. The work in this chapter shows that triangular patches of quintic algebraic surfaces are flexible enough to be used as effective modeling tools while degree 5 is low enough to allow efficient computations.

We assume, without loss of generality, that a given convex polyhedron has only triangular faces. To smooth a convex polyhedron with tangent plane continuous triangular surface patches, we first construct a quadric wire frame by replacing each edge of the polyhedron with a conic curve whose shape is controlled by a single parameter. The normals along the curves are derived from the polyhedron, and are associated with the curves. The normals along the curves then provide tangent plane information along the conic curves that must be satisfied by incident surface patches. Then, the triple of boundary curves and normals for each face is Hermite interpolated and approximated in the least square sense using our computational model, which is slightly different from the model explained in the previous chapter:

\[
\text{minimize } \| \mathbf{M}_x - \mathbf{b} \|^2 \\
\text{subject to } \mathbf{M}_x = \mathbf{0}.
\]

Quintic algebraic surface patches obtained by solving the above problem give a curved model for the polyhedron.

This chapter is organized as follows: In Section 4.1, we explain, step-by-step, how a convex polyhedron is smoothed, and how each triangular implicit patch is displayed interactively. Section 4.2 is devoted to explaining why singularities usually occur at the three vertices of triangular patches. As an example, a given convex polyhedron is smoothed with three different shape control parameters in Section 4.3. In Section 4.4, we discuss open problems on smoothing a nonconvex polyhedron with quintic algebraic surfaces. Finally, this chapter is summarized in Section 4.5.

4.1 Generation of a Quintic Algebraic Triangular Patch

In this section, we show step-by-step how to compute each triangular quintic algebraic surface patch. Each edge of a triangular face of a polyhedron is replaced by a quadric curve with quadratic parametric rational normal directions that conform to the positional and tangential information derived from the polyhedron. The three boundary curves with normals are smoothly fleshed by a quintic implicit algebraic surface. Then, the computed triangular patch is polygonized for interactive display.
4.1.1 Generation of a Quadric Wire

First, we give a definition of a quadric wire.

Definition 4.1 Let \( C(t) = (x(t), y(t), z(t)) \) and \( N(t) = (\frac{\partial x}{\partial t}, \frac{\partial y}{\partial t}, \frac{\partial z}{\partial t}) \) be two triples of quadratic rational parametric polynomials. Then, the pair \( \omega(t) = (C(t), N(t)) \) is called a quadric wire if there exists a quadric surface \( q(x, y, z) = 0 \) such that \( q(C(t)) = 0 \) and \( \nabla q(C(t)) \) is proportional to \( N(t) \) for all \( t \).

In other words, we take, from a quadric surface, a conic curve and gradient vectors restricted along the curve, and use them as boundary curves of a quadric wire frame.

The first step towards smoothing a convex polyhedron is to compute a conic curve \( C(t) \) given two points and unit normal vector pairs \((p_0, n_0), (p_1, n_1)\) and a normal vector \( n_{pl} \) of a plane containing \( p_0 \) and \( p_1 \).

Furthermore, we force \( C(0) = p_0 \) and \( C(1) = p_1 \) so that the segment of \( C(t) \) for \( 0 \leq t \leq 1 \) is used as a wire. To compute \( C(t) \), the normal vectors \( n_0 \) and \( n_1 \) are projected onto the plane \( P \) on which \( C(t) \) will lie. (See Figure 4.1.) This projection results in a control triangle \( \triangle p_0 p_1 p_i \). \( p_i \) is computed as the intersection of the two tangent lines orthogonal to the projections of \( n_0 \) and \( n_1 \). Lee [42] presented a compact method for computing a conic curve \( C(t) \) from the control triangle. In his formulation, the conic is expressed in Bernstein-Bézier form:

\[
C(t) = \frac{w_0(t-1)^2 + 2w_1 t(1-t) + w_1 t^2}{w_0(1-t)^2 + 2w_1(1-t) + w_1 t^2},
\]

where \( w_i > 0, \ i = 0,1,2 \) are shape control parameters. An often used parameterization, called the rho-conic parameterization, is given by the special choice of

\[
w_0 = w_2 = 1 - \rho, \ w_1 = \rho, \ 0 < \rho < 1.
\]

Then the parameter \( \rho \) measures the sharpness of the conic curve. Let \( p_{m} = (p_0 + p_1)/2 \) be the midpoint of the chord \( p_0p_1 \). Then, \( \rho \) has a property that \( C(0.5) = p_m = \rho(p_0 - p_1) \). From this, we can see that as \( \rho \) is increased, the conic gets more curved. In particular, it is known that \( \rho = 0.5 \) for parabolas, \( 0 < \rho < 0.5 \) for ellipses and \( 0.5 < \rho < 1.0 \) for hyperbolas.

Once \( C(t) \) is computed, we find a quadratic surface \( q(x, y, z) = 0 \) such that \( N(t) \), which is a restriction of \( \nabla q(x, y, z) \) along \( C(t) \), interpolates \( n_0 \) and \( n_1 \) at \( t = 0 \) and \( t = 1 \), respectively. Consider a quadric surface \( q(x, y, z) = e_1 x^2 + e_2 y^2 + e_3 z^2 + e_4 xy + e_5 xz + e_6 yz + e_7 x + e_8 y + e_9 z + e_{10} = 0 \). A quadric surface has 9 degrees of freedom in its coefficients. The first constraint on \( q(x, y, z) = 0 \) is that it must contain \( C(t) \).

The Hermite interpolation algorithm gives 5 linear equations where the unknowns are \( e_i, i = 1, 2, \ldots, 10 \). It is obvious that 5 equations are required considering Bezout's theorem which implies that if a conic intersects with a quadratic surface at more than 4 points, the curve is contained in the surface.

Hence, \( 4 (= 9 - 5) \) degrees of freedom remains, and these must be used to interpolate the normal vectors at the two end points. Interpolating \( n_0 \) and \( n_1 \) at \( \rho \) and \( 1 - \rho \) respectively, results in 2 more linear constraints which leaves 2 degrees of freedom in choosing a quadratic surface. In fact, we observe that fixing one more normal vector at a point on the curve fixes normal vectors along the whole curve. Consider
the special case of Theorem 3.1 where given a quadric wire defined by a quadric surface \( c(x, y, z) = 0 \) and a plane \( b(x, y, z) = 0 \), there is a family of quadric surfaces \( c(x, y, z) = 0 \) with one degree of freedom such that \( c(x, y, z) = \alpha(x, y, z) + \beta(x, y, z)^2 \).

This implies that the rank of the linear system for Hermite interpolation of the quadric wire is at most 8. Hence, three normal vectors determine normal colors along the entire quadric curve.

In our implementation we specify the third normal vector as follows: first, the average \( \bar{n}_0 = \left( \frac{n_0 + n_1}{2} \right) \) is computed, and then \( n_0 \) is projected into the plane which contains \( C(0.5) \), and is orthogonal to the tangent vector \( C'(0.5) \). Then, we use the projected vector as \( N(0.5) \). The family of quadric surfaces \( q(x, y, z) = 0 \) computed this way gives the gradient vector \( \nabla q(C(t)) \) that is used as \( N(t) \).

### 4.1.2 Hermite Interpolation of a Quadric Triangle

As mentioned before, each triangular face of a polyhedron is replaced by a triangular surface patch. To do so, each edge is replaced by a quadric wire forming a wire frame for the polyhedron. To clarify our description, we give the following definitions:

**Definition 4.2** An augmented triangle is a 9-tuple \( T = \{p_0, p_1, p_2, n_0, n_1, n_2, r_{p_0}, r_{p_1}, r_{p_2}\} \) where \( p_i \) in \( 0, 1, 2 \) are three vertices of a triangle with the corresponding unit normal vectors \( n_i \) in \( 0, 1, 2 \), and \( r_{p_i} \) are normal vectors of the planes which will contain the quadric wires computed from \( (p_i, n_i) \).

**Definition 4.3** A quadric triangle is a triple \( QT = (W_0, W_1, W_2) \) of quadric wires such that \( W_0(1) = W_1(0), W_1(1) = W_2(0), \) and \( W_2(1) = W_0(0) \).

Given an augmented triangle, each quadric wire is computed as described previously. Then, the quadric triangle is formed using an algebraic surface \( f(x, y, z) = 0 \) of degree \( n \). The surface \( f(x, y, z) = 0 \) must be flexible enough to interpolate the three quadric wires smoothly, i.e., with tangent plane continuity. Though higher degree algebraic surfaces provide more flexibility, the number \( \binom{n+3}{3} \) of coefficients of an algebraic surface of degree \( n \) grows dramatically as \( n \) increases. Hence, for a fast computation and less numerical errors, keeping \( n \) in a reasonable range is very important. In the below, we discuss a lower bound of degree of algebraic surfaces that can Hermite interpolate a quadric triangle.

Consider an algebraic surface of degree \( n \) for smooth interpolation of a quadric wire \( W(t) = (C(t), N(t)) \). According to Bezout's theorem, \( 2n + 1 \) constraints on the coefficients of \( f \) are required for \( f \) to contain \( C(t) \) which is quadric. For tangent plane continuity, the Hermite interpolation algorithm in Subsection 2.3.2.2 produces \( (n-1)d + m + 1 = 2(n-1) + 2 + 1 \) additional linear equations. In total, \( 4n + 2 \) linear equations are generated for smooth interpolation. However, it is uniformly observed that the rank of the linear system is \( 4n \), while we cannot prove this algebraically as of now. We are led to the following conjecture:

**Conjecture 4.1** Let \( W(t) = (C(t), N(t)) \) be a quadric wire. Given an algebraic surface \( f(x, y, z) = 0 \) of degree \( n \), the rank of the linear system generated by Hermite interpolation to smoothly interpolate \( W(t) \) is \( 4n \).

Since there are three quadric wires, \( 12n \) linear constraints on the coefficients of a surface are produced according to the above conjecture. On the other hand, we observe some geometric dependency between the three quadric wires which leads to algebraic dependency. First, since the cones intersect pairwise, there must be three rank deficiencies between the equations from the containment conditions. Secondly, at each vertex of a quadric triangle, two incident cones automatically determine the normal at the vertex. It is obvious, from the method of quadric wire construction, that this vector is proportional to the given unit normal vector. So, we see that satisfying the containment conditions for the three cones guarantees that any interpolating surface has gradient vectors at the three points as required. This fact implies that, for each cone, there are two rank deficiencies between the linear equations for the...
containment conditions, and the equations for its tangency condition.\textsuperscript{2} Hence, six additional rank deficiencies with the previous three indicate that the minimum of $12n - 9$ and $\binom{n+3}{2}$ is believed to be the maximum possible rank of the linear system that is generated by Hermite interpolation algorithm.

Since an algebraic surface $f(x, y, z) = 0$ of degree $n$ has $\binom{n+3}{2}$ coefficients, and the rank of the linear system should be less than the number of coefficients for a nontrivial surface to exist, we find out that 5 is the minimum degree required. In the quintic case, there are 55 coefficients (55 degrees of freedom) and the rank is at most 51, which results in a family of interpolating surfaces with at least four degrees of freedom in selecting an instance surface from the family. Even though some special combinations of three quadric wires can be interpolated by a surface of degree less than 5, for example, three quadric wires from a sphere, the probability that such spatial dependency occurs, given an arbitrary triple of conics with normals, is infinitesimal. Hence, the conjectured lower degree bound is tight.

4.1.3 Least Squares Approximation to Contour Levels

As a result of Hermite interpolation of a quadric triangle QT, a family of quintic algebraic surfaces $f(x, y, z) = 0$ with at least 4 degrees of freedom is usually obtained. Then, we need to use these remaining degrees of freedom appropriately to select an instance quintic surface from this family. We can additionally specify a set of points inside the quadric triangle, which approximately describe a desirable surface patch. A final fitting surface may be obtained by consuming the remaining degrees of freedom through least squares approximation to this set of points.

When chosen from the family via least squares approximation, the selected quintic surface is not always good in the light of geometric modeling. For example, a surface which self-intersects inside the quadric triangle is not practically useful though it approximates the additional points best as well as satisfies the smooth interpolation

\textsuperscript{2}Again, for each curve, we can choose point-normal pairs at the two end points. The resulting two linear equations should be linearly dependent on the equations from the containment requirement.

requirement. Hence, in the approximation step, we must be careful not to select a surface which is singular inside the quadric triangle. First of all, we observe that, in general, any surface which smoothly interpolates the quadric triangle, that is, three conics with normal directions, is singular at the three vertices. In Section 4.2, we show that just making the normal vectors of three conics consistent at the intersection points is not enough to have a surface that is regular at the three points. In fact, the rates of change in the normal vectors at the intersection points affect the regularity of a surface. However, the singularities only at the three vertices, not along the whole curve, do not harm the smooth continuity requirement between surface patches. A more serious problem is the singularity of a surface inside a quadric triangle.

Let $S_0 = \{ u_i \in \mathbb{R}^3 | i = 1, \ldots, l \}$ be a set of points which approximately describes a desirable surface patch. Then, we can get a linear system $M_A x = b$, where each row of $M_A$ is obtained from $f(u_i) = 0$. Then the conventional least squares approximation is to minimize $\| M_A x \|^2$ over the nullspace of $M_A$. However, our experiments show that, in many cases, singularities occur inside the quadric triangle. Minimizing $\| M_A x \|^2$ makes a resulting surface approximate the set of points closely, however, this simple algebraic approximation can not prevent the surface from self-intersecting inside the triangle.

To provide more geometric control in least squares approximation, we suggest that the contour levels of a surface are approximated rather than only the surface. In fact, the implicit surface $f(x, y, z) = 0$ is the zero contour of the function $w = f(x, y, z)$. Consider some smooth region of a surface. Since all the partial derivatives of $w = f(x, y, z)$ are well defined in the region, the contour levels behave well in the proximity of the zero contour. In our scheme, we first generate $S_0 = \{ (u_i, n_i) | i = 1, \ldots, l \}$ where $u_i$ is an approximating point, and $n_i$ is an approximating gradient vector at $u_i$. Then, from this set, we construct two more sets $S_1 = \{ (u_i, w_i = v_i + \alpha n_i, l = 1, \ldots, l) \}$ and $S_{-1} = \{ (u_i, w_i = v_i - \alpha n_i, l = 1, \ldots, l) \}$ for some small $\alpha > 0$. Then, we get the least squares system $M_A y = b$ from three kinds of equations: $f(u_i) = 0$, $f(u_i) = 1$, and $f(u_i) = -1$. Approximating these three kinds of equations forces the function
\[ w = f(x, y, z) \] to have well-structured contour levels as much as possible near the inside of a quadric triangle, and we notice that this heuristic removes self-intersections in the region significantly. In Subsection 4.1.5, we give a heuristic algorithm for generation of the point-normal set \( S_0 \).

### 4.1.4 Flesching a Wire Frame

Now, we are led to the following computational model:

\[
\begin{align*}
\text{minimize} & \quad \| M_A x - b \|^2 \\
\text{subject to} & \quad M_1 x = 0,
\end{align*}
\]

where \( M_1 \in \mathbb{R}^{n \times n} \) is a Hermite interpolation matrix, and \( M_A \in \mathbb{R}^{n \times 3} \) and \( b \in \mathbb{R}^n \) are a matrix and a vector, respectively, for contour level approximation, and \( x \in \mathbb{R}^n \) is a vector containing coefficients of a quintic algebraic surface \( f(x, y, z) = 0 \).

Again, the nullspace of \( M_1 \) is compactly expressed as \( x = V_{35} \cdot w \) where \( w \in \mathbb{R}^{15} \). After substituting for \( x \), we are led to \( \| M_A x - b \| = \| M_A V_{35} \cdot w - b \| \). Thus, an orthogonal matrix \( Q \in \mathbb{R}^{n \times n} \) is computed such that

\[
Q^T M_A V_{35} = R = \begin{pmatrix} R_1 \\ 0 \end{pmatrix}
\]

where \( R_1 \in \mathbb{R}^{(15-r) \times (15-r)} \) is upper triangular. (This factorization is called a \( Q \cdot R \) factorization [31]). Now, let

\[
Q^T b = \begin{pmatrix} c \\ d \end{pmatrix}
\]

where \( c \) is the first \( 15-r \) elements. Then, \( \| M_A V_{35} \cdot w - b \|^2 = \| Q^T M_A V_{35} \cdot w - Q^T b \|^2 = \| R_1 w - c \|^2 + \| d \|^2 \). The solution \( w \) can be computed by solving \( R_1 w = c \), from which a flesching surface is obtained by applying \( x = V_{35} \cdot w \).

---

### 4.1.5 Display of the Triangular Algebraic Patch

As implicitly defined algebraic surfaces have become increasingly important in geometric modeling, several algorithms for displaying them have emerged. Implicit algebraic surfaces lend themselves naturally to ray tracing [34]. Sederberg et al. [69] used a scan line display method which offers improvement in speed and correctly displays singularities. Even though both approaches produce images of good quality, the computational cost is high. Also, these static processes do not allow interactive display of surfaces. On the other hand, polygonization of implicit surfaces [4, 16] can use the capability of the graphics hardware which provides very fast interactive rendering. Allgower [4] used simplices to approximate a surface with a polygonal mesh. In [16], Bloomenthal presented a numerical technique that approximates an implicit surface with a polygonal representation. The technique is to surround an implicit surface with an octree, at whose corners the implicit function is sampled to generate polygons. Although, in general, these methods are not well suited to our purpose which is to draw an implicit triangular surface patch with singular vertices. A major problem is how to isolate only a necessary part. Clipping surfaces might be added to the polygonization algorithms, however, the current polygonization algorithms do not handle singularities well.

In our display routine, we walk over implicit quintic surfaces only around the necessary regions producing polygons which approximate triangular patches. Since smooth segments of intersection curves of two algebraic surfaces are easily traced [7], and we are to display smooth portions of implicit surfaces, the algebraic space curve tracing routine performs well for this walk-over. Note that although the flesching quintic surfaces are usually singular at the three vertices of a quadric triangle, the boundary curves can be traced easily from their parametric equations.

The following simple recursive procedure produces an adaptive polygonization of a triangular algebraic surface patch. Let \( f(x, y, z) = 0 \) be a primary surface whose triangular portion, clipped by three planes \( h_i(x, y, z) = 0 \), \( i = 1, 2, 3 \), is to be polygonized.
Initially, the triangle $T_0 = \{(P_0, P_1, P_2)\}$ is a rough approximation of the surface patch. Each boundary curve, obtained from the intersection of $f$ and $h_i$, is traced producing a sequence of points on the curve, then an adaptive piecewise linear approximation of order $2^d$ for some given $d$ is computed. In Chapter 5, we present an algorithm that quickly generates such a piecewise linear approximation given a sequence of points in 3D space. Then, $T_0$ is refined into four triangles by introducing the 3 points $Q_0$, $Q_1$, and $Q_2$ where $Q_i = 0, 1, 2$ is the middle point of each adaptive segmentation of order $2^d$. The clipping planes for the subdivided triangles can be computed from the normals of the two triangles incident to the edge. Then, each new edge is traced, and its adaptive piecewise linear approximation of order $2^{d-1}$ is produced. In this way, the new approximation is further refined by recursively subdividing each triangle until some stopping criterion is met.

While the method produces a regular, but adaptive, network of polygons, it could be improved further to generate more adaptive polygonization. Rather than subdividing all the triangles up to the same level, each triangle is examined to see if it is already a good approximation to the surface portion it is approximating. It is refined only when the answer is no. Some criteria for such local refinement are suggested in [4, 16]. However, to design an irregular adaptive polygonization algorithm with robust local refinement criteria, remains open.

We also use the above recursive subdivision scheme to produce $S_0 = \{(u_i, v_i)\}_{i = 1, \ldots, I}$ used in Subsection 4.1.3. Initially, only the boundary curves are known, and each time a new curve is to be traced in the above algorithm, a quadratic wire is computed as explained in Subsection 4.1.1 from the information on the initial and final points, their normals and clipping plane. The generated quadratic wire gives approximate curve and normal information, and is traced to generate points and normals. The final polygonal approximation obtained in this way gives a set of points which are used in least squares approximation. We observe that this heuristic method work quite well when the $p$ value is in the reasonable range, say, $0.25 \leq p \leq 0.75$. Figure 4.3 displays a polygonization of a triangular algebraic surface patch, and the points used for least squares approximation.

4.2 Why Singularities?

In this section, we consider why the quintic surfaces which Hermite interpolate quadratic triangles are usually singular at three vertices.

4.2.1 A Review of Differential Geometry

We first review some basic concepts of differential geometry [18, 40]. A surface $S \subset \mathbb{R}^2$ is regular at a point $p \in S$ if there exists a neighborhood $V \subset \mathbb{R}^2$ and a map $x : U \to V \cap S$ of an open set $U$ in $\mathbb{R}^2$ onto $V \cap S \subset \mathbb{R}^2$ such that $x(u, v) = (x(u, v), y(u, v), z(u, v))$ is differentiable, homeomorphic, and its differential $dx_q : \mathbb{R}^2 \to \mathbb{R}^3$ is one-to-one for each $q \in U$. A surface $S$ is regular if, at each point on $S$, $S$ is regular. Intuitively speaking, a surface is regular at a point if a neighborhood of the point in the surface can be obtained by taking a piece of a plane, deforming it in a not too violent fashion, in such a way that the resulting surface has no singularities like sharp points, edges, or self-intersections at the point and it makes sense to speak of a tangent plane at the point. By taking such a map from a plane to a surface, it becomes possible for a regular surface to have a differential and integral calculus which is strictly comparable with the calculus on the Euclidean plane $\mathbb{R}^2$. 
A tangent vector to a regular surface $S$ at a point $p \in S$ is the tangent vector $\alpha'(0)$ of a differentiable curve $\alpha : (-\varepsilon, \varepsilon) \to S$ with $\alpha(0) = p$. The plane $T_p(S)$ spanned by all tangent vectors to $S$ at $p$, is called the tangent plane to $S$ at $p$ which is, in fact, a two-dimensional vector space. For a regular point $p \in S$, a unit vector which is perpendicular to $T_p(S)$ is called a unit normal vector at $p$. The plane $T_p(S)$ spanned by all tangent vectors to $S$ at $p$ is called the tangent plane to $S$ at $p$, which in fact, is a two-dimensional vector space.

A straightforward application of the equality in Lemma 4.1 yields the following theorem which presents a necessary regularity condition on the curves and normal directions.

**Theorem 4.1** Let $C_1(u)$ and $C_2(v)$ be two parametric curves with parametric normal directions $N_1(u)$ and $N_2(v)$ such that $C_1(0) = C_2(0) = p$, and that $N_1(0)$ and $N_2(0)$ are proportional. Then, any surface $S$, which interpolates the curves with tangent plane continuity, is singular at $p$ unless \[ \frac{\partial N_1}{\partial u} \bigg|_{u=0} \cdot \frac{\partial C_2}{\partial v} \bigg|_{v=0} = \left( \frac{\partial N_1}{\partial u} \right) \bigg|_{u=0} \cdot \left( \frac{\partial C_2}{\partial v} \right) \bigg|_{v=0}. \]

Proof: Suppose that $S$ is a surface which smoothly interpolates the curves, and is regular at $p$. Then, we have a local parametrization $x : U \to V \cap S$ of an open set $U$ in $\mathbb{R}^2$ onto $V \cap S \subset \mathbb{R}^3$ for a neighborhood $V$ of $p$ such that

- $x(0,0) = p$,
- $x_u = \frac{\partial x}{\partial u} \bigg|_{(0,0)} = C_1'(0)$ and $x_v = \frac{\partial x}{\partial v} \bigg|_{(0,0)} = C_2'(0)$, and
- the Gauss map $N$ of $S$ is such that $N(C_1(u)) = N_1(u)$ and $N(C_2(v)) = N_2(v)$.

Then, by Lemma 4.1, for $S$ to be regular at $p$, it should be that

$$ \left( dN_p(x_u), x_u \right) = \left( dN_p(x_v), x_v \right). $$

By the definition of the differential,

$$ dN_p(x_u) = \frac{dN(C_1(u))}{du} \bigg|_{u=0} = \frac{dN(C_2(v))}{dv} \bigg|_{v=0}. $$

A straightforward application of Lemma 4.1 yields the following theorem which presents a necessary regularity condition on the curves and normal directions.

**Lemma 4.1** The differential $dN_p : T_p(S) \to T_p(S)$ of the Gauss map is a self-adjoint linear map, that is,

$$ (dN_p(w_1), w_2) = (w_1, dN_p(w_2)) $$

where $w_1$ and $w_2$ are two independent tangent vectors at a regular point $p$, and $(\cdot, \cdot)$ is the inner product of two vectors.

4.2.2 Interpolation of Two Parametric Curves

The symmetry of the linear map $dN_p$, implied by Lemma 4.1, entails a necessary condition that must be satisfied between tangent vectors and the rates of changes in normal vectors at a regular point. It implies that, given two regular curves passing through a regular point on a surface, the unit normal vector must change along each curve satisfying the equality in Lemma 4.1.

Consider the problem of Hermite interpolation of two parametric space curves with normal directions, meeting at a point. Let $C_1(u)$ and $C_2(u)$ be the two parametric curves with parametrically represented normal directions $N_1(u)$ and $N_2(u)$ such that $C_1(0) = C_2(0) = p$, and $N_1(0)$ and $N_2(0)$ are proportional, that is, the two curves meet at $p$ and they share the same normal direction at $p$. We look for a surface $S$ which smoothly interpolates the curves, that is,

- $S$ must contain $C_1(u)$ and $C_2(v)$,
- the normals of tangent planes of $S$ along the curves must coincide with the normals of the curves, and
- $S$ is regular at $p$.

The following lemma provides a condition which must be satisfied when the unit normal vectors of two surfaces change in the neighborhood of regular points. Its proof is found in Chapter 3, pp. 140 of [18].

**Lemma 4.1** The differential $dN_p : T_p(S) \to T_p(S)$ of the Gauss map is a self-adjoint linear map, that is,

$$ (dN_p(w_1), w_2) = (w_1, dN_p(w_2)) $$

where $w_1$ and $w_2$ are two independent tangent vectors at a regular point $p$, and $(\cdot, \cdot)$ is the inner product of two vectors.
\[
\frac{N'(u) \cdot N(u) - N(u) \cdot N'(u)}{\|N'(u)\|^2} \\
= \frac{N'(0) \cdot N(0) - N(0) \cdot N'(0)}{\|N'(0)\|^2}
\]

Since \((N'(0), x_0) = 0\), \((dN'(x_0), x_0) = \frac{(N(0), C(0))}{\|N(0)\|^2} \cdot \frac{(N(0), N'(0))}{\|N'(0)\|^2} \cdot \frac{(N(0), N'(0))}{\|N'(0)\|^2}.\) Hence, the equation (4.1) becomes

\[
\frac{(N'(0), C(0))}{\|N'(0)\|^2} = \frac{(C(0), N'(0))}{\|N'(0)\|^2}.
\]

The above theorem implies that enforcing two curves to have the same normal vectors at an intersection point does not guarantee the regularity of an interpolating surface at the point. The equation in the theorem is a necessary condition for regularity, indicating that, if the given curves and their normals do not satisfy the equation, any smoothly interpolating surface must be singular at \(p_0\).

This issue has been also addressed in the literature of parametric surface fitting. Peters [55] showed that not every mesh of parametric curves with well-defined tangent planes at the mesh points can be interpolated by smooth regularly parametrized surfaces with one surface patch per a mesh face. In [55], he used singularly parametrized surfaces to enclose a mesh point when mesh curves emanating from the point do not satisfy a constraint, called the vertex enclosure constraint.

4.3 Smoothing a Convex Polyhedron

In Section 4.1, we described how to compute a quintic triangular algebraic surface patch from a given augmented triangle. A convex polyhedron is smoothed by replacing its faces with the triangular patches meeting each other with tangent plane continuity. For augmented triangles \(T = \{p_0, p_1, p_2, n_0, n_1, n_2, np_0, np_1, np_2\}\) of faces of a polyhedron, the normal data, i.e., three vertex normals and three edge normals, must be provided as well as the given three vertices. In some applications, the normal data may come with a solid, but only vertices and their facial information are usually provided. The vertex normal \(n_i\) at each vertex \(p_i\) can be computed by averaging the normals of the faces incident to the vertex. Also, we average the normals of the faces incident to each edge \((p_0, p_2)\), and take its cross product with the vector \(p_2 - p_1\) to get the edge normal vector \(np_2\). After the normal data are computed, quadric wires are generated for a \(p\) value which is interactively selected by a user.

Example 4.1 Construction of Quadratic Wire Frames

Figure 4.4 and 4.5 show two quadric wire frames for the same convex polyhedron with the \(p\) values 0.4 and 0.75, respectively.

Example 4.2 Smoothing Polyhedra with Quotient Algebraic Surface Patches

Each of the 32 faces of the polyhedron in Example 4.1 is replaced by a quintic implicit algebraic surface which smoothly fuses its quadratic triangle. The result is the piecewise tangent plane continuous quintic algebraic surface mesh that smooths the given polyhedron. Figures 4.6, 4.7, and 4.8 illustrate the mesh for \(p = 0.4, 0.5, \) and 0.75, respectively. As mentioned before, ellipses, parabolas, and hyperbolas are used as quadric wires for \(p = 0.4, 0.5, \) and 0.75, respectively.

4.4 Towards Smoothing an Arbitrary Polyhedron

In the foregoing section, we showed that algebraic surfaces of degree five, moderately low, can be effectively used in smoothing convex polyhedra. It is natural that we continue to work on smoothing an arbitrary polyhedron, not necessarily convex. In this section, we consider an approach to this open problem which is based on face subdivision.

4.4.1 A Characterization of Existence of Conic Curves

The convex polyhedron smoothing scheme presented in the previous sections consists of two steps. The first step is to construct a quadratic wire frame of a given polyhedron, and then each quadratic triangle is filled by a quintic algebraic surface. As will be seen, edges of a convex polyhedron can be always replaced by quadratic wires.

"This polyhedron is a gyroelongated triangular biregula with its rectangular face triangulated."
without creating cusp-like connections. However, in case of a nonconvex polyhedron, conic curves, that do not have inflection points, are not flexible enough to model nonconvex shapes.

In CAGD, piecewise polynomial cubic curves have been useful in fitting arbitrary shapes due to their desirable properties such as their capability of having $C^1$ continuity between curves, and zero curvature at inflection points [33]. On the other hand, conic splines have been found adequate in representing arbitrary shapes [53, 58]. Conics in rational polynomial form have the advantages, over cubics, of low computational cost and a rich body of mathematical results. In particular, adhering to conics allows us to continue to explore the class of quintic algebraic surfaces as geometric modeling tools.

In this subsection, we derive a criterion which determines if a quadric wire $W(I) = (C(I), N(I))$ can interpolate given two points and unit normal vector pairs $(p_0, n_0), (p_1, n_1)$ in 3D space. Here, by interpolation of normal vectors, we mean strict interpolation where $W(I)$ and $N(I)$ have the same direction as $n_0$ and $n_1$, respectively. This restriction guarantees construction of quadric wire frames which are free of cusp-like connections.

We first consider the planar case, and derive a criterion which tells if there exists a conic that interpolates two given points and unit normal vectors $P_0 = (p_0, n_0)$ and $P_1 = (p_1, n_1)$ where $p_0 = (p_{x0}, p_{y0})$ and $p_1 = (p_{x1}, p_{y1})$ are two points on a plane with associated unit normal vectors $n_0 = (n_{x0}, n_{y0})$ and $n_1 = (n_{x1}, n_{y1})$. To be more precise, we give the following definition:

**Definition 4.4** Let $P_0 = (p_{x0}, p_{y0})$ and $P_1 = (p_{x1}, p_{y1})$ be two given pairs. A conic segment $S(P_0, P_1)$ is said to smoothly interpolate $P_0$ and $P_1$ if there exists a nondegenerate conic curve $f(x, y) = ax^2 + 2bxy + by^2 + 2cx + 2dy + e = 0$ such that

- $S(P_0, P_1)$ is a continuous segment of $f(x, y) = 0$,
- $p_0$ and $p_1$ are the end points of $S(P_0, P_1)$, and
- the gradient of $f(x, y) = 0$ at $p_0$ and $p_1$ have the same directions as $n_0$ and $n_1$, respectively. In other words, $\left\langle \frac{\partial f}{\partial x}(p_0) \right\rangle \parallel n_0$, and $\left\langle \frac{\partial f}{\partial x}(p_1) \right\rangle \parallel n_1$.

Given a pair $P = (f(x, y), (n_x, n_y))$, we can define $T_{\lambda}(x, y) = n_x(x - p_x) + n_y(y - p_y) = 0$ which is the equation of the tangent line that passes through $(p_x, p_y)$ and has a normal direction $(n_x, n_y)$. Note that the normal of the tangent line $T_{\lambda}(x, y) = 0$ has the same direction as $(n_x, n_y)$, and divides a plane into a positive halfspace $\{(x, y) \in R^2 | T_{\lambda}(x, y) > 0\}$, and a negative halfspace $\{(x, y) \in R^2 | T_{\lambda}(x, y) < 0\}$.

**Lemma 4.2** Let $p_0$ and $p_1$ be on a nondegenerate conic $f(x, y) = ax^2 + 2bxy + by^2 + 2cx + 2dy + e = 0$. Then, $T_{\lambda}(x, y) = (p_{x0}, p_{y0}) \cdot T_{\lambda}(p_{x1}, p_{y1}) > 0$.

**Proof:** Without loss of generality, we assume that $p_0 = (0, 0)$, and $p_1 = (1, 0)$. Since $\nabla f(x, y) = (2ax + 2by + 2b, 2ax + 2by + 2b)$, $\nabla f(0, 0) = (2a, 2b)$ and $\nabla f(1, 0) = (2a + 2b, 2b)$. Hence, $T_{\lambda}(x, y) = 2ax + 2by$, and $T_{\lambda}(0, 0) = (2a + 2b).$ $T_{\lambda}(1, 0) = (2a + 2b)$. From the containment conditions of the two points, $f(0, 0) = c = 0$, and $f(1, 0) = a + 2b + c = 0$. Then, $T_{\lambda}(x, y) = (p_{x0}, p_{y0}) \cdot T_{\lambda}(p_{x1}, p_{y1}) = 2a(-2a - 2b) = 2a(-2a - 2b - 2g) = 4a^2 \geq 0$. Since $g \geq 0$, it follows that $a = c = g = 0$ in which case $f(x, y)$ reduces into two lines. Since we assume that $f(x, y)$ is nondegenerate, $g \neq 0$, and we have proven the lemma. $\square$

The geometric interpretation of the inequality $T_{\lambda}(x, y) = (p_{x0}, p_{y0}) \cdot T_{\lambda}(p_{x1}, p_{y1}) > 0$ is that $p_0$ is on the positive (negative) halfspace of $T_{\lambda}$ if and only if $p_1$ is on the positive (negative) halfspace of $T_{\lambda}$. The following theorem shows that this condition is, in fact, a sufficient and necessary condition.

**Theorem 4.2** There exists a conic segment $S(P_0, P_1)$ that smoothly interpolates two pairs $P_0 = (p_{x0}, p_{y0})$ and $P_1 = (p_{x1}, p_{y1})$ if and only if $T_{\lambda}(p_{x0}, p_{y0}) : T_{\lambda}(p_{x1}, p_{y1}) > 0$.

**Proof:** $(\Rightarrow)$ Let $f(x, y) = 0$ be the conic that contains $S(P_0, P_1)$. From our definition of smooth interpolation, it follows that $T_{\lambda}(x, y) = T_{\lambda}(p_{x0}, p_{y0}) \cdot T_{\lambda}(p_{x1}, p_{y1})$ where $T_{\lambda}(x, y)$ is positive according to Lemma 4.2.

$(\Leftarrow)$ If $T_{\lambda}(p_{x0}, p_{y0}) : T_{\lambda}(p_{x1}, p_{y1}) > 0$, then the conic segment on $f(x, y) = (p_{x0}, p_{y0}) : (p_{x1}, p_{y1})$.
$T_0(x, y) \cdot T_0(x, y) = 0$ or $-q(x, y) = 0$ will smoothly interpolate the two pairs where $L(x, y) = 0$ is the line connecting $p_0$ and $p_1$, and $\kappa$ is a constant [54].

Now, back to the original problem of computing a quadric wire that smoothly interpolates two given point and unit normal vector pairs $P_0 = (p_0, n_0)$ and $P_1 = (p_1, n_1)$ in $\mathbb{R}^3$. The concept of the tangent line in a plane is naturally extended to an oriented tangent plane $T(p(x, y, z) = n_x(x - p_x) + n_y(y - p_y) + n_z(z - p_z) = 0$ given a point $P = ((p_x, p_y, p_z), (n_x, n_y, n_z))$ in 3D space, and this tangent plane divides 3D space into two halfspaces. In fact, we see that the inequality $T_0(p_0) \cdot T_1(p_0) > 0$ is also a criterion which determines if a quadric wire can smoothly interpolate two given pairs of points and normal vectors.

**Corollary 4.1** Given two point and unit normal vector pairs $P_0 = (p_0, n_0)$ and $P_1 = (p_1, n_1)$ in 3D space, there exists a quadric wire $W(t) = (C(t), N'(t))$, contained in a plane determined by a given plane normal vector $n_0n_1$, that smoothly interpolates the pairs if and only if $T_0(p_0) \cdot T_1(p_0) > 0$.

**Proof:** Consider the two pairs $P_0$ and $P_1$, their two tangent planes $T_0$ and $T_1$, and the plane $H$ which is defined by $n_0n_1$. Then, the intersection lines of $H$ and $T_0, T_1$ become the tangent lines in $H$ to which a conic curve must be tangent. That is, the normal vectors of the tangent lines are the projections of the normal vectors of the tangent planes. Note that the positiveness and negativeness of halfspaces are inherited from 3D space to the plane $H$. Hence, we see that the inequality $T_0(p_0) \cdot T_1(p_0) > 0$ holds in 3D space if and only if its 2D version holds in $H$.

If there exists a conic curve in $H$, we can find a quadric surface which smoothly interpolates the given pairs, as explained before, and take $W(t)$ from this quadric surface that has the same gradient direction as the given two normal vectors.

It is not difficult to imagine that when the averaging technique is used to compute vertex and edge normals of a convex polyhedron, the inequality criterion is always true for each edge, hence, a quadric wire frame can be easily computed.

---

**4.4.2 Iterative Subdivision of Faces**

In this subsection, we consider a procedure that tries to produce a quadric wire frame for a given polyhedron with arbitrary shape. This procedure checks if the inequality criterion holds for each edge, and if it does, the edge is replaced by a quadric wire, as before. If the criterion does not hold, it is inevitable that a curve with an inflection point must be used. In this procedure, we break the edge, and use two quadric wires meeting with $C^1$ continuity rather than using a cubic curve which would require a higher degree algebraic surface for Hermite interpolation. When an edge is broken, the triangular face incident to the edge is subdivided into a few subfaces depending on how many edges of the face are broken.

The following procedure subdivides each face of a given polyhedron iteratively until the criterion is met for all the edges.

**Procedure 4.1 (Iterative Face Subdivision)**

```plaintext
compute the vertex normals and edge normals;
do
    /* beginning of a new phase */
    for each face of the current polyhedron do
        if the face must be subdivided then
            subdivide the face;
    endfor
    update the polyhedron;
until no face is subdivided in the current phase
```

In each phase of the iteration, an edge is broken into two subedges when necessary, and a proper normal vector is associated with the new vertex. As of now, we do not know which way of associating normal vectors with the new vertices is the best; however, it must be such that the resulting new edges and their point and normal
vector pairs satisfy the inequality criterion as much as possible without harming the aesthetics of a quadric wire frame to be computed. Once a quadric wire frame is constructed, we can apply the same technique to flesh each quadric triangle of the wire frame.

Much work remains in converting the above experimental procedure into a robust face subdivision algorithm. First, there are many degrees of freedom in replacing each edge with two quadric wires when necessary. The inflection point where two wires meet with each other and a normal vector at the point must be specified. Also, the two quadric wires need not be on the same plane but can be on different planes as long as the normal condition is satisfied at the inflection point. Also, there are two degrees of freedom in selecting the parameters of the two quadric wires, although they can be used to achieve $C^2$ continuity at the inflection vertex [58]. Secondly, as the face subdivision process proceeds, some faces with bad shapes may be generated. The aspect ratio of a face or a triangle is defined as the ratio of the radius of the circumscribed circle to the radius of the inscribed circle. Triangles with large aspect ratios tend to produce more numerical errors in computation [78] as well as being inappropriate for display techniques such as Gouraud shading [33]. In our polyhedron smoothing scheme, it appears to be more difficult to remove self-intersections inside quadric triangles when the aspect ratios of faces are large. Hence, it is important to maintain aspect ratios of faces in a reasonable range by adaptively subdividing them.

Figure 4.9 shows a nonconvex polyhedron, and Figure 4.10 illustrates a curved object obtained as a result of smoothing the polyhedron. We observe wave-like oscillations between the surface patches of the subdivided faces, while the surface patches of the convex region produce pleasing curved approximations.

4.5 Summary

In this chapter, we explored the class of quintic algebraic surfaces to smooth a given convex polyhedron with triangular faces. In the presented scheme, a wire frame made of quadric curves and quadric normals was constructed first, and then the triple of quadric curves corresponding to each face was fleshed with a quintic algebraic surface through Hermite interpolation and contour level least squares approximation. We observed that the minimum degree of algebraic surfaces for this polyhedron smoothing scheme is at least quintic, and also discussed how a triangular algebraic surface patch, whose vertices may be singular, is polygonized. The problem of smoothing a polyhedron with an arbitrary shape with quintic algebraic surfaces is still open. We need to devise an algorithm for constructing good quadric wire frames for nonconvex polyhedra.

There are some more open problems that need to be mentioned. First, a more robust method of generating the points and contour levels for least squares approximation is desirable. While the heuristic for least square approximation usually works well, sometimes we may have to change the value of $\alpha$ in $S_2$ and $S_{-1}$ manually. Secondly, although the singularities at the vertices of triangular patches do not harm geometric continuity between them, it will be interesting, at least theoretically, to try to produce triangular patches which are regular at their vertices. This might be possible via subdivision techniques used in parametric surface fitting.

Our ultimate goal is to construct curved solids with quintic algebraic surface patches, and then to manipulate them through geometric operations such as boolean set operations. This ability will provide a geometric modeling system with a complex way of creating and manipulating models of physical objects with various geometries. Also, this research can be fully applied to visualization of three dimensional imaging data obtained from computed tomography (CT) and magnetic resonance imaging (MRI) techniques in medical imaging.
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Chapter 5. PIECEWISE LINEAR APPROXIMATION OF SPACE CURVES

Finding piecewise linear approximation of a digitized or densely sampled curve is an important problem in image processing, pattern recognition, geometric modeling, and computer graphics. Digitized curves occur as boundaries of regions or objects. Such curves, usually represented as sequences of points, may be measured by devices such as scanning digitizers or may be generated by evaluating parametric equations of space curves, or by tracing intersection curves given by implicit surface equations. They can also be obtained from experiments. For efficient manipulation of digitized curves, they are typically represented in the form of sequences of line segments. While the original curves are made of large sequences of points, their approximations are represented by a small number of line segments that are visually acceptable.

The piecewise linear approximation problem has received much attention, and there exist many approximation algorithms for this problem. The literature in related areas contains many heuristic methods that are direct and efficient even though, in general, they do not find an optimal approximation [22, 24, 54, 60, 62, 61, 70, 74, 77]. This problem was also treated more theoretically in the area of computational geometry. Imai et al. [38] presented an \( O(n^3) \) time algorithm for approximating a polygonal chain of length \( n \) with a minimal number of line segments within a given tolerance. The time complexity is reduced to \( O(n \log n) \) in [44, 72]. However, most of these works consider only planar curves as their input data, and little work has addressed space curve approximation. In many applications, a three dimensional (3D) object is designed with a set of boundary curves in 3D space which are represented as a set of equations or as a sequence of points. Hence, having a good approximation method for digitized space curves is essential. In [39], which is one of few works on 3D space curve approximation, a quintic B-spline is constructed for noisy data, and the length of the Darboux vector, also known as total curvature, is used as the criterion for segmentation of 3D curves. This method requires construction of quintic B-splines, explicit computation of curvature and torsion, and polynomial root isolation.

In this chapter, we consider how to quickly produce a good piecewise linear approximation of a digitized space curve with a smaller number of line segments. Both speed and quality are very important in most applications, and in particular, the heuristic algorithm presented in this chapter is used to polygonize implicit triangular algebraic surface patches computed in Chapter 4.

Our algorithm is based on the notions of curve length and spherical image, which are fundamental concepts in differential geometry [18, 41, 49]. In Section 5.1, we first define some terminology and give a mathematical formulation of the specific problem we are dealing with. This approximation problem is naturally reduced to a combinatorial minimax problem which can be stated as “Given \( n \) points, choose a smaller number \( m \) of points such that the maximum error of approximation is minimized.” In Section 5.2, optimal approximation is found by an algorithm that runs in \( O(n^3 \log m) \) time and \( O(n^2 \log m) \) space. We describe, in Section 5.3, a fast heuristic iterative algorithm which requires \( O(N_{iter} n) \) time and \( O(n) \) space, where \( N_{iter} \) is a number of iterations carried out. Also, the performance of the heuristic algorithm on some test cases is analyzed. In Section 2.5, we illustrate applications of this fast heuristic algorithm in which space curves and implicit surfaces are adaptively linearized. We also apply the heuristic approximation algorithm to construction of adaptive binary space partitioning (BSP) trees for a class of objects made by revolution, where the linear approximation of a curve is naturally extended to linearly approximate the class of three dimensional curved objects, made by revolution, with BSP trees that are well-balanced.

5.1 Preliminaries

Definition 5.1 Let \( C \) be a space curve in \( \mathbb{R}^3 \). A space curve segment \( C(a, b) \) is a connected portion of a curve \( C \) with end points \( a, b \in \mathbb{R}^3 \).
In order to define a curve segment without ambiguity, a tangent vector at a may be required. But we assume this vector is implicitly given.

Definition 5.2 A digitized space curve segment \( C(a, b, n) \) of order \( n \) is an ordered sequence \( \{a = p_0, p_1, p_2, \ldots, p_n = b\} \) of points \( p_i \in \mathbb{R}^3 \), \( i = 0, 1, \ldots, n \), which approximates \( C(a, b) \).

Approximation of a digitized space curve with a small number of line segments inevitably results in an approximation error. The quality of approximation is measured in terms of a given error norm that can be defined in many ways. Some commonly used ones are:

1. Maximum norm:
   \[ l_{\infty} = \max_i e_i \]

2. 2-norm:
   \[ L_2 = (\sum_i e_i^2)^{1/2} \]

3. Area norm: \( L_{area} = \) absolute area between curve segment and approximating line segment.

In this chapter, we use \( L_{\infty} \) as an error norm to measure a goodness of an approximation, although our algorithms in the later sections are also compatible with \( L_2 \).

Definition 5.3 A piecewise linear approximation \( LA(C, a, b, m) \) of order \( m \) to \( C(a, b, n) \) is an increasing sequence \( \{0 = q_0, q_1, \ldots, q_m = n\} \) of indices to points in \( C \). An error \( E(LA(C, a, b, m)) \) of a piecewise linear approximation \( LA \) is defined as \( \max_{0 \leq i < m} E_{seg}(i) \) where the \( i \)-th segment error \( E_{seg}(i) \) is \( \max_{0 \leq i \leq m} \operatorname{dist}(p_i, \operatorname{line}(p_{i-1}, p_i)) \) and \( \operatorname{dist}(y, \operatorname{line}(p, z)) \) is the Euclidean distance from a point \( x \) to a line, determined by two points \( y \) and \( z \).

As pointed out in Pavlidis et al. [5], the problem of finding a piecewise linear approximation \( LA \) can be expressed in two ways:

1. find a \( LA(C, a, b, m) \) such that \( E(LA) < \epsilon \) for a given bound \( \epsilon \) and \( m \) is minimized.
2. find a \( LA(C, a, b, m) \) that minimizes \( E(LA) \) for a given \( m \).

We focus mainly on the second type of problem. However, we will also discuss briefly the first type of problem in Section 5.3.3.5.

Definition 5.4 The optimal piecewise linear approximation \( LA^*(C, a, b, m) \) of order \( m \), given \( C(a, b, n) \) and an integer \( m \) (\( n \geq m \)), is a piecewise linear approximation, not necessarily unique, such that \( E(LA^*) \leq E(LA) \) for any piecewise linear approximation \( LA \) of order \( m \).

Given these definitions, the problem can be stated as:

Problem 5.1 Given \( C(a, b, n) \) and \( m \), find \( LA^*(C, a, b, m) \).

5.2 An Optimal Solution

5.2.1 An Algorithm

A naive algorithm for Problem 5.1 would be as following:

Algorithm 5.1 (NAIVE)

\[
\text{temp} = \infty; \\
\text{for all possible } \binom{n-1}{m} \text{ LA(C,a,b,m) do} \\
\quad \text{compute } E(LA); \\
\quad \text{if } E(LA) < \text{temp then } LA^* = LA; \text{ temp } = E(LA); \\
\text{endfor}
\]
Note that this problem has a recursive nature, that is, it can be naturally subdivided into two subproblems of the same type. Dynamic programming, which is a general problem solving technique widely used in many disciplines [2], can be applied to this problem to produce a rather straightforward algorithm. We first give an algorithm which works in case \( m \) is a power of 2. Then the algorithm is slightly modified for an arbitrary \( m \).

Define \( \tilde{E}_{ij} \) to be the error of \( LA^*(C, \pi_i, \pi_j, l) \), that is, the smallest error of all piecewise linear approximations with \( l \) (= \( 2^d \)) segments to the portion of \( C \) from \( \pi_i \) to \( \pi_j \). Then \( \tilde{E}_{ij} \) can be expressed in terms of \( E_{ik} \) and \( E_{kj} \) as following:

\[
\tilde{E}_{ij} = \min_{k \in \mathbb{Z}} \max\{E_{ik}^{x^{*}}, E_{kj}^{x^{*}}\} \quad \text{for} \quad 0 \leq i < j \leq n \text{ and } d > 0,
\]

where \( E_{ij}^{x} = 0 \) if \( j - i \leq 2^d \).

The recursive relation gives rise to the following dynamic programming algorithm which computes the minimum error \( \tilde{E}^* \) and its corresponding \( LA^* \):

Algorithm 5.2 (DYNAMIC)

/* basis step */
for \( i = 0 \) to \( n - 1 \) do
  for \( j = i + 1 \) to \( n \) do
    compute \( \tilde{E}_{ij} \);
  endfor
endfor

/* inductive step */
for \( d = 1 \) to \( \log m \) do
  for \( i = 0 \) to \( n - 2^d - 1 \) do
    for \( j = i + 2^d + 1 \) to \( n \) do
      \( \tilde{E}_{ij}^{x^*} = \max\{E_{ik}^{x^{*}}, E_{kj}^{x^{*}}\} = \min_{k \in \mathbb{Z}} \max\{E_{ik}^{x^{*}}^{x^{*}}, E_{kj}^{x^{*}}^{x^{*}}\} \)
      \( \tilde{E}_{ij} = \min_{k \in \mathbb{Z}} \max\{E_{ik}^{x^{*}}, E_{kj}^{x^{*}}\} \)
      \( \tilde{E}_{ij}^{x^*} = \tilde{E}_{ij}^{x^{*}} \)
    endfor
  endfor
endfor

construct \( LA^* \) from \( \tilde{E}^* \)

In the basis step, \( \tilde{E}_{ij} \) is computed by calculating the distances from the points \( p_i \), \( i < k < j \) to the line passing through \( p_i \) and \( p_j \) and taking their maximum. \( K_{ij}^* \) is needed to recursively construct the optimal piecewise linear approximation once \( \tilde{E}_{ij} \) is computed. Note the recursive relation \( LA^*(C, \pi_i, \pi_j, 2^d) = LA^*(C, \pi_i, \pi_{j_1}, 2^{d-1}) \cup LA^*(C, \pi_{j_1}, \pi_j, 2^{d-1}) \).

5.2.2 Time and Space Complexity

Since \( \tilde{E}_{ij} \) is computed in \( O(j - i) \) time, the basis step requires \( O(n^3) \sum_{j=0}^{n-1} (j - i) \) = \( O(n^3) \) time. Similarly, \( E_{ij}^{x^*} \) can be computed in \( O(j - i) \) time. So, the inductive step needs \( O(n^2 \log m) \) time. Also, \( LA^* \) can be constructed in \( O(m) \) time. These three time bounds are combined into \( O(n^2 \log m) \).

The algorithm needs \( O(n^3 \log m) \) space for storing a table for \( \tilde{E}_{ij}^{x^*} \). Also, \( O(n^2 \log m) \) space is required to save \( K_{ij}^* \), \( d = 1, 2, \ldots, \log m \). Hence, the space complexity is \( O(n^2 \log m) \).

5.2.3 An Algorithm for Arbitrary \( m \)

In the algorithm DYNAMIC, \( i \) in \( \tilde{E}_{ij} \) is doubled in each step. We can imagine a computation tree for this recursive computation where its root has value \( m \), and each node with value \( x \) has two children with values \( \frac{x}{2} \). The nodes of any path from a leaf to a root have values, \( 1, 2, 2^2, 2^3, \ldots, m \), and we can view DYNAMIC as traversal of the path from a leaf to a root computing, by merging two children, \( \tilde{E}_{ij} \) where \( l \) is a value of a node.

When \( m \) is not a power of 2, we can also think of an imaginary computation tree which is constructed as following. First, \( m \) is a root of the tree. The root has two children with values, \( m' \) and \( m - m' \) where \( m' \) is the largest power of 2 less than \( m \).
5.3.1 Curve Length Subdivision

Assume we have a parametric representation \( C(t) \) of a curve \( C \). The first heuristic is to divide a curve segment into subsegments with the same curve length, where the curve length is defined to be \( \int_a^b \left\| \frac{dC(t)}{dt} \right\| \, dt \). This quantity is usually approximated by the chord length as following.

Given a digitized curve \( C(a, b, n) = \{a = p_0, p_1, \ldots, p_n = b\} \), consider a parametric curve \( C(t) \) where \( C(0) = p_0 \) and \( C(1) = p_n \). Then,

\[
\int_a^b \left\| \frac{dC(t)}{dt} \right\| \, dt \approx \sum_{i=0}^{n-1} \left\| \frac{p_{i+1} - p_i}{d(p_i, p_{i+1})} \right\| d(p_i, p_{i+1})
\]

where \( d(p_i, p_{i+1}) \) is the Euclidean distance between two points \( p_i \) and \( p_{i+1} \) in \( \mathbb{R}^3 \).

Algorithm 5.3 (LENGTH)

```c
/* let L_{seg}(i,j) be \sum_{k=i}^{j} d(p_k, p_{k+1}) */
compute total = \sum_{i=0}^{n-1} d(p_i, p_{i+1});
seglength = ceil(total/m);
q0 = 0; i = 0;
while i < m - 1 do
    find the largest j such that \( L_{seg}(q_i, j) < \text{seglength} \);
    q_{i+1} = j; i = i + 1;
endwhile
q_m = n;
```
Figure 5.2 (upper left) indicates that this algorithm produces a LA which approximates $\mathcal{C}$ quite well in flat regions of a curve, and poorly in highly curved regions.

5.3.2 Spherical Image Subdivision

Consider a curve $\mathcal{C}(s)$ with an arc length parameter $s$ \cite{41,19}. When all unit tangent vectors $T(s)$ of $\mathcal{C}(s)$ are moved to the origin, their end points will describe a curve on the unit sphere. This curve is called the spherical image or spherical indicatrix of $\mathcal{C}(s)$. Given a curve segment, the length of the corresponding spherical image implies how much the unit tangent vector changes its direction along the curve segment. Hence, it provides us with a measure of the degree to which a curve segment is bent.

It is easily shown that the curvature $\kappa(s)$ is equal to the ratio of the arc length of the spherical image, and the arc length of $\mathcal{C}(s)$. So, the length of the spherical image corresponding to a curve segment $\mathcal{C}(s) : [0, l]$ is $\int_0^l \kappa(s) \, ds$. $\int_0^l \kappa(s) \, ds$ is sometimes called the total curvature \cite{49}, while it also can mean the length of the Darboux vector \cite{41}.

In practice, this quantity must be approximated.

Given a digitized curve $\mathcal{C}(a,b,n) = \{a = p_0, p_1, \ldots, p_n = b\}$, consider an imaginary parametric curve $\mathcal{C}(s)$ of arc length parameter $s$ where $\mathcal{C}(0) = p_0$ and $\mathcal{C}(l) = p_l$. At a point $p_s \approx \mathcal{C}(p_0, p_1)$ such that $\mathcal{C}(s) = p_s$, where $\mathcal{C}(p_0, p_1) = \sum_{i=0}^{n-1} d(p_i, p_{i+1})$. Then, the curvature is approximated as follows:

$$\kappa(s) = \frac{\| T(s + \delta s) - T(s) \|}{\delta s} = \frac{\| T_{s+1} - T_s \|}{\sum_{i=0}^{n} d(p_i, p_{i+1})} \tag{1}$$

where $T_s$ is an approximated unit tangent vector. (We will discuss how to get $T_s$ shortly.) Then,

$$\int_0^l \kappa(s) \, ds \approx \sum_{i=0}^{n} \frac{d(p_i, p_{i+1})}{d(p_i, p_{i+1})} \frac{\| T_{s+1} - T_s \|}{\sum_{i=0}^{n} d(p_i, p_{i+1})}$$

The simple forward-difference approximation (1) to $\kappa(s)$ can be replaced by the popular central-difference approximation $\frac{1}{2} \left( \frac{d_{s+1}-d_s}{d_s} + \frac{d_{s+1}-d_s}{d_s} \right)$ which is a much better approximation when the points are close together. Integration can also be replaced by a better approximation formula. See \cite{19} for more numerical techniques.

In this second heuristic method, $\mathcal{C}(a,b,n)$ is subdivided into $L.A(C(a,b,n)) = \{0 = q_0, q_1, q_2, \ldots, q_m = n\}$ such that each subsegment has the same length of the spherical image.

**Algorithm 5.4 (IMAGE)**

/* let $I_{seg}(i,j)$ be $\sum_{i=0}^{j} d((i), (i+1))$ */
compute total = $\sum_{i=0}^{m} d((i), (i+1))$;
segind = ceil(total/m);
$q_0 = 0; \quad i = 0$;
while $i < m - 1$ do
    find the largest $j$ such that $I_{seg}(q_i, j) < segind$;
    $q_i = j; \quad i = i + 1$;
endwhile
$q_m = n$;

The quantity $I_{seg}(q_i, q_j)$ is an approximating measure of the length of the spherical image of the segment from $p_i$ to $p_j$, that is, $I_{seg}(q_i, q_j)$ is the total absolute change in the angles of the tangent vectors. Hence, this algorithm is sensitive to high curvature.

In Figure 5.2 (upper right), we can see IMAGE returns a LA which approximates $\mathcal{C}$ poorly in flat portions of a curve, and very well in highly curved portions.

In the above algorithm, tangent vector information is used to subdivide a curve. If the digitized space curve has been generated from equations, say a parametric equation or two implicit equations, the tangent vector at each sample point can be computed directly from them. When instead a digitized curve has been given in terms of a sequence of points, or direct computation of tangent vectors from given equations is expensive, the tangent vector $T_s$ to a curve $\mathcal{C}$ at $p_s$ still can be approximated by
averaging the directions of the neighboring lines of \( p_k \) in \( C \). In our implementation, the tangent vector is approximated by 5 successive points as follows \([57]\):

\[
t_k = (1 - \frac{\alpha}{\alpha + \beta}) \cdot v_i + \frac{\alpha}{\alpha + \beta} \cdot v_{i+1},
\]

where \( \alpha = \| v_{i-1} \times v_i \|, \beta = \| v_{i+1} \times v_{i+2} \|, v_i = p_i - p_{i-1}, \) and \( \times \) means a cross product of two vectors. In case the digitized curve is open, the Bessel conditions are applied for the tangents at the end points as follows \([21]\):

\[
n_k = 2v_i - v_1, \quad n_{-1} = 2v_2 - v_1, \\
n_{k+1} = 2v_k - v_{k-1}, \quad n_{k+2} = 2v_{k+1} - v_k.
\]

5.3.3 Heuristics Subdivision

Now, we give a heuristic algorithm which combines the two techniques. It consists of two steps: generation of an initial piecewise linear approximation \( LA_0 \), and iterative refinement of the piecewise linear approximation \( LA_1 \) to produce \( LA_{1+1} \).

5.3.3.1 Computation of an Initial Approximation: \( LA_0 \)

An initial \( LA_0 \) is computed by an algorithm which is a combination of \( LENGTH \) and \( IMAGE \).

The weight, \( \alpha \) is a parameter which controls the relative emphasis between curve length and spherical image, and is empirically chosen.

Algorithm 5.5 (INIT)

\[
\text{select some value of } \alpha (0 \leq \alpha \leq 1); \\
\text{compute total } = \sum_{i=0}^{m-1} (\alpha \cdot d(p_i, p_{i+1}) + (1-\alpha) \cdot d(t_i, t_{i+1})); \\
\text{segsum } = \text{ceil}(\text{total}/m); \\
q_0 = 0; \quad i = 0; \\
\text{while } i < m - 1 \text{ do} \\
\quad \text{find the largest } j \text{ such that } \alpha \cdot L_{seg}(q_i, j) + (1-\alpha) \cdot L_{seg}(q_i, j) < \text{segsum}; \\
\quad q_{i+1} = j; \quad i = i + 1; \\
\text{endwhile} \\
q_m = q_1 \\
\text{See Figure 5.2 (bottom left).}
\]

5.3.3.2 Iterative Refinement of Approximations : \( LA_1 \)

The hybrid algorithm \( INIT \) generally produces a good piecewise linear approximation. The next step is to diffuse errors iteratively in order to refine the initial approximation. Note that each segment is made of a sequence of consecutive points of a digitized curve, and it is approximated by a line connecting its end points. Usually, the error of a segment decreases as either of its end points is assigned to its neighboring segment. Hence, the basic idea in the following iterative algorithm is to move one of the end points of a segment with larger error to its neighboring segment with less error, expecting a decrease of the total error of the new \( LA \). In the \( k \)th step of the following algorithm \( ITER \), each segment of \( LA_k \) is examined, diffusing, if possible, its error to one of its neighbors. \( LA_k \) tends to quickly converge to a minimal \( LA \) which is a local minimum. See Figure 5.2 (bottom right) and Figure 5.3.

Algorithm 5.6 (ITER)

\[
\text{compute } LA_0 \text{ from } INIT; \\
k = 0; \\
\text{do until (satisfied)} \\
\quad \text{compute errors of segments in } LA_k; \\
\quad \text{curmax } = E(LA_k(C, a, b, m)); \\
\quad \text{for } i = 0 \text{ to } m - 1 \text{ do} \\
\quad \quad \text{if the error of } i\text{-th segment is larger than } \\
\quad \quad \text{that of either of its neighboring segments} \\
\quad \quad \text{then move the } i\text{-th segment's end points to the neighbor}
\]
only if this change does not result in segment errors larger than curves:

```java
endfor
L_{A_{k+1}} = L_{A_k};
endo
d```

### 5.3.3.3 Time and Space Complexity

First, $O(n)$ time is needed to approximate the tangent vector at each point. The algorithm $\text{INIT}$ needs to scan the points and tangent vectors to compute $L_{AA}$ and $L_{BB}$, then and then $L_{AB}$ and $L_{BA}$ are scanned to divide the digitized curve. Hence, it takes $O(n)$ time. Now, consider the algorithm $\text{ITER}$. First, the segment errors of $L_{AA}$ are computed in $O(n)$ time. In the for loop, each segment and its two neighbors are examined; hence, each segment is examined twice. Since the segment error must be computed for each segment, the for loop requires $O(n)$ computation. Therefore, $\text{ITER}$ takes $O(N_{iter})$ time where $N_{iter}$ is the number of iterations. So, the time complexity of the heuristic algorithm is $O(N_{iter}n)$, and it is easy to see $O(n)$ space is sufficient for storing input data and intermediate data.

### 5.3.3.4 Performance

We have implemented both the optimal and heuristic algorithms on a Sun 4 workstation and a Personal Iris workstation, experimented with test data.

1. Figure 5.2 : Folium of Descartes
   (a) equation : $C(x) = (\frac{x^2}{3} - x - y^2, 0)$ or $C(x, y, z) = z^3 - 3xy + y^2, (x, y, z) = z$
   (b) $n = 169$, $m = 20$

2. Figure 5.3 : A Human Profile and a Goblet
   (a) Points were generated from 12 rational Bézier curves in [57], and then slightly disturbed.
   (b) (profile) $n = 160$, $m = 20$
   (c) (goblet) $n = 223$, $m = 20$

### 5.3.3.5 The Center of Curvature

We now briefly consider the following variant of the piecewise linear approximation problem: "find a $L(A(c, a, b, m))$ such that $E(\text{LA}) < c$ for a given bound $c$ and it is minimized." Even though our heuristic algorithm was invented for an arbitrary number of subsegments, we can use it for dividing a segment into 2 subsegments. One simple algorithm would be to recursively divide a curve segment until the error in each subsegment is less than $c$.

If a curve segment is to be divided into only two subsegments, the notion of the center of curvature can be applied. As before, assume we have a parametric representation $C(s)$ of a curve $C$, where $s$ is an arc length parameter, and $C(s)$ is its curvature. Consider a curve segment defined by an interval $[0,1]$. Then the

### 3. Figure 5.4 : A Four Leaved Rose
   (a) equation : $(f(x, y) = x^4 + 2xy^2 - 4x^2y^2 + 3x^2y + y^4, y(x, y) = z)$
   (b) $n = 400$, $m = 64$

### 4. Figure 5.5 : A Nonplanar Quartic Curve
   (a) equation : $(f(x, y) = 38x^4 + 81y^2 + 9x^2 - 324, y(x, y) = x^3 + y^2 - 3.54)$
   (b) $n = 454$, $m = 32$

### 5. Figure 5.6 : A Nonplanar Sextic Curve
   (a) equation : $(f(x, y) = y^2 - x^3, y(x, y) = z - x^2 + y^2)$
   (b) $n = 234$, $m = 20$

Tables 5.1, 5.2, 5.3, and 5.4 show their performance for selected test data. The integer in parentheses is the number of iterations needed to arrive at the local minimum. The bottom row ($L(A(LA), LA)$) of each table indicates the performance of our heuristic algorithm, and it is observed that the optimal solution is approximated reasonably well. The program for the heuristic algorithm computes the approximate solution quickly (immediately or in a few seconds depending on how many iterations are needed.) On the other hand, it takes about 45 minutes to compute the optimal solution for the $(n = 04, m = 64)$ example of Table 5.3.
Center of curvature, defined by \( c_s = \int_0^s \kappa(s) \, ds \), can be used as a heuristic that divides a curve segment \( C(s) : [0, l] \) into two subsegments \( C(s) : [0, c_s] \) and \( C(s) : [c_s, l] \).

Again, \( c_s \) needs to be approximated. For a digitized curve \( C(a, b, n) = \{ a = p_0, p_1, \ldots, p_n = b \} \), consider an imaginary parametric curve \( C(s) \) of arc length parameter \( s \) where \( C(0) = p_0 \) and \( C(l) = p_n \). Then, at a point \( p_s \), \( s \approx \sum_{i=0}^{l} d(p_s, p_{i+1}) \) such that \( C(s) = p_s \), where \( \| C(p_s, p_{i+1}) \| = \sum_{i=0}^{l} d(p_s, p_{i+1}) \). Together with the approximation of the denominator given before, the following expression results in an approximation of \( c_s \):

\[
\int_0^s \kappa(s) \, ds \approx \sum_{i=0}^{l} d(p_s, p_{i+1}) \left( \frac{t_{i+1} - t_i}{d(p_s, p_{i+1})} \right) \| d(p_s, p_{i+1}) \|
\]

5.4 Applications

5.4.1 Adaptive Display of Space Curve Segments

Our heuristic algorithm is well suited to producing a piecewise linear approximation of a space curve segment given in parametric or implicit form. First, the curve segment is densely sampled, and then the linear approximation algorithm filters the sampled points, producing a good approximation to the curve segment. Points on a parametric curve are easily generated. A curve represented by two implicit surfaces or an implicit surface and a parametric surface, can be traced using a surface intersection algorithm [7]. The space curve tracing algorithm is fast when the degree of curves are in a reasonable range and there are no singular points along the curve segment. As seen clearly in the examples, a small number of line segments, adaptively filtered, can approximate a curve segment well, resulting in fast display. Figure 5.2 and 5.1 are two examples of planar curves, and Figure 5.5 and 5.6 are examples of nonplanar space curves.

5.4.2 Adaptive Display of Implicit Surface Patches

In Section 4.1.5, we showed how our heuristic algorithm could be used to generate adaptive polygonizations of implicit triangular quinlic patches in the hope of placing more triangles in the highly curved portions. Figure 5.7 is another example of the adaptive polygonizations of a triangular patch of a quartic algebraic surface \( f(x, y, z) = 0.01853292 \cdot z - 1.14809165 \cdot y^2 - 1.14809165 \cdot x^2 + 0.99982830 \cdot y + 2.18140685 \cdot y^2 + 0.01853292 \cdot y - 0.72183450 \).

5.4.3 Construction of Binary Space Partitioning Trees

The Binary Space Partitioning (BSP) tree has been shown to provide an effective representation of polyhedra through the use of spatial subdivision, and is an alternative to the topologically based B-reps. It represents a recursive, hierarchical partitioning, or subdivision, of \( d \) dimensional space. It is most easily understood as a process which takes a subspace and partitions it by any hyperplane that intersects the subspace's interior. This produces two new subspaces that can be partitioned further.

An example of a BSP tree in 2D can be formed by using lines to recursively partition the plane. Figure 5.1(a) shows a BSP tree induced partitioning of the plane and (b) shows the corresponding binary tree. The root node represents the entire plane. A binary partitioning of the plane is formed by the line labeled \( u \), resulting in a negative halfspace and a positive halfspace. These two halfspaces are represented by the left and right children of the root, respectively. A binary partitioning of each halfspace may then be performed, as in the figure, and so on recursively. When subdivision terminates, the leaf node will correspond to an unpartitioned region, called a cell.

The primary use of BSP trees to date has been to represent polytopes. This is accomplished by simply associating with each cell of the tree a single boolean attribute \( \text{is} \) or \( \text{not} \). If, in Figure 5.1, we choose cells 1 and 5 to be \( \text{is} \), and the rest to be
Figure 5.1 Partitioning of the Plane (a), and its BSP Tree (b)

out cells, we will have determined a concave polygon of six sides. This method, while conceptually very simple, is capable of representing the entire domain of polytopes, including unbounded and nonmanifold varieties. Moreover, the algorithms that use the BSP tree representation of space are simple and uniform over the entire domain. This is because the algorithms only operate on the tree one node at a time and are insensitive to the complexity of the tree.

A number of BSP tree algorithms are known, including affine transformations, set operations, and rendering [48]. The computational complexity of these algorithms depends upon the shape and size of each tree. For example, consider point classification. The tree is simply traversed, and at each node the location of the point with respect to the node's hyperplane determines whether to take the left or right branch; this continues until a leaf is reached. The cost of this is the length of the path taken. Now, if this point is chosen from a uniform distribution of points over some sample space of volume $v$, then for any cell $c$ with volume $w$, at tree depth $d$, the probability $p_{c}$ of reaching $c$ is simply $\frac{w}{v}$ and the cost is $d$. So an optimal expected case BSP tree for point classification would be a tree for which the sum of $p_{c}d$ over all $c$ is minimized. If the embedding space is one dimensional, then this is the classic problem of constructing an optimal binary search tree; a problem solved by dynamic programming.

The essential idea here is that the largest cells should have the shortest paths and smallest cells the longest. For example, satisfying this objective function globally generates bounding volumes as a by-product if a polytope's volume is somewhat smaller than the sample space's volume, constructing a bounding volume with the first hyperplanes of the tree results in large, uncells with very small depths. Now, in the general case in which the query object $q$ has extent, i.e. is not a point, then $q$ will lie in more than one cell, and a subgraph of the tree will be visited. Thus the cost of the query is the number of nodes in this subgraph. This leads to a more complicated objective function, which we do not intend to examine here, but the intuition taken from point classification remains valid.

We use these ideas in conjunction with the linear approximation methods, described before, to build good expected case trees for solids defined as surfaces of revolution (that is, we expect these trees to be good). First, we orthogonally project the curve to be revolved onto the axis of rotation, which is taken to be the vertical $z$-axis. We then partition space with horizontal planes where each plane contains one of the linearly approximated curve points. The BSP tree representing this is a nearly balanced tree, and each cell will contain the surface resulting from the revolution of a single curve segment.

Now the revolution of the curve need not be along a circle, but can be any convex path for which we have constructed a linear approximation. Thus each face of the solid will be a quadrilateral in which the upper and lower edges lie in consecutive horizontal partitioning planes, parallel, and are instances of a single path edge at some distance from the axis of revolution that is determined by the revolved curve. Now the BSP subtree for the surface between horizontal planes is obtained by recursively partitioning the path of revolution to form a nearly balanced tree.

The method we use is one that in 2D generates for any n-sided convex polygon a corresponding nearly balanced BSP tree of size $O(n)$ and height $O(\log n)$. The path curve is first divided into four sub-curves, one for each quadrant, and a hyperplane containing the first and last points is constructed. By convexity, a sub-curve lies
entirely in one halfspace of its corresponding hyperplane, and we call that halfspace the outside halfspace and the opposite halfspace the inside halfspace. The intersection of the four inside halfspaces is entirely inside the polygon, and so forms an in cell of the BSP tree. We then construct independently a tree for each subcurve, recursively.

We first choose the median segment of the subcurve and partition by the plane of the corresponding face. Since the path curve is convex, all of the faces will be in the inside halfspace of this plane and an out cell can be created in its outside halfspace. Now each nonhorizontal edge of the median face is used to define a partitioning plane which also contains the first/last points of the subcurve. All of the faces corresponding to this subcurves' edges are in the outside halfspace, and so an in cell can be created in its inside halfspace. We have now bisected the subcurve by these planes which contain no faces and can recurse on them. The recursion continues until only a small number of faces/segments remain, say 6, at which point only face planes are used for partitioning, since the cost of the non-face partitioning planes out-weights their contribution to balancing the tree. The result for a path curve of n edges is a nearly balanced tree of size \( < 3n \) and height \( O(\log n) \).

In some sense, we have constructed a tree that is the cross product of the path curve and the revolved curves: we build a tree of horizontal planes that partitions the revolved curve, and then we form slices of the object by constructing a tree for each segment of the path curve. If the revolved curve has \( m \) segments, then the number of faces is \( nm \) and the BSP tree is of size \( O(nm) \) and height \( O(\log nm) = O(\log n + \log m) \).

The object in Figure 5.8 was made by rotating the curve in Figure 5.3 around an ellipse. Its BSP tree is fairly well-balanced. The goblet in Figure 5.9 and 5.10 were made by constructing two objects using the curve in Figure 5.3, and then applying a difference operation to carve a hole in the goblet. The BSP trees in Figure 5.9 were obtained after applying the difference operation, and then a union operation with the ball. It is observed that set operations on well-balanced BSP trees result in well-balanced trees. The set operation and display were done in SCULPT [17], which is an interactive modeling system based on BSP trees.

5.5 Summary

In this chapter, we discussed the problem of piecewise linear approximation of a densely sampled digitized 3D curve. Two algorithms were presented. The algorithm DYNAMIC finds the optimal linear approximation at the high expense of \( O(n^3 \log m) \) time and \( O(n^2 \log m) \) space. It would be interesting to see if these time and space bounds can be reduced. The algorithm, made of INIT and ITER, computes a heuristic linear approximation, based on the fundamental notions of curve length and spherical image of a space curve. This heuristic algorithm finds a good linear approximation quickly. We also showed that our heuristic algorithm can be applied to display of space curves and implicit surfaces, and to adaptive construction of well-balanced binary space partitioning trees of objects created by revolution.
Figure 5.2 Folium of Descartes

Figure 5.3 A Human Profile and a Goblet
Figure 5.4 A Four-Leafed Rose

Figure 5.5 A Nonplanar Quartic Curve

Figure 5.6 A Nonplanar Sextic Curve

Figure 5.7 A Quartic Surface Patch
Table 5.1 Folium of Descartes

<table>
<thead>
<tr>
<th>n</th>
<th>109</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>4</td>
</tr>
<tr>
<td>$L_{A_0}$</td>
<td>5.23619e-1</td>
</tr>
<tr>
<td>$L_{A_1}$</td>
<td>4.02338e-1</td>
</tr>
<tr>
<td>$L_{A^*}$</td>
<td>4.02338e-1</td>
</tr>
</tbody>
</table>

$LA_{A}/LA^* = 1.000$  
$LA_{A}/LA = 1.000$  
$LA_{A}/LA^* = 1.000$  
$LA_{A}/LA = 1.000$

Table 5.2 The Goblet Curve

<table>
<thead>
<tr>
<th>n</th>
<th>237</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>8</td>
</tr>
<tr>
<td>$L_{A_0}$</td>
<td>1.03375e-1</td>
</tr>
<tr>
<td>$L_{A_1}$</td>
<td>6.0774e-2</td>
</tr>
<tr>
<td>$L_{A^*}$</td>
<td>5.87150e-2</td>
</tr>
</tbody>
</table>

$LA_{A}/LA^* = 1.035$  
$LA_{A}/LA = 1.403$  
$LA_{A}/LA^* = 1.516$  
$LA_{A}/LA = 3.202$

Table 5.3 The Nonplanar Quartic Curve

<table>
<thead>
<tr>
<th>n</th>
<th>404</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>4</td>
</tr>
<tr>
<td>$L_{A_0}$</td>
<td>2.01339e-0</td>
</tr>
<tr>
<td>$L_{A_1}$</td>
<td>1.86220e-0</td>
</tr>
<tr>
<td>$L_{A^*}$</td>
<td>1.85538e-0</td>
</tr>
</tbody>
</table>

$LA_{A}/LA^* = 1.004$  
$LA_{A}/LA = 1.000$  
$LA_{A}/LA^* = 1.004$  
$LA_{A}/LA = 1.000$

Table 5.4 The Nonplanar Sextic Curve

<table>
<thead>
<tr>
<th>n</th>
<th>234</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>4</td>
</tr>
<tr>
<td>$L_{A_0}$</td>
<td>7.24214e-1</td>
</tr>
<tr>
<td>$L_{A_1}$</td>
<td>4.81544e-1</td>
</tr>
<tr>
<td>$L_{A^*}$</td>
<td>4.81414e-1</td>
</tr>
</tbody>
</table>

$LA_{A}/LA^* = 1.000$  
$LA_{A}/LA = 1.000$  
$LA_{A}/LA^* = 1.011$  
$LA_{A}/LA = 1.453$  
$LA_{A}/LA^* = 1.202$  
$LA_{A}/LA = 1.202$
6. Conclusion

In this thesis, we have investigated the possibilities of implicitly defined algebraic surfaces as tools of CAGD. In particular, the work focused to the classes of algebraic surfaces having moderately low degrees. In Chapter 2, we presented an algorithmic characterization, called Hermite interpolation for algebraic surfaces, that finds a class or family of algebraic surfaces of a fixed degree which satisfy given geometric specifications. This algorithm, computing algebraic surfaces meeting with tangent plane continuity, provided a primary tool with the remaining work.

In Chapter 3, the well known least squares approximation method was applied to help select an instance surface from a family computed by our Hermite interpolation algorithm. With Hermite interpolation and least squares approximation, combined with a proper normalization, the geometric problem of finding algebraic surfaces was translated into a constrained minimization problem which can be solved efficiently. We also discussed how geometric information, related to coefficients of a polynomial in barycentric coordinates, can be utilized in interactively controlling the shape of algebraic surfaces in a computed family with geometric intuition.

The class of quintic algebraic surfaces was explored to smooth a convex polyhedron with triangular facets in Chapter 4. In our scheme, the edges of a given polyhedron were replaced by conic curves with associated normal vectors such that the curves and normal vectors agree with the vertex and normal conditions of the polyhedron. Then, the three conics for each face were fitted by a quintic surface. The degrees of freedom in choosing conics were used to control the shape of the wire frame, and hence the interpolating algebraic surface patches. Then, we considered the open problem of smoothing an arbitrary polyhedron with quintic algebraic surface patches. One possibility was to subdivide a face of a polyhedron iteratively until some condition on normal vectors is met.

In Chapter 5, we discussed the problem of piecewise linear approximation of a densely sampled space curve. Two algorithms were presented. One finds an optimal linear approximation at a high expense. The other computes a heuristic linear approximation, based on the fundamental notions of curve length and spherical image of a space curve. The heuristic algorithm turned out to find a good linear approximation quickly. The heuristic algorithm was used in polygonizing the triangular algebraic surface patches computed in Chapter 4.

Our algebraic surface fitting algorithms have been implemented, and included in the geometric modeling system GANITH. GANITH [12] is an X Window System based algebraic geometry toolkit that manipulates algebraic equations. It has been developed to solve systems of algebraic equations and visualize their multiple solutions. Applications of this toolkit include curve and surface display, curve-curve intersections, and surface-surface intersections, and etc. For surface fitting, GANITH takes as input the degree of a fitting surface and a collection of data points and space curves with or without associated normal directions. Then, an algebraic surface that fits the given data is computed through the previously described computational model, and when such a surface exists, it is interactively rendered in a display buffer. (See Figure 6.1.) For convex polyhedron smoothing, GANITH takes as input a polyhedron and a p value, and computes quadric wires, and then algebraic surfaces that smooth the polyhedron. Then, polygonized triangular patches are rendered interactively in a display buffer. The capabilities of graphics hardware such as Hewlett-Packard 9000/370 SILX and SCI IRIS workstations can be used through our XS library which interfaces between the X programs and the HP Starbase and SCI GL graphics libraries.

We have seen that implicitly represented algebraic surfaces are very natural for interpolation and approximation. However, there are some difficult problems to be solved before algebraic surfaces can be used effectively for geometric modeling. First,
it is not always easy to make sure that input points and curves lie on one real component of an algebraic surface. One heuristic, which can be used, is to include auxiliary points and curves to bridge the gap between separate surface components. Another approach was proposed in [16] where a distance fit is used to guarantee a single sheet of a surface inside a tetrahedron for densely scattered point data. However, the question remains open for producing conditions on the coefficients of the fitting surfaces, which would ensure that all given points and curves lie on the same continuous real surface component.

Another unfavorable fact of algebraic surfaces is singularity. Singularities of algebraic surfaces occur in the forms of sharp points, sharp edges, or self-intersections, and tangent planes to surfaces are not defined at singular points. While, in general, singularities must be avoided in surface modeling, they can be useful in some situations. For instance, the quartic algebraic surface (the dark patch) in Figure 2.7 is singular at the four points where the four cylinders meet pairwise while the surface is regular inside the patch. In fact, singularities are necessary in this case because no regular patch can smoothly join the cylinders. In Section 4.2, singularities were also useful in Hermite interpolating three artificially constructed conic curves whose associated normals do not satisfy the compatibility condition at the three intersection points. However, it is highly desirable to be able to control singularities locally on a specific portion of an algebraic surface, although we do not know how yet.

In this work, we have proposed a direction of exploration of moderately low degree algebraic surfaces as tools in geometric modeling systems, but this is the only first step toward construction of a practical algebraic CAGD system with a complex way of creating and manipulating geometric models of physical objects with various geometries. Much work should now be undertaken.

Figure 6.1 The Algebraic Geometry Toolkit GANITH
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