2013

Technical Report: Increasing Network Resiliency by Optimally Assigning Diverse Variants to Routing Nodes

Andrew J. Newell
Purdue University, newella@purdue.edu

Daniel Obenshain
Johns Hopkins University, dano@cs.jhu.edu

Thomas Tantillo
Johns Hopkins University, tantillo@cs.jhu.edu

Cristina Nita-Rotaru
Purdue University, crism@cs.purdue.edu

Yair Amir
Johns Hopkins University, yairamir@cs.jhu.edu

Report Number:
13-002

https://docs.lib.purdue.edu/cstech/1766

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for additional information.
Technical Report: Increasing Network Resiliency by Optimally Assigning Diverse Variants to Routing Nodes

Andrew Newell\textsuperscript{1}, Daniel Obenshain\textsuperscript{2}, Thomas Tantillo\textsuperscript{2}, Cristina Nita-Rotaru\textsuperscript{1}, and Yair Amir\textsuperscript{2}
\textsuperscript{1}Department of Computer Science at Purdue University 
\{newella,crisn\}@cs.purdue.edu
\textsuperscript{2}Department of Computer Science at Johns Hopkins University 
\{dano,tantillo,yairamir\}@cs.jhu.edu

Technical Report TR-13-002
April 24 2013

Abstract—Networks with homogeneous routing nodes are constantly at risk as any vulnerability found against a node could be used to compromise all nodes. Introducing diversity among nodes can be used to address this problem. With few variants, the choice of assignment of variants to nodes is critical to the overall network resiliency.

We present the Diversity Assignment Problem (DAP), the assignment of variants to nodes in a network, and we show how to compute the optimal solution in medium-size networks. We also present a greedy approximation to DAP that scales well to large networks. Our solution shows that a high level of overall network resiliency can be obtained even from variants that are weak on their own.

For real-world systems that grow incrementally over time, we provide an online version of our solution. Lastly, we provide a variation of our solution that is tunable for specific applications (e.g., BFT).

I. INTRODUCTION

Networks with homogeneous routing nodes are constantly at risk as any vulnerability found against a single routing node could be used to compromise all nodes. Diversity can be employed at various levels on the routing nodes to address this problem by improving resiliency against different classes of attacks. In this work, we base resiliency on the number of surviving client-to-client connections offered by the network when under attack. Diversifying the operating system provides protection against common types of attacks that target operating system vulnerabilities \cite{1}; utilizing multi-variant programming protects against programming vulnerabilities or logical programming errors \cite{2}, \cite{3}; using different administrative personnel mitigates social engineering or insider attacks \cite{4}. However, there are only a limited number of operating systems, software versions, and personnel to utilize as diverse variants. So then, how does one assign these limited number of diverse variants to the routing nodes in the network to achieve optimal resiliency?

Initially, we assumed that a random assignment of a few diverse variants would perform well. However, we were surprised to find that a random assignment performs rather poorly, in many cases providing less resiliency than using the best single variant at all routing nodes, and occasionally even less resiliency than using the worst single variant at all routing nodes. Clearly, a better approach is necessary to realize the benefits of diversity.

Our interest in this question arose from constructing a cloud service over a global network of data centers \cite{5}. We needed to have an intrusion-tolerant infrastructure in order to monitor and control the cloud even in the case of sophisticated intrusions. While designing intrusion-tolerant protocols for messaging and maintaining consistent state, we realized that without diversity all the nodes could be compromised by a single vulnerability. Inspired by \cite{1}, we were especially interested in diversifying the operating system (e.g., Linux, MacOS, and FreeBSD). The additional overhead of managing multiple operating systems within the cloud infrastructure led us to consider only a small number of variants to create diversity.

In this paper, we demonstrate that the way diverse variants are assigned across the network (i.e., which variant is assigned to which routing node) is of utmost importance to the overall network resiliency when the number of variants is smaller than the number of routing nodes in the network. To our knowledge, this work is the first to study the impact of variant assignment to routing nodes on overall network resiliency.

We present a novel problem, the Diversity Assignment Problem (DAP), which specifies how to optimize overall network resiliency when placing diverse variants that are compromised independently at routing nodes. While DAP is NP-Hard, we show that it is feasible to solve it optimally on a variety of medium-size random network graphs. We also show an efficient algorithm that approximates DAP well for larger graphs, incurring a relatively small resiliency cost compared with the optimal solution.

To check the applicability of our approach in a real-world setting, we obtained a network graph representative of the global overlay topology used by the above cloud service. Even though this topology was constructed with high availability as the goal (rather than intrusion-tolerance), the optimal variant assignment solution to the DAP ensures a system resiliency that is significantly higher than the resiliency achieved by any
The contributions of this paper are as follows:

- We introduce the Diversity Assignment Problem (DAP).
- We formulate the DAP using mixed integer programming (MIP) [7] and find the optimal solution on random graphs constructed in a manner reminiscent of real overlay topologies. To support larger graphs, we extend this formulation to a fast greedy approximation and demonstrate results that are relatively close to the optimal solution in such larger graphs.
- We analyze the impact of diversity on a real cloud overlay topology and extend our approach to support adding routing nodes to the graph in an online manner to address increased client demand.
- We extend our approach to optimize network resiliency for a given application’s demands, rather than for overall expected client-to-client connectivity, to maximize system resiliency.

The rest of the paper is organized as follows. Section II describes our network and attacker models. Section III presents the general DAP along with an optimal solution. Section IV describes and evaluates a greedy approximation algorithm to solve DAP in larger topologies. Section V shows how resiliency is affected in dynamic topology scenarios. Section VI shows the increased advantage of performing diversity assignment with client application knowledge. Section VII lists work related to ours. Section VIII concludes this work.

II. Model

We describe the model of the network and attacker which we consider in this work. These models are quite general as our approaches can be applied in various networking contexts with various of diversity techniques. Our motivation started with a scenario of cloud services being provided over a global network of datacenters while diversifying operating systems for improved resilience, but we noticed that the core problem is general to any network.

A. Network model

We assume a network topology of routing nodes that provide communication to clients. We assume no control over the structure of the network topology as this is fixed based on the constraints of the networking context. In an overlay routing context, network links impose overhead to continuously monitor their latency and loss characteristics, thus the degree at each node must be limited while ensuring the entire network is still well connected. Alternatively, in a wireless context, network links are limited by the physical broadcast range of each node. We assume that we have a set of diverse variants and can configure each routing node with a single variant. Our network goals are to maximize the number of client connections or an application-specific communication requirement of the clients.

B. Attacker model

We assume that there is no way to configure a routing node that meets our network needs while being completely invulnerable to attacker attempts of compromise. Thus, we adopt a probabilistic attacker model that captures the following important resilience property of diversity we wish to leverage: even though we do not have access to a variant that cannot be compromised, we do have access to variants that are compromised in different ways. We assign a probability that an attacker is able to both find a vulnerability and create a successful exploit against a variant within a given time period, and then any routing node in the network with this variant will become compromised. As our probabilities are with respect to a certain time frame, a full long-term system would need mechanisms to detect and recover compromised variants, and...
we consider such mechanisms as outside the scope of this current work. Our probabilistic model of compromise offers a useful way to reason about an attacker’s capabilities and measure a network’s resilience. Even in realistic scenarios where an attacker is not modeled well probabilistically, we are still raising the bar for the attacker to ensure the attacker must find vulnerabilities and create exploits for different variants of routing nodes.

We do assume a byzantine tolerant routing protocol is used for routing to ensure that communication can occur between two clients as long as a honest path of routing nodes exists.

III. DIVERSITY ASSIGNMENT

In this section we present the Diversity Assignment Problem (DAP). DAP describes how to assign diversity to routing nodes in order to maximize the probability of each client pair being connected. We then describe existing Mixed Integer Programming (MIP) techniques and how these can be used to solve DAP. Lastly, we show the effectiveness of this technique on a realistic case study topology when compared with randomly assigning diversity.

A. Diversity Assignment Problem (DAP)

We consider a network consisting of a set of nodes $N$ and a set of clients $M$. A set of connections are defined among these nodes, so we can represent a network as a graph such as the one in Figure 1. Each routing node is assigned a variant from the set of variants $V$, so there are $|V|^{|N|}$ possible assignments. We denote an assignment of one variant for each node as $A$. Note that $|V| < |N|$. Each variant $v_k \in V$ is associated with a compromise event $e_k$ in the set of all compromise events $E$, so $|E| = |V|$. The probability of $e_k$ occurring is $P(e_k)$. These events of compromise are independent, so for any two compromise events $e_{k'}$ and $e_{k''}$ the following holds $P(e_{k'} \cap e_{k''}) = P(e_{k'}) * P(e_{k''})$.

We measure the goodness of an assignment of variants with the metric expected client connectivity. This metric is the expected value of the proportion of client pairs that are connected. To compute this value we consider the set of all possible combinations of compromise events $C$ where $|C| = 2^{|E|}$ ($C$ is the powerset [8] of $E$). An element $c \in C$ is a subset of the compromise events, $E$, and corresponds to those compromise events occurring while any other compromise events do not occur. We can compute the proportion of clients connected given that those variants are compromised. We consider two clients to be connected if a path of uncompromised nodes exists between them.

Our goal is to maximize the expected client connectivity of a graph by strategically assigning variants. We call this problem the Diversity Assignment Problem.

Definition 1: The Diversity Assignment Problem is to find the assignment of variants to nodes which maximizes the expected client connectivity. First, for a given assignment $A$

\[ P(c | A) = \frac{\prod_{c \in C} (\sum_{e_k \in c} P(e_k) \prod_{e_{k'} \notin c} (1 - P(e_{k'})))}{\sum_{a,b \in M} f_{A,c}(a,b)} \]

Then, the expected client connectivity is:

\[ E\left[ \sum_{\{a,b\in M: a < b\}} f_{A,c}(a,b) \right] = \sum_{c \in C} \left( \prod_{e_k \in c} P(e_k) \prod_{e_{k'} \notin c} (1 - P(e_{k'})) \right) * \sum_{\{a,b\in M: a < b\}} f_{A,c}(a,b) \]

The Diversity Assignment Problem is:

\[ \text{argmax}_A \left( E\left[ \sum_{\{a,b\in M: a < b\}} f_{A,c}(a,b) \right] \right) \]

**Theorem 1:** The Diversity Assignment Problem is NP-Hard with two or more variants.

**Proof:** The proof is in Appendix IX.

As an illustrative example of the meaning of DAP we give Figure 1 as an example topology graph. Figures 1(a) & 1(b) show two ways to assign variants in this graph. Figure 1(b) is the superior assignment as more client pairs are connected given that a single variant is compromised. The superiority of this assignment is also reflected by the expected client connectivity values. This section is focused on finding the optimal variant assignment for a topology.

B. MIP approach to DAP

Despite DAP being NP-Hard, many real-world network topologies are of limited size, so finding the optimal solution is of practical interest. To find the optimal solution, we chose
to formulate the problem as a MIP and utilize an existing commercial solver, CPLEX [9]. A MIP is a linear program with the addition of integer constraints. The important implication of these integer constraints is that a MIP is not solvable in polynomial time (while a linear program can be), but these integer constraints allow for formulations of many difficult combinatorial problems. Problems from other domains have also resorted to MIP to find optimal solutions to practical problems in the area of operations research [10], [11], [12]. MIP formulations are good for problems where the optimal solution is desired and no efficient algorithm is known as many MIP solvers [9], [13], [14] employ a variety of techniques to avoid exhaustively searching the entire space of feasible solutions.

Our MIP formulation is seemingly more complex than the mathematical formulation in Definition 1 mainly due to the expression of the function $f_{A,c}(a,b)$ as a MIP. This function’s output depends on whether two clients are connected given an assignment and set of compromise events. In the MIP formulation we capture the same connectivity by setting up flow variables on each edge. When considering a specific source client, we count the number of other clients that are connected to this source client with the following constraints on these flow variables. The source client has no incoming flow and unbounded outgoing flow, each other client accepts at most one unit of incoming flow and has no outgoing flow, and each uncompromised node has equivalent incoming and outgoing flow. Compromised nodes have no incoming or outgoing flow, and a node is compromised when the node’s variant assignment is included in the set of compromised events being considered. With these flow variables, the flow of clients for $|M|$ copies of the same graph and flow variables where each graph considers a different source client. Then, we must copy these variables again, once for each possible set of compromise events.

Table I describes each symbol that we use in our MIP formulation. We present the objective function (Equation 1) followed by each constraint (Equations 2-10).

**TABLE I. NOTATION**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Set of routing nodes. As our notation, these are $x, y, z, \ldots$</td>
</tr>
<tr>
<td>$M$</td>
<td>Set of client nodes. As our notation, these are $a, b, \ldots$</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of variants.</td>
</tr>
<tr>
<td>$E$</td>
<td>Set of all possible compromise event sets.</td>
</tr>
<tr>
<td>$C$</td>
<td>Set of all compromise event sets, so $</td>
</tr>
<tr>
<td>$u_{i,j}$</td>
<td>Constants designating that edge ${i,j}$ exists. $r$ and $j$ can be either routing nodes or client nodes. Note that clients should not connect directly to other clients, so $i,j \in M \Rightarrow u_{i,j} = 0$.</td>
</tr>
<tr>
<td>$f_{c,a,i,j}$</td>
<td>Measures the amount of flow that starts at client node $a$ and travels on edge ${i,j}$ in compromise event set $c$. $i$ and $j$ can be either routing nodes or client nodes. Also, $c \in C$. This must be a non-negative value.</td>
</tr>
<tr>
<td>$s_{v,x}$</td>
<td>The variant assignment of routing node $x$. $s_{v,x}$ is 1 if $x$ is variant $v$ and 0 otherwise.</td>
</tr>
</tbody>
</table>

We maximize the expected client connectivity of the graph, overall compromise events. The first term $(\frac{1}{2} * \binom{|M|}{2})$ ensures that the result will be out of 1, rather than out of the number of possible connections between clients. The two products ensure that each possible compromise event is weighted by the probability that it happens. The $f$ term is a measure of how much flow the given client $a$ can push out onto the network (specifically, $f_{c,a,i,j}$ measures the amount of flow that started at source client $a$ that travels on edge $\{i,j\}$ in compromise case $c$). Because of all the constraints below, this is exactly a measure of how many other clients client $a$ can connect to.

**Variant constraints (I):**

\[
0 \leq s_{v_{i},x} \leq 1, \quad v_{i} \in V, \quad x \in N
\]

Routing nodes must be either entirely of a variant or entirely of that variant. Fractional assignments are not allowed.

**Variant constraints (II):**

\[
\sum_{v_{i} \in V} s_{v_{i},x} = 1, \quad x \in N
\]

Routing nodes must be exactly one variant.

**Node flow constraints:**

\[
\sum_{i \in N \cup (M - \{a\})} f_{c,a,i,x} - \sum_{i \in N \cup \{a\}} f_{c,a,i,x} = 0, \quad c \in C, \quad a \in M, \quad x \in N
\]

The flow (originating at source client node $a$) entering routing node $x$ must equal the flow (originating at source client node $a$) exiting routing node $x$. This is enforced for each of the $|M|$ clients and for each of the $|N|$ nodes, separately. In other words, flow cannot get stuck in the middle of the network; it has to end at client nodes.

**Client flow constraints (I):**

\[
\sum_{x \in N} f_{c,a,x,b} \leq 1, \quad c \in C, \quad a, b \in M, \quad a \neq b
\]

A client cannot accept more than one unit of flow from another client. This is so that we can count the total flow out of the source client to get the number of connected clients. Despite this constraint being $\leq 1$, it can only take a value of 0 or 1 due to the other constraints and the objective. For the CPLEX solver [9], it is more efficient to enforce fewer integer constraints whenever possible.

**Client flow constraints (II):**

\[
f_{c,a,x,a} = 0, \quad c \in C, \quad a \in M, \quad x \in N
\]
Traffic cannot start and end at the same client. In other words, a client cannot send to itself. Note that \( \{x, a\} \) is any incoming edge into \( a \).

**Client flow constraints (III):**

\[
f_{c,a,b,x} = 0, \ c \in C, \ a,b \in M, \ x \in N, \ a \neq b
\]  

A destination client cannot send out flow. So, flow cannot use a client to reach other clients.

**Topology constraints:**

\[
f_{c,a,i,j} \leq (|M| - 1) \ast w_{i,j}, \ c \in C, \ a \in M, \ i,j \in (N \cup M)
\]  

Any pair of nodes with no edge between them (i.e., \( w_{i,j} = 0 \)) cannot have any flow directly between them. It also underlines the fact that up to \(|M| - 1\) units of flow originating at the same client can share the same edge.

**Variant flow constraints (I):**

\[
f_{c,a,i,x} \leq (|M| - 1) \ast \min_{e \in C}(1 - s_{v_{i,x}}), \ c \in C, \ a \in M, \ x \in N, \ i \in N \cup M
\]  

The amount of flow out of a routing node must be 0 if that node is compromised. It also underlines the fact that no edge can carry more than \(|M| - 1\) units of flow from any source client node \( a \).

**Variant flow constraints (II):**

\[
f_{c,a,i,x} \leq (|M| - 1) \ast \min_{e \in C}(1 - s_{v_{i,x}}), \ c \in C, \ a \in M, \ i \in N \cup M, \ x \in N
\]  

The amount of flow into a node must be 0 if that node is compromised. It also underlines the fact that no edge can carry more than \(|M| - 1\) units of flow from any source client node \( a \).

C. DAP on the case study topology

We investigate the benefit of optimal diversity assignment on a realistic overlay network topology. The topology and compromise scenario are detailed in Table II. Then, various assignments of diversity are shown on the case study topology with their corresponding expected client connectivity. We show assignments for DAP with increasing number of variants being used, and we investigate random assignments as a comparison with the optimal solution.

For a case study topology, we took a connectivity graph from a cloud network provider [5]. The nodes of the graph represent data centers located around the globe. Each node is assigned a single variant which means that the overlay routing element at that data center will utilize the selected variant. The edges of the graph represent overlay connectivity used on that cloud to connect the different data centers. This connectivity is provided by a number of Internet Service Providers at each data center. The clients in the graph represent either clients external to the cloud or infrastructure components of the cloud. Each client has multiple connections to the cloud to avoid a single point of failure. In this example, we use three connections as that level of connectivity was quite prevalent in that network. This connectivity graph was designed with resiliency in mind, and without any consideration for diversity.

We assume some hypothetical scenario with three diverse variants represented by blue (darkest), yellow (lightest), and red (medium) having a 0.1, 0.15, and 0.2 probability of being compromised over some arbitrary period of time, respectively. Note that this example, while simplistic, provides an interesting insight into the benefits and risks of diversity.†

Figure 2(a) shows the optimal solution when only a single variant can be used. All the nodes are assigned with the least vulnerable variant. This corresponds to the situation where no diversity is used. The resulting network achieves an expected client connectivity of 0.9.

Figure 2(b) shows the optimal solution when two variants can be used. Each node is assigned with either of the two least vulnerable variants. The resulting network achieves an expected client connectivity of 0.997. Note that this is better than either variant by itself.

Figure 2(c) shows the optimal solution when three variants can be used. The resulting network achieves an expected client connectivity of 0.9997. Notice that the optimal solution finds an assignment where any single variant is capable of connecting all clients. By adding a third, more vulnerable variant actually makes the system significantly more resilient.

As stated before, in this example, each client is connected to three routing nodes. If clients do not have at least three potential entry points into the network, then the availability of the connection is limited by the variants of the routing nodes that they are connected to. For example, if each client only connects to a single routing node, that connection would fail if either of the entry-point routing nodes is compromised. This is much more likely to occur than if there are three such entry-point routing nodes for each client, requiring at least three routing nodes to be compromised to cut the connection.

In this example, including variants that have a higher but independent probability of being compromised improves the overall system resiliency. This may be counterintuitive, as adding weaker components to a system usually makes it weaker, not stronger. The independence of the different variants and the overall robustness of the network mean that the purpose of these values is to give preference to one variant over another and to quantify an estimate of the system resiliency with diversity. While we select numbers to illustrate the main concepts, the resulting assignment would not be significantly different if other values were selected.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>Set of 20 overlay nodes, shown in the figures as colored circles.</td>
</tr>
<tr>
<td>( M )</td>
<td>Set of 10 client nodes, shown in the figures as white squares.</td>
</tr>
<tr>
<td>( V )</td>
<td>Set of variants. ( v_1 ) represented by blue, ( v_2 ) represented by yellow, and ( v_3 ) represented by red. In Figure 2(a): ( {v_1, v_2} ). In Figure 2(b): ( {v_1, v_2, v_3} ). In Figure 2(c) and Figure 4: ( {v_1, v_2, v_3} ).</td>
</tr>
<tr>
<td>( C )</td>
<td>Set of compromise event sets. In Figure 2(a): ( {{1}, {2}} ). In Figure 2(b): ( {{1}, {v_1, v_2}, {v_1, v_3}} ). In Figure 2(c) and Figure 4: ( {{1}, {v_1}, {v_2}, {v_3}, {v_1, v_2}, {v_1, v_3}, {v_2, v_3}, {v_1, v_2, v_3}} ).</td>
</tr>
<tr>
<td>( w_{i,j} )</td>
<td>Constants designating that edge ( {i, j} ) exists. These are too numerous to be listed here, but can be observed from the figures.</td>
</tr>
<tr>
<td>( E )</td>
<td>The probability of compromise events for each variant are ( P(v_1) = .3, P(v_2) = .15, P(v_3) = .2 ).</td>
</tr>
</tbody>
</table>

†The purpose of these values is to give preference to one variant over another and to quantify an estimate of the system resiliency with diversity.
adding additional, more vulnerable variants makes a system more resilient.

As discussed earlier, random assignment could be used instead of the optimal MIP approach. One might expect this approach to do well, since randomness often helps in adding diversity to systems. However, this does not necessarily lead to a good result. An example graph can be seen in Figure 4. This graph achieves an expected client connectivity of only 0.811, much worse than any of the other three graphs. In fact, it barely outperforms the worst of the three variants. This example graph comes from the bottom 1% of possible assignments and is given as an example of what could occur if the diversity assignment is not considered carefully.

Figure 3 is a histogram created with data from 100,000 random assignments of this graph. For this data set, the minimum and maximum are 0.751 and 0.988 respectively. The mean is 0.931 and the median is 0.937. As can be seen, most of the random assignments perform better than if the best variant is used by itself (0.937 > 0.9). However, very few of the random assignments come close to performing as well as the optimal assignment found by MIP.

The optimal solution of 0.997 expected client connectivity exists while the best random solution out of the 100,000 random assignment shown in Figure 3 was 0.988 expected client connectivity. Thus, even the best random solution out of numerous trials does not achieve the optimal solution. The probability of a client communication being broken is $(1 - 0.988) = 0.012$ for the best random solution compared with $(1 - 0.997) = 0.003$ for the optimal solution, so a client-to-client connection is broken four times less often with the optimal assignment.

Interestingly, the difference between what the optimal solution provides and the probability that at least one of the variants is uncompromised provides a metric for the quality of the connectivity resiliency of the graph. Ideally, we would want this distance to be zero, as in Figure 2(b) and Figure 2(c) of the provided example.

### IV. Scaling Diversity Assignment

DAP is not tractable for large topologies since DAP is NP-Hard (see Theorem 1). To scale to larger topologies, we sacrifice optimality in order to ensure the algorithm completes within a polynomially-bounded time. In this section we present the Approximate DAP (A-DAP), a greedy approach to A-DAP.

\[\text{Thanks to Bob Balzer for this observation.}\]
an example on the case study topology, and an evaluation on random topologies.

A. Approximate DAP (A-DAP)

A-DAP is similar to DAP, but A-DAP does not require that the problem be solved optimally. By relaxing this condition, we aim to find algorithms that run in polynomial time which are able to find large values of expected client connectivity. We do not formally define any restrictions on the goodness of the approximations as it is an open problem of whether a reasonable bound can be placed on the expected client connectivity achieved by a deterministic polynomial time algorithm. Instead, we used random topologies to validate the goodness of expected client connectivities achieved by a greedy approach to A-DAP when compared with the optimal.

B. Greedy approach to A-DAP

Our greedy approach incrementally assigns nodes to variants. At each incremental assignment, the algorithm considers several candidate assignments and selects the one which provides the best immediate results. For a candidate set of incremental assignments we consider sets of nodes which can connect a client pair by a variant, so we consider at most \((\binom{|M|}{2}) \times |V|\) candidate variant assignments. For a given client pair and variant, we compute the minimal number of unassigned nodes which must be assigned that variant to connect those clients by that variant. After this computation, we have two values: the increase in expected client connectivity \(\alpha\) and the number of newly assigned nodes \(\beta\).

Given a set of candidate assignments that each have an \(\alpha\) and \(\beta\) value, we select the one which maximizes \(\frac{\alpha}{\beta}\). It is obvious why we want to find large \(\alpha\) values, but it is equally important to ensure the \(\beta\) value is small as well. Smaller values of \(\beta\) allow for more nodes to remain unassigned and to be used to connect more client pairs by other variants in future assignments. This approach is analogous to the greedy choice in bin packing, as we select items with the highest payoff versus weight ratio to ensure that items are selected that increase overall payoff while allowing for more items to be picked in the future. Note, that \(\beta = 0\) is a trivial case where the candidate is simply removed from consideration as the client pair is already connected via the considered variant.

The pseudo-code of the algorithm is shown in Algorithm 1. Each iteration of the while loop (Line 3-19) creates a set of candidate variant assignments (Line 7), then selects the best candidate (Line 11-15), and lastly applies the assignment of that candidate to the topology (Line 18). This algorithm completes when no further client pairs can be connected by a variant, and the algorithm is guaranteed to complete in a bounded number of iterations since each step connects at least one new client pair via a variant (at most \(|C| \times |M|^2\) iterations).

C. A-DAP on the case study topology

We consider the same scenario as in Section III-C with three variants. Figure 5 shows the assignment found by our greedy solution which achieves 0.992 expected client connectivity. Notice that all clients are connected via just the blue or yellow variants. However, two clients remain unconnected from the rest if only the red variant is uncompromised. The optimal solution found with the MIP formulation finds an assignment which connects all clients as long as any single variant is uncompromised. This loss of expected client connectivity is due to the greedy algorithm making choices in the early steps of the algorithm to connect clients via blue and yellow variants (the more resilient variants) which leaves fewer choices to connect clients via the red variants. The greedy approach for the A-DAP took 0.38 seconds to complete while the MIP approach for the DAP took 396.13 seconds to complete. With far less computational requirements, the greedy algorithm does outperform the best of the 100,000 random assignments (0.988 client connectivity) and comes close to the optimal solution.

D. A-DAP on random topologies

We present a methodology followed by results to answer the following questions of interest about the performance of the greedy algorithm for the A-DAP:

1) How does the goodness of the assignment of the
We select expected client connectivity and running time to measure for each algorithm. Expected client connectivity is a measure of how well the algorithm performs, which can be compared with MIP’s optimal value. Running time is a measure of how quickly the algorithm will terminate with an expected client connectivity.

We generate random topologies in a similar way to random wireless topologies. That is, we place the desired number of nodes and clients randomly inside a two-dimensional box. Then, based on a density parameter, we give each node and client a range. All nodes and client within the range have an edge between them. The density parameter is the average number of nodes each node or client is connected to. Note that client to client edges are not added. We can create many random topologies given a number of nodes and a density value. We chose to limit the number of nodes in order to ensure that the optimal value could be calculated for comparison. Topologies constructed in this way are obviously representative of wireless contexts, but they are also quite similar to overlay topologies, because overlay topologies include many short, well-behaved links.

Given topology parameters, we create 30 random topologies and run the three algorithms on these topologies. We average the expected client connectivity and running times obtained for each algorithm over the 30 runs. For the running time values of the MIP formulation, it is important to note that we use the software package CPLEX with a quad-core 3.4 Ghz Intel processor which does leverage all cores.

The results are shown in Figure 6. We describe how they answer each of the initial questions that we proposed.

**Question 1.** The goodness of an algorithm’s assignment is the expected client connectivity. This is upper-bounded by the optimal value (which the MIP approach always achieves). The greedy algorithm outperformed the random assignment and was quite close to the optimal value, independent of varying either density (Figure 6(a)) or the number of nodes (Figure 6(c)).

**Question 2.** The running time of the greedy algorithm is on the order of milliseconds, which is barely visible when compared to the running time of the MIP-based approach. Figure 6(b) shows the MIP approach running time for varying density values. The running time is low for small density values since most variant assignments result in poor expected client connectivity, allowing the branch-and-bound algorithm of CPLEX to avoid searching the majority of variant assignments. The running time is also low for high density values since a dense graph has many possible optimal assignments and the branch-and-bound algorithm can terminate early after finding any of them. Thus, the problem is hardest for moderate density values. The running time of both algorithms when varying the size of the network is shown in Figure 6(d). The MIP approach running time grows nearly linearly over these input parameters, but this relationship is potentially exponential according to Theorem 1. The MIP approach running time is still significantly greater than the greedy approach.

**Question 3.** The trend of expected client connectivity is similar among all three algorithms. The expected client connectivity increases as density increases (Figure 6(a)), which is expected since more edges allow more possibilities for clients to become connected. The expected client connectivity decreases as the number of nodes increases (Figure 6(c)). By keeping the density constant and increasing the number of nodes, the graph becomes less connected and therefore less resilient.

From these results we see that the greedy algorithm outperforms the random algorithm while being quite close to the optimal solution, and the greedy algorithm is far more efficient in terms of running time and is polynomially-bounded while the MIP formulation is not. Hence, on larger topologies where the MIP formulation cannot be computed, the greedy algorithm is a decent substitute. Another interesting result is that the expected client connectivity decreases with more nodes when keeping the density constant. So, the density or node degree must increase to retain high levels of expected client connectivity when the number of nodes increases in the topology.

### V. Diversity Assignment for Dynamic Topologies

In practice, networks typically do not remain static throughout their lifetime. Instead, an initial setup is deployed and over time, nodes are dynamically added. One trivial way to leverage diversity in an online scenario is to solve DAP every time a change in the topology occurs. However, for many classes of diversity it is highly expensive or even prohibitive to reassign an existing node of one variant to a different variant as it may be difficult to revoke access from an administrator or expensive to reinstall a new diverse software. A more realistic solution is to always keep the existing variant assignment and just assign variants to the newly added nodes.

We describe the specific model which captures our assumptions. Then, we describe an approach to solve this problem. Lastly, we evaluate this approach for an online scenario.

#### A. Online DAP (O-DAP)

We assume that there is some variant assignment that exists for a set of nodes which we denote by \( A' \). A new set of nodes are added to the topology with given links to existing nodes in the network. We assume that there is no knowledge of future topology changes, so we cannot anticipate where new nodes may be added, which is an assumption that is realistic in practice. We seek a variant assignment, \( A \), which retains all of the variant assignments of \( A' \). We denote this problem as the Online Diversity Assignment Problem (O-DAP) with formal details in Definition 2.

**Definition 2:** The Online Diversity Assignment Problem extends DAP by adding additional constraints. There exists some set of nodes which have already been assigned variants,
and this existing assignment is denoted by $A'$. We are using the notation $A' \subseteq A$ to convey that the assignment $A$ must retain the assignment of $A'$. The assignment $A$ does have the freedom to assign variants in any way to those new nodes added to the network which are not contained in the assignment $A'$. Reusing notation from Definition 1, we can define the Online Diversity Assignment Problem as:

$$\arg\max_A \left( E \left[ \sum_{\{a,b \in M: a < b\}} f_{A',c}(a,b) \right] \right)$$

subject to $A' \subseteq A$

**Theorem 2:** The Online Diversity Assignment Problem is NP-Hard with two or more variants.

**Proof:** Let $A' = \emptyset$, and then O-DAP is equivalent to DAP. Theorem 1 states that DAP is NP-Hard.

### B. MIP approach to O-DAP

We detail a MIP approach for O-DAP as it is typically easy to solve O-DAP optimally because the number of nodes which are added to a network at once is usually small. Given that $x$ nodes are added to the network and $x$ is small, then the search space, $|V|^x$, is reasonably small as well. Exhaustive search by checking all possible variant assignment combinations of the $x$ new nodes could be used. However, as we already have a MIP formulation available to us, it is simple to reformulate the MIP that optimally solves DAP to optimally solve O-DAP. Specifically, we add the following constraint to the same MIP formulation for DAP from Section III-B.

**Online variant constraints:**

$$s_{v_i,x} = 1, \ (x, v_i) \in A'$$

Nodes that have been assigned previously by $A'$ (elements in $A'$ are two tuples denoting a node and its corresponding variant assignment) must keep that variant assignment.

Theorem 2 states that O-DAP is NP-Hard. In scenarios where the number of nodes being added dynamically is large, it is possible to extend the greedy approach for A-DAP into an online version that approximates O-DAP.

### C. O-DAP on the case study topology

The expected client connectivity of DAP is always greater than or equal to that of O-DAP for the same topology, since O-DAP only adds constraints to DAP. For a real deployment this means that reconfiguring all of the variants to be optimal when each dynamic change occurs always results in equal or better expected client connectivity compared with an online version where existing variants cannot be reconfigured. We measure this degradation in expected client connectivity for this evaluation.

The size of the incremental node additions influences the resulting expected client connectivity. A network which does many additions of just a few nodes per topology change will suffer more in expected client connectivity than a network which adds many nodes per topology change. Networks which add many nodes at once allow O-DAP to consider more combinations of variant assignment choices. We consider the following two scenarios for dynamic topologies in our evaluation:

- **reconfigure:** DAP is solved and that solution is applied to all nodes in the network. As reconfiguring
is typically an unreasonable approach in practice, we use this as a baseline for comparison with the online approach.

- **online-\(x\)**: Nodes are added to the network \(x\) at a time, and O-DAP is solved where the variants of existing nodes in the network cannot be changed.

We evaluate these strategies with the following scenario on our case study topology. We initialize a scenario topology from our case study topology by selecting 8 of the 20 nodes. Next, we solve the DAP for the scenario topology. Then, we add nodes to the scenario topology based on the strategy being used (i.e., \(x\) for online-\(x\)) until all 20 nodes are in the scenario topology. We keep the order in which nodes are added to the scenario topology consistent across different strategies. For example, the first four nodes added one at a time in online-1 will be the same nodes added all at once in the first iteration of online-4. Note that, while the topologies will match, the variant assignments may differ. We repeat this process for 30 different scenarios, randomly varying which nodes are in the initial topology and the order in which the remaining nodes are added, and show averages over these 30 scenarios.

Figure 6(e) shows the results for the evaluated strategies. From this figure, it is evident that the online strategies achieve less expected client connectivity than the reconfigure strategy. To better compare these strategies we show Figure 6(f), which instead of showing absolute expected client connectivity, shows the proportion of the expected client connectivity achieved by the online versions to the expected client connectivity achieved by the reconfigure strategy, which is optimal. The online strategies always achieve at least 95% of the reconfigure strategy. More dynamic strategies reduce client connectivity, but in our experiment this degradation was never more than 1% when comparing online-1 and online-4. The downward then upward trend (V-shape) of this figure is due to the following: the initial downward trend is due to the online strategies diverging more and more from reconfigure strategy at larger node values, the latter upward trend is due to the general high connectivity in the topology which results in any online assignment strategy being close to the reconfigure’s optimal assignment as the network becomes fully assigned.

These results indicate that diversity is not limited to static deployments, but that diversity can also be applied effectively when networks are dynamic. However, a trade-off exists; reconfiguring the entire network is costly but it yields the optimal expected client connectivity. It is up to the system designer to judge the correct balance between resilience and reconfiguration cost. For systems with very high resiliency goals, this reconfiguration may be necessary. When the highest resiliency is not necessary, the O-DAP approach can be utilized to eliminate the costs of reconfiguring nodes while sacrificing resiliency. In our experiments, we observed that the O-DAP approach achieved resiliency no worse than 95% of optimal.

**VI. DIVERSITY ASSIGNMENT FOR SPECIFIC APPLICATIONS**

Certain distributed systems pride themselves on their ability to tolerate part of the system being compromised. State machine replication protocols with this property include Byzantine Fault Tolerance (BFT) [6], Prime [15], and Aardvark [16], where Prime and Aardvark give additional performance guarantees even while the system is under attack. These protocols explicitly state their assumptions about the proportion of replicas that must be correct for safety and liveness properties to hold. However, an equally important consideration is that a sufficient number of correct replicas must be able to communicate with each other via the underlying network. If we view the state machine replicas as clients of the underlying network, then applying diversity to the network improves the resiliency of the overall system.

We use these state machine replication protocols as an example of how to customize DAP for a specific client application. The state machine replication protocols have specific connectivity needs among replicas that must be satisfied to ensure safety and liveness. We show how DAP is customized to better ensure the network meets these requirements, and we show how such customization can be helpful in a realistic scenario. The steps we take here to customize DAP can be followed to create other versions that meet the specific connectivity needs of other distributed systems.

The expected client connectivity from DAP maximizes the expected value of the proportion of client pairs that are connected. This is a reasonable metric for resiliency of many applications, and it could even work well for state machine replication in certain scenarios. However, an approach that takes into account the connectivity requirements of the specific application (in this case, state machine replication) may result in higher overall resiliency. We refine DAP to exactly match the needs of a replicated state machine protocol by maximizing the probability that a specific sized connected component exists among the replicas.

**A. Connected Component DAP (CC-DAP)**

The goal of this algorithm is to optimize the probability that \(g\) clients can communicate with each other. The connected component size \(g\) can be derived from the specific state machine replication protocol, we demonstrate this later with BFT. We denote this problem as the Connected Component Diversity Assignment Problem (CC-DAP) with formal details in Definition 3 (notation comes from Table 1). Unsurprisingly, this problem is also NP-Hard as stated in Theorem 3.

**Definition 3:** The Connected Component Diversity Assignment Problem is to find the assignment of variants to nodes which maximizes the probability of a component of clients being connected. First, we define the random variable \(X_A\) which is the size of the largest connected component of clients given a variant assignment \(A\). This variable is random as it depends on the random events \(E\). Then, the Connected Component Diversity Assignment Problem is:

\[
\arg\max_A \left( P(X_A \geq g) \right)
\]

**Theorem 3:** The Connected Component Diversity Assignment Problem is NP-Hard with two or more variants.

**Proof:** The proof is in Appendix X.

**B. MIP approach to CC-DAP**

For the MIP formulation we keep the constraints in Equations 2-10 from Section III-B, reformulate the objective function, and add new constraints. Our new objective and
Component satisfaction constraints include new variables which are used to keep track of which subset of clients are used for a connected component \( \beta_{c,a} \) as well as variables to check if the connected component is large enough \( \alpha_c \). We describe the purpose of the new objective and each new constraint in detail to show how it captures the CC-DAP problem.

**CC-DAP objective:**

\[
\max_{s,f,\alpha,\beta} \sum_{c \in C} \left( \prod_{e_i \in e} P(e_i) \prod_{e_i \notin e} (1 - P(e_i)) \right) \alpha_c
\]  

(12)

We maximize the probability that a \( g \)-sized connected component exists, over all compromise events. The two products ensure that each possible compromise event is weighted by the probability that it happens. \( \alpha_c \) is 1 if a connected component of size \( g \) is present under compromise event \( c \) and 0 otherwise.

**Component constraint (I):**

\[
\alpha_c = \{0, 1\}, \ c \in C
\]  

(13)

A \( g \)-sized connected component either exists under compromise event \( c \), or it does not.

**Component constraint (II):**

\[
\beta_{c,a} = \{0, 1\}, \ c \in C, \ a \in M
\]  

(14)

\( \beta_{c,a} \) is 1 if client \( a \) is in the \( g \)-sized connected component under compromise event \( c \), and 0 otherwise.

**Component constraint (III):**

\[
g = \sum_{a \in M} \beta_{c,a}, \ c \in C
\]  

(15)

A valid connected component under compromise event \( c \) must be of size \( g \). In any other case, this constraint will not be met. Note, if a larger connected component could exist, this constraint ensures that only \( g \) clients are considered, which is required for other constraints.

**Component flow constraint (I):**

\[
f_{c,a,x,b} \leq \beta_{c,b}, \ c \in C, \ a,b \in M, \ x \in N, a \neq b
\]  

(16)

A client \( b \), in the connected component under compromise event \( c \), cannot accept more than one unit of flow from another client \( a \). If \( b \) is not in the connected component, it will not accept any flow.

**Component flow constraint (II):**

\[
f_{c,a,x} \leq (g - 1) \cdot \beta_{c,a}, \ c \in C, \ a \in M, \ x \in N
\]  

(17)

A client \( a \), in the connected component under compromise event \( c \), cannot send more than \( g - 1 \) units of flow, enough for every other client in the connected component. If \( a \) is not in the connected component, it will not send any flow.

**Component satisfaction constraints:**

\[
g \cdot (g - 1) \cdot \alpha_c = \sum_{a \in M, x \in N} f_{c,a,x}, \ c \in C
\]  

(18)

If there exists a \( g \)-sized connected component under compromise event \( c \), then there are a total of \( g \cdot (g - 1) \) units of flow in the network. If no such connected component exists, the total flow is 0.

**C. CC-DAP on the case study topology**

We show a compelling example by formulating a problem specifically for the application BFT. For a non-trivial comparison between DAP and CC-DAP, we slightly change the case study topology to ensure that an assignment is not possible that fully connects all clients by every single variant since such a solution to DAP is also a solution to CC-DAP. We change the case study topology by increasing the number of client connections from three to four as well as increasing the number of variants from three to four by including a variant \( v_4 \) where \( P(v_4) = 0.25 \) represented by the color green (second lightest) in the figures.

BFT tolerates up to \( f \) Byzantine failures by using a total of \( n = 3f + 1 \) replicas. We will view these \( f \) failures as a combination of \( f_b \), Byzantine replicas, and \( f_s \), fail-stop replicas (indistinguishable from replicas that have been partitioned away). The choice of values for \( f_b \) and \( f_s \) are left to the system designer. There is trade-off between \( f_b \) and \( f_s \), governed by the trustworthiness of the replicas vs. the trustworthiness of the network routing nodes, but further details are beyond the scope of this paper. For our example, we choose \( f_b = 1 \).

Given that we have 10 replicas in total, implying that \( f = 3 \), the system can tolerate two replicas being partitioned away \((f_s = 2)\) and still tolerate one Byzantine fault. As a result, the required connected component size is \( g = n - f_s = 8 \).

Figure 7 shows the assignment when using the MIP approach for CC-DAP while Figure 8 shows the assignment when using the MIP approach for DAP. In Figure 7, the probability that 8 of the clients will be able to communicate is 0.99925. In contrast, in Figure 8, the probability that 8 of the clients will be able to communicate is only 0.997. In essence, CC-DAP is able to sacrifice some of the expected client connectivity to increase the probability that a connected component of the desired size will be present.

**VII. RELATED WORK**

**Diversity assignment.** The work most similar to ours considers diversity assignment over nodes of a distributed system [17], but the goal of that work is to prevent the spread of malware. In contrast, we assume that if a node of some variant is compromised, then all nodes of that variant are also
compromised, as the attacker is not restricted to only using links within the network. To assign diversity to prevent the spread of malware, the computation problem in [17] is different from ours as they intend to minimize the number of links which contain two nodes of the same variant. Thus, their underlying optimization problem for variant assignment is a version of the classic graph coloring algorithm. This problem is NP-Hard, so their work also explores a heuristic solution which can scale to large networks.

**Fault-tolerant topology construction.** Existing work has introduced the concept of the fault-diameter of a graph, which is a metric that bounds the diameter of a graph given that a bounded number of nodes may fail [18], [19], [20], [21]. For a network topology, this means that if the number of failures is bounded, then the maximum number of hops between any two correct nodes will not exceed the fault diameter. This translates to acceptable latency and overhead even in the worst case. Work in this area has considered various ways to create graphs with good fault-diameters, but these methods only consider unweighted graphs where edges are possible between any pair of nodes. In our work, we assume the topology is chosen ahead of time and fixed to ensure good link quality, and we do not need to add edges for our technique.

In wireless contexts, work has studied the allocation of energy among nodes in a wireless adhoc network to ensure high connectivity even when some bounded number of nodes fail [22], [23], [24]. The work assumes that node positions are fixed and an amount of energy can be assigned to each node. Higher energy at a node implies a larger transmission range and more possible connections for that node. The optimization problem is to find a power assignment to nodes which minimizes the global power consumption while ensuring connectivity among correct nodes given a bounded number of nodes can fail. This optimization problem is studied in detail, providing a MIP and exploring various approximation techniques.

**WSN key distribution.** Wireless Sensor Networks (WSNs) consist of resource constrained devices which sense physical phenomena and deliver this information over a wireless network to a base station. In this context, PKI and full pairwise key initialization are prohibitive due to the limitations of sensors. Thus, various work proposes special key distributions, where secret information is shared among more than a single pair of nodes [25], [26], [27], [28], [29]. This has similarities to diversity assignment as the physical capture of a single node allows an attacker to utilize the secret information on that node to attack links of other nodes which share similar secret information. Our work does fundamentally differ as we perform diversity assignment with the complete topology information to maximize a resiliency metric while WSN key distribution work focuses on assigning initial secret information to nodes to maximize the potential of many links are secure. With the potential for many secure links, a random wireless topology can be created and have certain resiliency properties.

**Path diversity.** Other work has studied the possible geographically diverse paths of real-world topologies [30]. The assumptions of this work are that problems on today’s Internet are correlated geographically, so having multiple paths which contain nodes that are geographically diverse will result in higher reliability. The main contributions of this work are defining the metric of geographic diversity for a graph and analyzing this value for realistic graphs. No assignment problem exists in this context as diversity is fixed by geographic location.

**VIII. Conclusion**

This work illustrates the resiliency benefits gained when shifting from homogeneous networks with potential vulnerabilities shared across all routing nodes to networks that leverage optimally-assigned diversity. We summarize our key findings. First, randomly assigning diversity to a realistic network has surprisingly poor results, which motivated the need to formulate and solve the Diversity Assignment Problem (DAP). Second, we propose an algorithm that solves DAP optimally, and show the results on medium-sized random networks as well as a realistic network. Third, we propose an algorithm that approximates the optimal solution, scaling well to large networks, and show that on random networks, the resulting resiliency is close to that of the optimal solution. Fourth, we show how to assign diversity in dynamic networks, and we find that there is a loss in resiliency compared to the optimal, since currently assigned variants may hinder the assignments possible in the future. Finally, we show how to optimize for the specific resiliency needs of an application running on the network. We applied this to BFT and found that the probability of making progress can be significantly increased.

**Acknowledgement**

This work was supported in part by DARPA grant N66001-1-2-4014. Its contents are solely the responsibility of the authors and do not represent the official view of DARPA or the Department of Defense.

**References**


IX. PROOF OF THEOREM 1

Proof: We show that 3-SAT is polynomial-time Turing-reducible to the Diversity Assignment Problem. We will show that 3-SAT is solvable in polynomial-time if both the DAP is used as a subroutine and the DAP is solvable in polynomial-time.

First we denote the variables for the input boolean expression of the 3-SAT as $\beta_1, \beta_2, \ldots, \beta_s$. Then, we denote the boolean expression as $(\beta_1 \lambda_{1,1} + \beta_2 \lambda_{1,2} + \beta_3 \lambda_{1,3}), (\beta_2 \lambda_{2,1} + \beta_3 \lambda_{2,2} + \beta_4 \lambda_{2,3}), \ldots (\beta_s \lambda_{s,1} + \beta_{s+1} \lambda_{s,2} + \beta_{s+2} \lambda_{s,3})$. For all $i$ and $j$, $\gamma_{i,j}$ is an index value, so $1 \leq \gamma_{i,j} \leq s$. For all $i$ and $j$, $\lambda_{i,j} \in \{T, F\}$ where $F$ denotes the complement of the boolean variable while $T$ does not. The 3-SAT problem has $s$ distinct variables and $t$ clauses.

We construct a DAP in the following way to solve 3-SAT. We motivate the intuition for various parts of this construction, but the intuition only becomes correct when all parts are considered together.

Create two variants $v_1$ and $v_2$. Create $2s$ nodes denoted by $x_1^T, x_2^T, \ldots, x_s^T$ and $x_1^F, x_2^F, \ldots, x_s^F$. The problem will be constructed such that for any $i$, the nodes $x_i^T, x_i^F$ must be assigned variants such that one is $v_1$ and the other is $v_2$. With this assignment, $x_i^T$ being assigned $v_1$ corresponds to $\beta_i$ being assigned the value true, alternatively $x_i^F$ being assigned $v_1$ corresponds to $\beta_i$ is assigned false.

Create $2t$ clients denoted by $a_1, a_2, \ldots, a_t$ and $b_1, b_2, \ldots, b_t$. For all $i$ and $j$ add the following two edges $(a_i, x_{\gamma_{i,j}}^T)$ and $(b_i, x_{\gamma_{i,j}}^F)$. Each client pair $a_i, b_i$ correspond to a clause in the 3-SAT problem, and the problem will be setup such that at least one of the $a_i$ to $b_i$ paths must have a node assigned with $v_1$ which will correspond to that node being the one to satisfy this clause.

Create $2 \ast s \ast (t + 1)$ more clients denoted by $a_{1,j}, a_{2,j}, \ldots, a_{s,j}$ and $b_{1,j}, b_{2,j}, \ldots, b_{s,j}$ for all $j$ such that $1 \leq j \leq t + 1$. For all $i$ and $j$ add the following four edges $(a_{i,j}, x_i^{T,j})$, $(b_{i,j}, x_i^{T,j})$, $(a_{i,j}, x_i^{F,j})$, and $(b_{i,j}, x_i^{F,j})$. Note that for a given $i$, the clients $a_{i,j}$ and $b_{i,j}$ for all $j$ are equivalent in terms of their connections, and each $j$ corresponds to variable in the 3-SAT problem. These clients ensure that every pair of nodes $x_i^{T,j}, x_i^{F,j}$ is assigned one of each variant which ensures that a boolean variable $\beta_i$ must be either true or false. The replication of $t + 1$ client pairs per boolean variable is necessary to ensure that variant choices based on these variables are always more important than those variant choices based on client pairs that correspond to clauses. In terms of the 3-SAT problem, this replication ensures that the assignment of only one value to each boolean variable is never violated even if it helps make many clauses true.

Create $2$ nodes denoted by $y_1^T, y_2^T, \ldots, y_s^T$ and $y_1^F, y_2^F, \ldots, y_s^F$. These dummy nodes are the most non-trivial part of this construction, but they actually simplify internet end-to-end resilience and survivability,” Springer Telecommunication Systems, 2012.

the DAP significantly to ensure variant assignments are meaningful to the 3-SAT problem. All clients have been created in pairs \(\binom{|M|}{2}\) of these pairs, so we want to ensure those pairs meaningful while the other \(\binom{|M|}{2} - \binom{|M|}{2}\) client pairs are not interesting. We ensure maximal connectivity between these client pairs that we do not want to be meaningful. To do this we add the following four edges for every client pair \(a, a'\) that is not meaningful, \((a, y^F_i), (a', y^T_i), (a, y^T_i), (a', y^F_i)\) such that a different \(i\) is used for each pair \(a, a'\). Thus, trivially, every pair of nodes \(y^F_i, y^T_i\) is assigned one of each variant to maximize connectivity.

The last step in the construction is the selection of the compromise event probabilities \(P(e_1)\) and \(P(e_2)\) along with the minimum expected client connectivity that must be found by the DAP to ensure a 3-SAT solution exists. We consider three types of client pairs which together make up all possible client pairs. First, the \(\binom{|M|}{2} - \binom{|M|}{2}\) dummy client pairs should contribute \(\binom{|M|}{2} - \binom{|M|}{2} \cdot (1 - P(e_1) \cdot P(e_2))\) to the expected client connectivity value as each pair is trivially connected by both variants. Second, the \(s \cdot (t + 1)\) client pairs corresponding to 3-SAT boolean variables should contribute \(s \cdot t \cdot (e_1 + e_2) \cdot (1 - P(e_1) \cdot P(e_2))\) to the expected client connectivity as each pair needs to be connected by both variants. Lastly, the \(t\) client pairs corresponding to 3-SAT clauses should contribute \(\binom{t}{2} \cdot (1 - P(e_1))\) to the expected client connectivity as each pair needs to be connected at least by the variant \(v_i\). The assignment of the \(P(e_1)\) and \(P(e_2)\) values must be such that the expected client connectivity of \(t\) client pairs by the variant \(v_i\) is greater than the expected client connectivity of \(t - 1\) client connected by \(v_1\) and \(v_2\) plus one client pair connected by just \(v_2\). The constraint ensures that a valid to this DAP cannot be \(t - 1\) clauses that have both true and false variables along with one clause that only has a false variable which is the highest expected value case which is incorrect, so we ensure that the value of this case is always less than the case where all \(t\) clauses have just true variables. This constraint is captured by the following inequality \((t - 1)(1 - P(e_1) P(e_2)) + (1 - P(e_2)) < t (1 - P(e_1))\) which is equivalent to \(P(e_1) < \frac{P(e_2)}{(1-t) P(e_2) + t}\). Intuitively, this inequality forces \(P(e_1)\) to be sufficiently smaller than \(P(e_2)\) to ensure that many connections via nodes with the variant \(v_2\) do not overcome a single connection made by a node with variant \(v_1\), \(P(e_1)\) and \(P(e_2)\) and use CC-DAP instead of DAP.

In this proof, we can let \(P(e_1)\) and \(P(e_2)\) take on any value in the range \((0, 1)\) as opposed to requiring certain constraints on these values.

For the CC-DAP algorithm, we aim to maximize the probability of a connected component of \(|M|\) clients, i.e., all clients in a connected component.

If and only if CC-DAP finds a probability of \(1 - P(e_1) = P(e_2)\) for a connected component of \(|M|\) clients, then we have also found a solution to Not-All-Equal 3-SAT due to the following: CC-DAP with a probability of \(1 - P(e_1) = P(e_2)\) implies each client pair is connected by both variants \(v_1\) and \(v_2\). The connections between client pairs \(a, a'\) ensures that \(\beta_i \neq \beta_i\) for each \(\beta_i\) in Not-All-Equal 3-SAT. The connections between client pairs \(a, a'\) ensure that each clause \(i\) in the Not-All-Equal 3-SAT problem is connected by at least one true value and at least one false value which is the requirement for Not-All-Equal 3-SAT. Having at least one false value for a clause is a special condition that distinguishes it from standard 3-SAT, and this is the reason we reduce from Not-All-Equal 3-SAT in this proof.

\[\square\]

X. PROOF OF THEOREM 3

Proof: We show that a variant of 3-SAT denoted Not-All-Equal 3-SAT \([31]\) is polynomial-time Turing-reducible to CC-DAP. Not-All-Equal 3-SAT has the same setup as 3-SAT except clauses where all variables are true is not allowed; there must be a mixture of true and false variables. We will show that Not-All-Equal 3-SAT is solvable in polynomial-time if both the CC-DAP is used as a subroutine and the CC-DAP is solvable in polynomial-time.

Assume the same network setup as in the proof for NP-Hardness of DAP (Appendix IX) which is visualized in Figure 9. This proof differs as we replace the last step of assigning
Fig. 9. DAP construction to solve the 3-SAT problem, \((\beta_1 + \beta_2 + \beta_3)(\beta_4 + \beta_7 + \beta_s)\ldots(\beta_8 + \beta_9 + \beta_s)\). Note that the dummy nodes and edges are not included in this diagram.