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Abstract-Prolonged network lifetime, scalability, and
load balancing are important requirements for many ad­
hoc sensor network applications. Clustering sensor nodes
is an effective technique for achieving these goals. In this
work, we propose a new hybrid energy-efficient approach
for clustering nodes in ad-hoc sensor networks. Based
on this approach, we present a protocol, HEED (Hybrid
Energy-Efficient Distributed c1uslcl"ing). that periodically
selects cluster heads according to a hybrid of their residual
energy and a secondary parameter, such as node proximity
(0 its neighbors or node degree. HEED does not make any
assumptions about the distribution or density of nodes,
or about node capabilities. e.g., location-awareness. The
clustering process terminates in 0(1) iterations, and does
not depend on ,t~e network topology or size. The protocol
incurs low overhead in terms of processing cycles and
mesSages exchanged. It also achieves fairly uniform cluster
head distribution across the network. A careful selection
of the secondary clustering parameter can balance load
among cluster heads. Our simulation results demonstrate
that HEED outperforms weight-based clustering protocols
in terms of several cluster characteristics. We also apply
our approach to a simple application to demonstrate
its effectiveness in prolonging Ihe network lifetime and
supporting data aggregation.

Index Terms-System design, simulations, sensor net­
works, clustering, energy efficiency, network lifetime

1. INTRODUCTION

Sensor networks have recently emerged as an im­
portant computing platfonn [1], [2]. Sensor nodes are
typically less mobile and more densely deployed than
mobile ad-hoc networks (MANETs). Sensor nodes must
be left unattended e.g., in hostile environments. which
makes it difficult or impossible to re-charge or replace
their batteries (solar energy is not always an option).
This necessitates devising novel energy-efficient solu­
tions to some of the conventional wireless networking
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problems, such as medium access conuol, routing. self­
organization, bandwidth sharing, and security. Exploiting
the tradeoffs among energy. accuracy. and latency, and
using hierarchical (tiered) architectures are important
techniques for prolonging network lifetime [1].

Network lifetime can be defined as the time elapsed
until the first node (or the last node) in the network
depletes its energy (dies). For example. in a military
field where sensors are monitoring chemical activity.
the lifetime of a sensor is critical for maximum field
coverage. Energy consumption in a sensor node can be
due to either "useful" or "wasteful" sources. Useful en­
ergy consumption can be due to (i) transmitting/receiving
data. (ii) processing query requests, and (iii) forwarding
queries/data to neighboring nodes. Wasteful energy con­
sumption can be due to (i) idle listening to the media. (ii)
retransmitting due to packet collisions, (iii) overhearing,
and (iv) generalinglhandling control packets.

Several MAC protocols attempt to reduce energy
consumption due to wasteful sources, e.g., ['3], [4], [5],
[6]. A number of protocols have also been proposed
to reduce useful energy consumption. These protocols
can be classified into three classes. Protocols in the first
class control the transmission power level at each node
to increase network capacity while keeping the network
connected [7]. [8]. Protocols in the second class make
routing decisions based on power optimization goals,
e.g., [9), [10], [11], [12], [13]. Protocols in the third
class control the network topology by detennining which
nodes should participate in the network operation (be
awake) and which should not (remain asleep) [14]. [15],
[16]. Nodes in this case, however, require knowledge of
their locations via GPS-capable antennae or via message
exchange.

Hierarchical (clustering) techniques can aid in re­
ducing useful energy consumption [13]. Clustering is
particularly useful for applications that require scalability
[0 hundreds or thousands of nodes. Scalability in this
context implies the need for load balancing and efficient
resource utilization. Applications requiring efficient data
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Fig. I. Two states of a clustered network
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Many protocols proposed in the literature minimize
energy consumption on routing paths. While these ap­
proaches increase energy efficiency, they do not nec­
essarily prolong network lifetime if certain nodes are
"popular," i.e., present on most forwarding paths in the
network. Even if dynamic routing (in which data is
forwarded to nodes with the highest residual energy) is
used, it may cause such problems as unbounded delay
and routing loops. With clustering, a popular node is
guaranteed to "lose its popularity" (no longer serve as
cluster head) after a fixed interval of time. Of course,

aggregation (e.g., computing the maximum detected radi­
ation around an object) are natural candidates for cluster­
ing. Routing protocols can also employ clustering [17],
[18]. In [19], clustering was proposed as a useful tool
for efficiently pinpointing object locations. Clustering
can be extremely effective in one-to-one, one-to-many,
many-to-one, one-to-any, or one-to-all communication.
For example, in many-to-one communication, clustering
can support dam fusion and reduce communication in­
terference.

The essential operation in sensor node clustering is
to select a set of cluster heads among the nodes in the
network, and cluster the rest of the nodes wim mese
heads. Cluster heads are responsible for coordination
among the nodes within their clusters (intra-cluster co­
ordination), and communication with each other and/or
with external observers on behalf of their clusters (inter­
cluster communication). Fig. 1 depicts two states of a
clustered network, where the larger nodes denote cluster
heads. Observe that clusters are non-overlapping and
a unique cluster head exists in evel)' cluster at any
panicular time. Periodic re-clustering can select nodes
with higber residual energy to act as cluster heads.
Network lifetime is prolonged through (i) reducing the
number of nodes contending for channel access, (ii)
summarizing network state information and updates at
the cluster heads through intra-cluster coordination, and
(iii) routing through an overlay among cluster heads,
which is capable of controlling the network diameter.

node popularity due to interest in the data it provides can
only be reduced by deploying several redundant nodes,
and rotating among them (e.g., [14]).

Clustering protocols have been investigated as either
stand-alone protocols for ad-hoc networks, e.g., [20],
[21], [18], [22], [23], [24], or in the context of routing
protocols, e.g., [7], [17], [25], [13]. In this work, we
presem a stand-alone distributed clustering approach that
considers a hybrid of energy and communication cost.
Based on this approach, we present a protocol, HEED
(Hybrid Energy-Efficient Distributed clustering), which
has four primary goals: (i) prolonging network lifetime
by distributing energy consumption, (ii) terminating the
clustering process within a constant number of iter­
ations/steps, (iii) minimizing control overhead (to be
linear in the number of nodes), and (iv) producing well­
distributed cluster heads and compact clusters. HEED
does not make any assumptions about the distribution
or density of nodes, or about node capabilities, e.g.,
location-awareness. To the best of our knowledge, no
previously proposed clustering protocol addressed these
goals in an integrated manner.

The remainder of this paper is organized as follows.
Section IT describes the network model and states the
problem that we address in this work. Section III briefly
surveys related work. Section IV presents the HEED
protocol and argues that it satisfies its goals. Section V
shows its effectiveness via simulations, and compares
it to other clustering techniques. Section VI discusses
applications that can use our approach, and compares
HEED with an optimized energy-efficient version of
LEACH [13]. Finally, Section VII gives concluding
remarks and directions for future work.

II. PROBLEM STATEMENT

A. Network Model

Assume a set of sensors is dispersed on a rectangular
field. We assume the following propenies about the
nelwork:

1) The nodes in the network are quasi-stational)'.
2) The network serves multiple mobile/stationary ob­

servers, which implies that energy consumption is
not unifonn for all nodes.

Let the clustering process interval, Tcp, be the time
taken by the clustering protocol to cluster the network.
Let the network operation itlterval, TNo, be the time
between the end of a Tcp interval, the start of the
subsequent Tcp interval. We must ensure that TNo »
Tcp to reduce overhead.

(b) State i+1(a) Stale i



3) Nodes are location-unaware, i.e. not equipped with
GPS-capable antennae.

4) All nodes have similar capabilities (process­
ing/communication), and equal significance.

5) Nodes are left unattended af[er deployment
6) Each node has a fixed number of transmission

power levels.

Our first assumption about mobilily is typical for sen­
sor networks. Clustering can still be performed, however,
if only nodes that announce their willingness to be cluster
heads are quasi-stationary during the Tcp interval in
which they are selected, and the ensuing T NO inlerval.
Nodes that travel rapidly in the network may degrade the
cluster quality, because they alter the node distribution
in their cluster. The second nelwork property motivates
the requirement for re-clustering to select new cluster
heads and re-distribute energy consumption. The third
property justifies why some proposed proLocols, such
as [15], [26] are not suitable for our network. In addition,
if scalability is an imponanL concern, determining node
locations using message exchange, as in [16], will not be
efficient. The fourth and fifth properties of the network
motivate the need for prolonging network lifetime and
balancing cluster head loads. Note that node synchro­
nization should not be essential. In Section IV-C and
Section V-D, we show that unsynchronized nodes can
still execute -HEED independently, but cluster quality
may be affected.

Note that in our model, 110 assumptions are made
about any of the following:

1) homogeneity of node dispersion in the field,
2) network density or diameter,
3) distribution of energy consumption among sensor

nodes,
4) proximity of querying observers.

B. The Clustering ProbLem

Assume that N nodes are dispersed in a field and the
above assumptions hold. Our goal is to identify a set
of cluster heads which cover the entire field. Each node
Vi, where 1 :5 i :5 N, is then mapped to exactly one
cluster Cj (which has exactly one cluster head), where
1 :5 j :5 N e, and N e is the number of clusters (Ne :5 N).
The node can directly communicate with iLs cluster head
(via a single hop). The following requiremenLs must be
met:

1) Clustering is completely distributed. Each node
independently makes its decisions based on local
information.

2) Clustering terminates within a fixed number of
steps (regardless of network diameter).
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3) At the end of each Tcp, each node is either a
cluster head, or a non-head node (which we refer to
as regular node) that belongs to exactly one cluster.

4) Clustering should be efficient in tenns of process­
ing complexity and message exchange.

5) Cluster heads are well-distribuLed over the sensor
field.

6) The ratio of clusters having single nodes (only
cluster heads) to the number of clusters, N e , is
small (in case of dense networks).

III. RELATED WORK

Many protocols have been proposed for ad-hoc and
sensor networks in the lasL five years. Reducing energy
consumption due to wasteful sources has been primarily
addressed in the context of adaptive MAC protocols,
such as PAMAS [3J, DBTMA [SJ, EAR [4], and S­
MAC [6]. For example, S-MAC [6] periodically puts
nodes to sleep to avoid idle listening and overhearing.
TinyOS [27] focuses on fair bandwidth sharing among all
nodes, and introduces random delays to unsynchronize
nodes.

Data dissemination proLocols proposed for sensor net­
works consider energy efficiency a primary goal [11],
liD], [28], [12]. SPIN [11] attempts to reduce the cost
of flooding data, assuming that the network is source~

centric (Le., sensors announce any observed event to
interested observers). Directed diffusion [10], on the
other hand, selects the most efficient paths to forward
requests and replies on, assuming that the network is
data-centric (I.e., queries and data are forwarded accord­
ing to interested observers).

Clustering can be a side effect of other protocol oper­
ations. For example, in topology management protocols,
such as GAF [15], SPAN [16], and ASCENT [14J, nodes
are classified according to their geographic location into
equivalence classes. A fraction of nodes in each class
(representatives) participate in the routing process, while
other nodes are turned off to save energy. In GAP,
geographic infonnation is assumed to be available based
on a positioning system such as GPS. SPAN infers
geographic infonnation through broadcast messages and
routing updates. GAP, SPAN, and ASCENT share the
same objective of using redundancy in sensor networks
to tum radios on and off, and prolong network lifetime.
In CLUSTERPOW [7], nodes are assumed to be non­
homogeneously dispersed in the network. A node uses
the minimum possible power level to forward data pack­
ets, in order to maintain connectivity while increasing the
network capacity and saving energy. The Zone Rouling
Protocol (ZRP) [29] for MANETs divides the network
into overlapping, variable-sized zones.



Several clustering techniques, such as K-Means, G­
Means, or hierarchical clustering [30] have been pro­
posed for partitioning datasets based on a parameter, e.g.,
distance. These approaches are not directly applicable
to our problem because they iteratively optimize a cost
function. This entails centralized control and excessive
message exchange to propagate infonnation. Several
alternative distributed clustering approaches have been
proposed for mobile ad-hoc networks and sensor net­
works. The Distributed Clustering Algorithm (DCA) [20]
assumes quasi-stationary nodes with real-valued weights.
The Weighted Clustering Algorithm (WCA) combines
several properties in one parameter (weight) that is used
for clustering. In [18J, the authors propose using a
spanning tree (or BFS tree) to produce cluS[ers with
some desirable properties. Energy efficiency, however,
is not the primary focus of this work. In [25], the
authors propose passive clustering for use with on·
demand routing in ad-hoc networks. Earlier work also
proposed clustering based on degree (connectivity) or
lowest identifier heuristics [17]. Clustering time com­
plexity in all of the above approaches is dependent on
the network diameter, unlike HEED which tenninates in
a constant number of steps.

LEACH [13] is an application-specific data dissem­
ination protocol that uses clustering to prolong the
network lifetime. LEACH clustering terminates in a
constant number of steps (like HEED), but it does
not guarantee good cluster head distribution and as­
sumes unifonn energy consumption for cluster heads.
In contrast, HEED makes no assumptions on energy
consumption and selects well·distributed cluster heads
(as discussed later). In [23], the authors use LEACH­
like randomized clustering, but they provide methods to
compute the optimal values of the algorithm parameters
a priori. This approach, however, assumes that the nodes
are homogeneously dispersed according to a Poisson
process. It also does not guarantee good cluster head
distribution. In [19], a multi-level hierarchical structure
is proposed, where cluster heads are selected according
to their residual energy and degree. This work, however,
does not give enough practical details, such as how to
combine residual energy and degree to select cluster
heads.

IV. THE HEED PROTOCOL

In this section, we describe our protocol in detail.
First, we define the parameters used in the clustering
process. Second, we present the protocol design and
pseudo-code. Finally, we prove that the protocol meets
its requirements.
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A. Clusrering Parameters

The overarching goal of our approach is to prolong
network lifetime. For this reason. cluster head selection
is primarily based on the residual energy of each node.
Note that residual energy measurement is nm necessary,
since the energy consumed per bit for sensing, process­
ing, and communication is typically known. To increase
energy efficiency and further prolong network lifetime.
we also consider intra-cluster "communication cose' as
a secondary clustering parameter. For example, cost can
be a function of neighbor proximity or cluster density.

We use the primary parameter to probabilistically
select an initial set of cluster heads, and the secondary
parameter to "break ties." A tie in this context means
that a node falls within the "range" of more than one
cluster head, including the situation when two tentative
c1usler heads fall within the same range. To understand
what "range" denotes in our context, observe that a
node typically has a few (e.g., 6) discrete transmission
power levels. As the power level increases, the sphere
of coverage grows. Thus. the clusler range or radius
is determined by the transmission power level used for
intra-cluster announcements and during clustering. We
refer to this as the cluster power level. The cluster
power level should be se[ [0 one of the lower power
levels of a node. to increase spatial reuse, and reserve
higher power levels for inter-cluster communication.
These higher power levels should cover two or more
cluster ranges to guarantee that the resulting inter-cluster
overlay will be connected. If this condition cannot be
satisfied, then clustering is clearly not applicable. The
cluster power level dictates the number of clusters in the
network. It is practically difficult to determine an optimal
cluster power level, because network topology changes
due to node failures and energy depletion.

In case of multiple candidate cluster heads, cluster
heads yielding lower intra-cluster communication cost
are favored. This cost is a function of (i) cluster proper­
ties. such as cluster size, and (ii) whether or not variable
power levels are pennissible for transmission within a
cluster, Le., if each node is allowed to use the minimum
power level to reach its cluster head or if all intra­
cluster communication must use the same power level.
If the power level used for intra-cluster communication
is fixed for all nodes. then the cost can be proportional
to (i) node degree, if the requirement is to distribute

load among cluster heads. or (ii) node ~e9ree' if the
requirement is to create dense clusters. This means that
a node joins the cluster head with minimum degree to
distribute cluster head load (possibly at the expense of
increased interference and reduced spatial reuse). or joins



TABLE I

DEFINITIONS 01' COMMUNICATION COST ACCORDING TO GOALS

AND INTRA-CLUSTER COMMUNICATION POWER

the one with maximum degree to create dense clusters.
We use the terms minimum degree cosr and maximulIl
degree cosr to denote these cost types. Observe that inter­
cluster communication is not incorporated in the cost
function since local information is insufficient in this
case.

Now consider the case when variable power levels are
allowed for intra-cluster communication. Let MinPwri
denote the minimum power level required by a node Vi,

1 :=; i :=; M, to communicate with a cluster head 11., where
M is the number of nodes within the clusler range. We
define the average minimum reachability power (AMRP)
as the mean of the minimum power levels required by
all M nodes. within the cluster range to reach 11., i.e.,

l:M AliJlPwr; .
AMRP = i~J M . If each node IS allowed to
select the appropriate power level to reach its cluster
head, then AMRP provides a good estimate of the
communication cost. The ANlRP of a node is a mea·
sure of the expected intra-cluster communication energy
consumption if this node becomes a cluster head. Using
AMRP as cost in selecting cluster heads is superior to
just selecting the closest cluster head. since it provides a
unified mechanism for all nodes, including cluster heads,
to break ties among tentative cluster heads. If a node
has to select its cluster head among nodes flat including
itself, the closest neighbor within its cluster range (the
neighbor reached using the smallest power level) can
be selected as its cluster head. Table I summarizes the
different options for computing the communication cost.

Goal \ Power

Load
distribulion
Dense clusters

Same

node degree

Minimum

AMRP
node degree
AMRP
closesl node
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and has no direct impact on the final cluS[ers. Before a
node starts executing HEED, it sets its probability of
becoming a cluster head, CHprob , as follows:

CH C Eresidl.lul (I)
prob = prob X E

mox

where Erc$.rlT<ul is the estimated current residual energy
in the node, and E max is a reference maximum energy
(corresponding to a fully charged battery), which is iden­
tical for all nodes. The CHprob value of a node, however,
is nOl allowed to fall below a certain threshold Prnin

(e.g., 10-4). This restriction is essential for terminating
the algorithm in 0(1) steps, as we will show later.

During any step i, i :=; Nsteps. every "uncovered"
node (as defined below) elects itself to become a cluster
head Wilh probability CHprob' After step i, the set of
tcntative cluster heads, SeH, is set to {cluster heads
after step i-I U new heads selected in step i}. A
node VI selects its cluster head (my_clusterJtead) to
be the node with the lowest cost in SCI! (SCH may
include Vi itself if it is selected as a tentative cluster
head). Every node then doubles its CHprob and goes to
the next step. The pseudo-code for each node is given
in Fig. 2. Note that if different power levels can be used
for intra-cluster communication, then line 1 in phase I
must be modified as follows: Discover neighbors within
every power level Pwn :=; Pwre. where PWTc is the
cluster power level. In this case only, we assume that
if cluster head 11. can reach a node V with power level
l, then v can reach u with level l as well. Note also
that if a node elects to become a cluster head. it sends
an announcement message clusterJieadJnsg(NodeJD,
selection status, cosO. where the selection status is set to
tentative_CH. if its CHprob is less than 1, or finaLCH.
if its CHprob has reached 1. A node considers itself
"covered" if it has heard from either a tentative_CH or a
finaLCH. If a node completes HEED execution without
selecting a cluster head that isjinaLCH, it considers itself
uncovered, and announces itself to be a cluster head with
state finaLCR.

B. Protocol Operation

As previously discussed in Section II, clustering is
triggered every Tcp +TNO seconds to select new cluster
heads. At each node, the clustering process requires a
number of iterations (steps). which we refer to as Nsteps.

Every step takes time t e, which should be long enough
to receive messages from any neighbor within the cluster
range. We set an initial percentage of cluster heads
among all nodes N, Cprob (say 5%), assuming that an
optimal percentage cannot be computed a priori. C prob is
only used to limit the initial cluster head announcements,

C. Correctness and Complexity

The protocol provided in Fig 2 meets the requirements
listed in Section II-B. as discussed next.

Observarion J: HEED is completely distributed
(requirement I). A node can either elect to become a
cluster head according to its CHprob• or join a cluster
according to overheard cluster head messages within its
cluster range. Thus, node decisions are based solely on
local infonnation.



Fig. 2. HEED prolocol pseudo-code

II. Repeat
1. !f((SCH f- {v: v is 0 cluster head}) t: r/J)
2. my_dunerJlead f- leost..cosl(SCH)
3. If Illy_clusterJICod = NodelD

4. If (CHl'ro~ = I)
5. C1lIslerJlCodJllsg(NodelDJilial~CH,co.~t)

6. is-filloLCH f- TRUE

7. Else
8. CflisterJwad.JIIsg(NodelD,lemarive_CH, cost}

9. El.~elf(CHprob = I)
10. ClllsterJleodJIIsg(Node1DJillof_CH, cost)

11. is-fil/oLCH r TRUE

12. Eisel! ROlldom(O,1) ~ CHprob
13. ClusterJlead.JIIsg( NodelD,tellfative_CH,cost)

14. CHl'r.rJio,,~ r CHprob
15. CHprob r 11lill(CHpro~ x 2, 1)

Until CHprevious = 1

III. Finalize
1. If(is-finaLCH = FALSE)

2. If ((ScH r {v: v is a final cluster head}) t: r/J)
3. my...clusterJleod r least...cosl(SCH)

4. join..cluster(clllsrerJwadJD, Node/D)

5. Else ClllsrerJleadJlISg(NodelD, fillal_CH, cost)

6. Else ClusterJleadJIIsg(NodeID, fi"ol_CH, cosr)

Lemma 1: HEED terminates in Nalepa = 0(1} steps
(requirement 2).

Proof. The worst case occurs when a node has a very
low Eresidua/. This node will start executing HEED with
CRprob set to Pmin. However, GHprob doubles in every
step, and phase II of the protocol tenninates one step
(iteration) after CHprob reaches 1. Therefore,

2N •••".-1 xp . > 1mtn _
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of steps can be bounded by a reasonable constant
(requirement 2). For example, for Pm!n = 1O-~, a
low-energy node will need 15 steps in phase II. When
Eresidua/ is close to E max, the number of steps is much
lower, and depends on the value of Cprob. For example,
for Gprob = 5%, high-energy nodes will exit HEED in
only 6 steps. Thus, nodes with high residual energy
will terminate HEED earlier than nodes with lower
residual energy. This allows low energy nodes to join
their clusters.

Lemma 2: At the end of phase III of the HEED
protocol, a node is either a cluster head or a regular
node mat belongs to a cluster (requirement 3).

Proof. Assume that a node terminates its execution of
HEED without electing to become a cluster head or
joining a cluster. This implies that the condition in line
1 of phase III is satisfied, while the condition in line 2
is not satisfied (hence, line 4 is not executed). In this
case, line 5 will be executed, and the node will become
a cluster head, which is a contradiction. 0

Observation 2: After executing HEED, a node is
covered by at most one cluster head.

Lemma 3: HEED has a worst case processing time
complexity of O(N), where N is the number of nodes
in the network (requirement 4).

Proof. Phase I in the HEED protocol takes a processing
time of at most N to compute the cost, if the cost
definition is the AMRP. Similarly, phase III also takes
a processing time of at most N to arbitrate among the
nodes which declared their willingness to be cluster
heads with state jinaLCH. For Phase II, the time taken
to arbitrate among cluster heads (for all passes) is at
most Naleps x N cluster heads. From Lemma I, Nalepa
is a constant. Therefore, the total time is still O(N). All
other steps have an 0(1) time complexity. Therefore,
the toral processing complexity is O(N). 0

Lemma 4: HEED has a worst case message exchange
complexity of O(N), where N is the number of nodes
in me network (requirement 4).

With the appropriate choice of the minimum
probability of becoming a cluster head, the number

and hence
1

Nalepa ~ rlog2--1 + 1
Pmin

Therefore, Nalepa ~ 0(1).

(2)

o

Peoof. During the execution of HEED, a tentative
cluster head generates at most Nsleps cluster head
messages. Hence, the number of these messages in the
network is upper-bound by NsLepa X N. A regular node
is silent until it sends a join message to a cluster head.
The number of these join messages is strictly less than



(4)

N, since at least one node will decide to be a cluster
head with state finaLCH during the clustering process.
Therefore, the number of messages exchanged during
lhe clustering process is D(N). 0

Lemma 5: The probability that two nodes within each
other's cluster range are both cluster heads is small, Le.,
cluster heads are well-distributed (requirement 5).

Proof. Consider the following worst case scenario. As­
sume that Vl and V2 are two isolated neighboring nodes
(i.e., each one does not have any other neighbor in close
proximity). We compute the probability, Pn/1p that at the
end of phase III, both of them are cluster heads (we
assume that they are fully synchronized). Assume that
neither of the Lwo nodes decides to be a cluster head
before its CHpro/1 reaches 1. Otherwise, one of them
will concede to the other. Two cases may occur in this
scenario:

Case 1: The CHprob values of VI and V2 are different
enough such lhat they do not execute the same number
of steps in phase n. Without loss of generality, assume
Lhat CH1Jrobl > CHprob2. In this case, VI will elect
to become a cluster head with state fi"aLCH before
V2. Hence, V2 will receive a cluster head message and
register with VI. The same argument applies for unsyn­
chronized nodes, because they will likely terminate their
computations at different times. That is why we state
in Section II-A that synchronization is nOL critical for
HEED operation.

Case 2: VI and V2 will execute the same number of
steps in phase n. In this case, at any step i < N..tcps,

neither VI nor V2 decides to be a cluster head with
probability Pi = (1- CHprobl)(I- CHprob2)' Letprobl

denote the initial CHprobl> and prOb2 denote the initial
CHprob2' During step i, 0 ::; i ::; Nsteps - 2, the current
CHprobi = prob l x 21 and CHprob2 = prab2 x 2i . Let
Pnbr be the probability that neither VI nor V2 elects to
become a cluster head at any step i:

N,'cp.-2

Pnbr = II (1 - prabl x 2i )(1 - prab2 x 21
) (3)

i=O

When prabl = pro~ = p, we get

(pog!l-l)
, 2

Po" = II (1 - P x 2')
i=O

With typical values of the initial CHprob for all
nodes, the probability Pnbr is very small. For exam­
ple, for p=3%, the resulting Pnbr=O.OOOI6, while for
p=5%, the resulting Pnbr=O.006. A loose upper bound for

2 ( 2 l 2 l[lapJ.l-'»)
Eq. (4) is Pnbr < e- p 1+ +, +...+ " , or Pnbr <

7

( rla~J.l )
e-2p 2 p -1 . This probability, however, is expected to
be much smaller in practical situations, in which a node
is likely to have more than one neighbor. In addiLion,
similar starting CHprob values will not be the common
case after the network operates for a few rounds. 0

In all aUf experiments in Section V, no two neigh­
boring nodes were chosen as cluster heads in HEED
(note that centralized approaches to achieve this, such
as graph coloring algorithms, are of course unsuitable in
this case). This property remained valid with different
transmission ranges, variable node density, and different
cost types.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the
HEED protocol via simulations. Unless otherwise speci­
fied, we assume that 1000 nodes are unifonnly dispersed
inlO a field with dimensions 2000 x 2000. We set the
minimum probability for becoming a cluster head <Pmin)
to 0.0005. In this case, the maximum number of steps
that HEED may take at any node is 12 (according to
Lemma I). Initially, CHprob = Cproh = 5% for all
nodes. Wireless transmission laws dicLate that power
attenuation be proportional to the square of the cov­
ered distance (assuming fixed transmission power). If
the distances are small (hundreds of meters), then the
power attenuation can be assumed to be linear with the
transmission radius [31]. Practically, other factors may
also affect the received power, such as noise or physical
obstacles. For simplicily, we assume the absence of these
factors in our experiments, and therefore use the distance
between nodes to account for the required transmission
power level among them. We vary the cluster radius
(range) from 25 to 400 to study how the protocol works
with low to high coverage ranges. Every result shown is
the average of 100 experiments. Each experiment uses
a different random1y~generated topology, where each
node is assigned a different randomly-generated residual
energy level between 0 and 1 Joule (1). Residual energy
is discretized into 20 levels to increase ties.

We compare HEED to a generic weight-based cluster­
ing protocol that is suitable for quasi-stationary ad-hoc
networks. DCA [20] and WCA [21] are examples of such
weight-based clustering. In our experiments, the real­
valued weight used for generic clustering is simply the
node residual energy. During any step of the clustering
process, a node does not make a decision about which
cluster to join (or if it should become a cluster head
itself) unlil all neighboring nodes with higher weights
have already decided (similar to DCA (20)). This generic
clustering (GC) protocol is a good baseline for compar­
ison because it has the following features:
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• Clustering is distributed and only based on local
information,

• Selected cluster heads are guaranteed to be the
nodes with the highest weights (residual energy)
within their clusters,

• A node is associated with only one cluster head,
• No underlying assumptions about node dispersion

in the field are made,
• The number of steps of the protocol is a func­

tion of network diameter, similar La most currently
proposed clustering approaches in mobile ad-hoc
networks,

• The time and message complexities are O(N), and
• It is guaranteed that no two cluster heads are

neighbors, Le. cluster heads are well-dislributed in
the network field.

B. Cll/ster Head Characteristics

The number of selected cluster heads varies according
to the specified cluster radius. The smaller the radius, the
larger the required number of cluster heads to fully cover
the entire network. HEED cluster heads are comparable
to those selected by GC in terms of number, distribution,
and energy availability. Lemma 5 proves that the selected
cluster heads in HEED are well-distributed. Fig. 3(a)
shows that the average number of cluster heads selected
by both GC and HEED (with different cost types) are
almost identical. This is not surprising, since both GC
and HEED tend to select cluster heads that are not
neighbors within a cluster radius. The percentage of
cluster heads is very high (80%) for very small cluster
ranges, and becomes smaller as the range increases.

Fig. 3. CharaclcrisLics of selected clusLer heads

C. Cluster Characteristics

Application requirements dictate which cluster char­
acteristics are favored in particular contexlS. If it is
required to balance load on cluster heads, then it is
important to have clusters with small variance in the
number of nodes they cover. Fig. 4(a) illustrates the
standard deviation of the number of nodes per cluster for
each cost type (cost types were defined in Seclion IV·
A). The maximum degree cost type and GC show similar

In HEED, tentative cluster heads are randomly se­
lected based on their residual energy. Therefore, HEED
cannot guarantee optimal head selection in tenns of
energy, since it uses the secondary parameter to resolve
conflicts. GC, a weight-based approach, does guarantee
that the highest energy node will be the cluster head
within its cluster range. Fig. 3(b) compares the two
protocols in terms of residual energy. The results show
that the cluster heads selected by HEED have high
residual energy, and their average residual energy is not
far lower than that with GC (at most 12% difference).

(b) Average residual energy per
duster head

(a) Percentage of duster heads

We compare the number of steps required for HEED
and GC protocols to terminate. As previously discussed,
the number of steps in HEED can be deterministically
computed using Lemma 1, which is independent of
the cluster radius. For Ge, the number of steps grows
quickly as the cluster radius increases. This can be
attributed to LIte fact that a larger cluster radius implies
more neighbors for each node. Thus, a node will have
to wait longer for higher weight nodes to decide which
clusters to join. Our experiments show that GC takes
only 3 steps to terminate for a cluster radius of 25.
The number of steps, however, grows to 85 for a cluster
radius of 400. HEED takes 6 steps to tenninate for all
cluster ranges.

In this section, we compare HEED to the GC protocol
in terms of: (i) number of steps required for the clustering
process, (ii) ratio of the number of clusters to the number
of nodes in the network, (iii) ratio of clusters with more
than one node to the number of clusters, (iv) standard
deviation of the number of nodes in a cluster, and
maximum number of nodes in a cluster, and (v) average
residual energy of the selected cluster heads. We also
study the case where nodes are not fully synchronized.
Observe that clustering metrics proposed in literature,
such as Calinski's criterion [32], within-scatter [33], and
the Bayesian Information Criterion (BIC) [34] are not the
best metrics for our evaluation. This is because they are
not easy to adapt to multiple heterogeneous parameters,
like residual energy and node degree. In addition, these
metrics favor a smaller number of compact clusters,
which is not necessarily our goal in all cases.

A. Steps to Tenlli,late
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(a) Standard deviation of number of
nodes/cluster

Fig. 4. Characteristics of dus!crs

(b) Percentage of non-single-node clus­
ters

(c) Ratio of maximum number of nodes
in a HEED cluster to a GC cluster

results. FOT minimum degree cost, the standard deviation
is the lowest, because ties are broken by joining the
smaller degree node, thus balancing the cluster sizes.
AMRP results lie between the two exlremes. Therefore,
AMRP provides a a compromise between load balancing
and cluster density.

Another appealing cluster property is minimizing clus­
ters with only a single node (the cluster head). Single­
node clusters arise when a node is forced to represent
itself (because of not receiving any cluster head mes­
sages). A cluster may also contain a single node if
this node decides to act as a cluster head, and due to
cost definition, all its neighbors regisler themselves with
other cluster heads. Fig. 4(b) illustrates the percentage
of clusters with more than one node. The figure shows
that HEED produces a higher percenlage of non-single­
node clusters than GC for all cost types. It is also
worth mentioning that minimum degree cost results are
superior to all other types because it balances cluster
SIzes.

We also consider the maximum number of nodes in
a cluster. Fig. 4(c) shows that the maximum number of
nodes in a cluster in HEED is on the average smaller
than that of GC for all cost types, but especially for the
minimum degree cost. Together with the results about
variance in the number of nodes in a cluster, presented in
Fig. 4(a), we can conclude that HEED produces balanced
clusters.

It is imponant to note that we have repealed all
our previous experiments wilh highly non-uniform node
dispersion. We find that HEED performance relative to
GC remains the same. We also observe thal the average
percentage of cluster heads is much lower in lhe non­
unifonn case lhan in the unifonn case. This is at the
expense of a much higher variance in the number of
nodes per cluster. Moreover, the average residual energy
of clusler heads is slightly higher (on the average) in the

case of non-uniformly dispersed nodes. This applies to
both GC and to HEED with different cost types.

D. Node Syllchrollization

In Section II-A, we claimed that node synchronization
is not critical for the operation of HEED. We argued
why this claim holds in the proof of Lemma 5 (Case 1).
We have conducted a number of experiments lo study
the effect of synchronization on the average cluster head
energy. To compare with a non-fully synChronized (i.e.,
pseudo-synchronized) case, we assume that every node
starts the clustering process randomly within a 3 x tc
interval, i.e., wilhin 3 steps of the start of clustering
process. This is a reasonable choice since using Cprob =
0.05 implies that phase II tenninates in 6 steps in the case
of a fully-charged baltery. Fig. 5 illustrates the average
cluster head energy for nelworks with synchronized
versus pseudo-synchronized nodes (labeled "unsynch").
Results indicate that the selected cluster heads in both
cases have comparable residual energy. Results for other
cluster and cluster head characteristics were also found
to be similar to those presented above.
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f •..
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AJAP .•met>
" Min <leg,,,,, .sync!l
]; 0.' Max m:"" .sync!l

~
lIMA • ""'rnch

0,55 Min 009''''' . unsynch
Max 009'''''· ......ynch, ,

;; " " '00 '"
,,, ~, <00

CI.... lc' rodiU5 (mol.'S)

Fig. S. HEED average clusler head energy for synchronized and
pseudo-synchronized nodes
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TABLE II

SIMULATION PARAMETERS

protocol is assumed to propagate node residual energy
throughout the network. Although this approach requires
extensive message exchange (for residual energy infor­
mation), it selects better cluster heads than the original
LEACH, and thus prolongs network lifetime. A node ex­
ecuting opt-LEACH elects itself to become a cluster head
at time t with probability CHprob(t), where CHprob(t)
= mln(:';}'~)1 xk, 1). Here, E i is the residual energy of

node i, and EtD!al = z:::f::t E,(t).

Most of our simulation parameters are similar to
those in [13], and are listed in Table VI. In the simple
radio model that we use, energy is expended to serve:
(i) digital electronics, Ee/cc, (actuation, sensing, sig­
nal emission/reception), and (ii) communication, Eamp .

Eamp varies according to the distance d between a sender
and a receiver: Eamp = E/8 assuming a free space model
when d < do, while Eamp = Emp assuming a multipath
model when d 2: do, where do is a constant distance
that depends on the environment. To transmit nb bits for
a distance d, the radio expends nb(Eelec + E amp x cF)
J, where n = 2 for d < do, and n = 4 for d ~ do.
To receive nb bits at the receiver, the radio expends
nb x Eelct: J. This energy model assumes a continuous
function for energy consumption.

A node is considered "dead" if it has lost 99.9% of
its initial energy. For HEED, 5% is used as an initial
tentative percentage of cluster heads (Cprob). For opt­
LEACH, kopt was selected to be II for 300-700 node
networks, which falls in the range of kopt computed
according to [13]. Fig. 6 compares nelwork lifetime with
HEED to opt~LEACH, where network lifetime is the
time until the last node dies. HEED clustering clearly
improves network lifetime over opt-LEACH clustering
for all cost types. This is because opt-LEACH randomly
selects cluster heads (and hence cluster sizes), which
may result in faster death of some nodes. This is avoided

ValueOur approach can be used for constructing energy­
efficient hierarchies for routing protocols, in which
higher tier nodes should have more residual energy. Our
approach can also be effective for sensor applications
requiring efficient data aggregation. This is because
prolonging network lifetime is especially important for
unattended networks used in environmental monitoring.
We consider one such application, LEACH [13J, in this
section.

In [13], a distributed clustering protocol for micro­
sensor networks (LEACH) was introduced for prolong­
ing the network lifetime. LEACH was proposed for
an application in which sensor nodes are randomly
distributed on a grid-like area and are continuously
sensing the environment to send reports to a remote sink
(e.g., observerlbase station). The application assumes
that nodes are equally significant and data aggregation is
possible. LEACH clustering proved to be 4x to 8x more
effective in prolonging the network lifetime than direct
communication or minimum energy tmnsfer (shortest
path multi-hop routing).

In LEACH, a node elects to become a cluster head
according to a target number of cluster heads in the
network and its own residual energy. This can be per­
fanned in a single step if the node blindly elects itself
according to whether or not it has previously acted as a
cluster head. Another option is for a node to elect itself
according the ratio of its residual energy to the total
residual energy in the network. This approach, however,
requires lhat residual energy of all nodes be propagated
throughout the entire network, and thus has a higher
communication overhead. LEACH clustering starts by
computing the optimal number of clusters in the network
kopt , which is a function of the propagation model,
energy consumed per bit, number of nodes, grid length,
and distance between the cluster heads and the sink.
When clustering is triggered, certain nodes broadcast
their willingness to become cluster heads, and regular
nodes join clusters according to cluster head proximity.
Each cluster head then creates a TDMA schedule for its
nodes and broadcasts it. Every node sends its data to its
cluster head according to lhe specified TDMA schedule.
Direct Sequence Spread Spectrum (DSSS) codes are
used to minimize inter-cluster interference (therefore, we
ignore collisions in our simulation). Each cluster head
fuses the data it receives from its nodes into one frame
and sends it to the sink. Clustering is triggered every
Ntriyyer IDMA frames.

We compare our HEED clustering to an optimized
LEACH (opt-LEACH) approach in which the routing

Parameter
Network grid
Sink
Threshold distance (do)
Cluster radius
Ed~~

'I_
'm,
B/,..ion
Data packct S17-C

Broadcasl packct sizc
Packet header size
Round (Nl,,;yy.,,)
Initial energy

From (0,0) to (100,100)
At (50.175)
15m
25m
50 TIJ/bit
10 pJ/bit/m2

0.0013 pJ/bit/m4

5 nJ/bit/signa[
100 bytcs
25 bytes
25 bytcs
5 TDMA framcs
2 J/ballery
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in HEED because final cluster heads are selected such
lhat they are well-distributed across the network and
communication cost is minimized. When we measure
the number of rounds until the first node dies, we find
that the first opt-LEACH node dies after approximately
150 rounds, while the first HEED node only dies after
350-550 rounds.

BOO ..../ ~_--+--0 _
750 --- ---- -------------------- --

Ml,---C=--=--~-=_c_~
300 3l\O 460 5011> 620 7(lO

Nuni><!' cI node.

Fig. 6. Network lifetime using HEED and opt-LEACH (Iusl node
death)

the closest point to it on the network. The number of
nodes was fixed at 500. Fig. 8 shows that HEED prolongs
network lifetime, compared to opt-LEACH and to direct
communication. Network lifetime severely deteriorates
when using direct communication as the distance in­
creases, which emphasizes the advantages of network
clustering. Using direct communication may be tolerable
only when the sink is very close to the network (which
is not the case in this application), to avoid c1uslering
overhead.

Fig. 7. Ralio of energy used in clustering to tmal dissipaled energy

300 360 400 541> ll20 700

N1Jmbc!r cI nodes

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented an energy-efficient
distributed clustering approach for ad-hoc sensor net­
works. Our approach is hybrid: cluster heads are ran­
domly selected based on their residual energy, and nodes
join cluslers such that communication cost is minimized.
Based on this approach, we have introduced the HEED
protocol, which terminates in a constant number of steps,
independent of the network diameter. HEED operates
in quasi-stationary networks where nodes are location­
unaware and have equal significance. No assumptions are
made about the node dispersion or density in the field.
Simulation results show that HEED prolongs network
lifetime, and the clusters it produces exhibit several
appealing characteristics. HEED parameters, such as the
minimum selection probability and network operation
interval, can be easily tuned to optimize resource usage
according to the network density and application require­
ments.

Our approach can be applied to the design of several
types of sensor network protocols that require energy ef­
ficiency, scalability, prolonged network lifetime, and load
balancing. Although we have only provided a protocol
for building a single cluster layer, we can extend the
protocol to multi-level hierarchies. This can be achieved
by recursive application at upper tiers using bottom­
up cluster formation (similar lo [23])_ We are currently
investigating cluster size constraints in HEED. We are

Fig. 8. Network lifetime for a SOD-node network as the sink travels
farther
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We also measure the energy consumed in clustering as
a fraction of the total dissipated energy in the network.
For opt-LEACH, we assume that at the end of each
round, each node sends its residual energy information
to its cluster head, which aggregates this information and
broadcasts it across the network using only one message.
Fig. 7 illustrates the energy ratio for different numbers
of nodes (the results of the three HEED cost types
are almost superimposed). HEED expends less energy
in clustering than opt-LEACH, although its clustering
process requires more than one step for each node. This
can be attributed to the energy consumed by opt-LEACH
for propagating residual energy information..'

I
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Finally, we study the effect of the distance between
the sink and the network on the network lifetime (using
the "last node death" definition of network lifetime). In
this experiment, we compute the number of rounds in
which the network was alive using different HEED cost
types, opt-LEACH, and direct communication. We fix
the x-coordinate of the sink and varied its height (y­
coordinate). The distance is computed from the sink to



also incorporating HEED into a multiple hop power­
aware routing model for sensor networks with mulliple
external mobile observers.

ACKNOWLEDGMENTS

We are graleful to Gopal Panduranagan (Purdue Uni·
versity) for his valuable comments on this work.

REFERENCES

111 D. Estrin, L. Girod, G. Pottie, and M. Srivastava, "Instrument­
ing the World with Wireless Sensor Networks," in lIuema­
tiollal COIiference 011 Acoustics, Speech, alld Sigllal Processillg
(ICASSP 2001), Sail Lake City, Ulall, May 2001.

12J G. J. Pottie and W. J. Kaiser, "Wireless Integrated Newtork
Sensors," Coml/lI/1licariol1s o/Ihe ACM, vol. 43, no. 5, pp. 51­
58, May 2000.

13] S. Singh and C. Raghavendra, "PAMAS: Power Aware Multi·
Access protocol with Signalling for Ad Hoc Networks," ACM
Compliler COl/lIIl1l/licalioll Rel'ie1\', vol. 28, no. 3, pp. 5-26, July
1998.

{4] Katayoun Sohrabi, Jay Gao, Vishal Ailawadhi. and Gregory J.
Pottie, "Protocols for Self-Organization of a Wireless Sensor
Network," IEEE Personal COli/III. Mas., vol. 7, no, 5, Oel. 2000,

15] Z. Haas and S. Tabri"f.i, "On Some Challenges and Design
Choices in Ad-Hoc Communications," in IEEE MILCOM'98,
October 1998.

[6] W. Yeo J. Heidenmann, and D. Estrin. "An Energy-Efficient
MAC Protocol for Wireless Sensor Networks." in Proceedillgs
oJ IEEE INFOCOM, New York, NY, June 2002.

[7] V. Kawawa and P. R. Kumar, "Power Control and Clustering in
Ad Hoc Networks:' in Proceedillgs oj IEEE lNFOCOM, April
2003.

[8] S. Narayanaswamy, V. Kawadia., R. S. Sreenivas, and P. R.
Kumar, "Power Control in Ad-Hoc Networks: Theory, Ar­
chilecture, Algorithm and Implementalion of the COM POW
protocol," in Proceedillgs ojEuropeoll Wireless 2002. Next Gen­
eratioll Wireless NetlVorks: Teclinologies, Protocols, Services
WId Applicatiolls, February 2002, pp. 156-162.

[9J 1. Gomez, AT Campbell, M. Naghshineh, and C. Bisdikian,
"Conserving Transmission Power in Wireless Ad Hoc Net­
works," in Proceedillgs oj ICNP'Ol, November 2001.

[10] C. Intanagonwiwal, R. Govindan, and D. Estrin, "Directed
Diffusion: A Scalable and Robust Communication Par.ldigm for
Sensor Networks," in Proceediugs 0/ ACM/IEEE MOBICOM,
2000.

[11] J. Kulik, W. Rabiner Heinzelman, and H. Balakrishnan,
"Negotiation-Based Protocols for Dissernimlting Information in
Wireless Sensor Networks," ACM Wireless NetlVorks, vol. 8.
no. 2-3, pp. 169-185, 2002.

[12J Jae-Hwan Chang and Lcandros Tassiulas, "Energy conserving
routing in wireless acl-hoc networks," in Proceediugs oJ IEEE
INFOCOM, Tel Aviv, Israel, Mar. 2000.

[13J W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan,
"An Application-Specific Protocol Architecture for Wireless
Microsensor Networks," IEEE Trallsactions 011 Wireless CO/U­
1I11111icatiolls, vol. I, no. 4, pp. 660--670, October 2002.

[14J A. Cerpa and D. Eslrin, "ASCENT: Adaptive Self.Configuring
Sensor Networks Topologies," in Proceedings 0/ IEEE INFO­
COM, New York, NY, June 2002.

(15) Y. Xu, J. Heidemann, and D. Eslrin, "Geography-informed
Energy Conservation for Ad Hoc Rouling," in Proceedings of
Ihe ACMlIEEE Imemotional ConJerence all Mobile Computing
and NetworkillS, Rome, ItalY, July 2001, pp, 7Q-84.

,

12

[16] B. Chen, K. Jamieson, H. Balakrishnan, and R. Morris.
"Span: an Energy-Efficicnt Coordination Algorithm for Topol­
ogy Maintenance in Ad Hoc Wireless Networks," ACM Wireless
Networks. vol. 8, no. 5, September 2002.

[17] C. R. Lin and M. Gerla, "Adaptive Clustering for Mobile
Wireless Networks," in fEEE J. Selecl. Areas COI/IIIUIII.,

September 1997.
118] S. Banerjee and S. Khuller, "A Clustering Scheme for Hierar­

chical Conlrol in Multi-hop Wireless Networks," in Proceedillgs
oJ IEEE INFOCOM, April 2001.

[19] D. Estrin, R. Govindan, 1. Heidemann, and S. Kumar, "Next
century challenges: scalable coordination in sensor networks,"
in f'roceedi"gs oJ ACM/IEEE MOHICOM, August 1999.

[20J S. Basagni. "DistribUled Clustering Algorithm for Ad-hoc Net­
works," in hI/emotional SymposiulII tJIr Parallel Arcllirecmres,
Algorilhms, alld Networks (I-SPAN), 1999.

[21} M. Challcrjee, S. K. Das, and D. Turgut, "WCA: A Weighted
Clustering Algorithm for Mobile Ad Hoc Networks," Clrrsler
Complllil/g. pp. 193-204. 2002.

[22] T. J. Kwon and M. Gerla, "Clustering with Power Control," in
rroceedill8 oJ MilCOM'99, 1999,

[231 S. Bandyopadhyay and E. Coyle, "An Energy-Efficient Hierar­
chical Cluslering Algorithm for Wireless Sensor Networks," in
Proceedillgs oJ IEEE INFOCOM, April 2003.

[24] A. D. Amis, R. Prakash, T. H. P. Vuong, and D. T. Huynh,
"M(I};-Min D-Cluster Formation in Wireless Ad Hoc Networks,"
in Proceedings 0/ fEEE INFOCOM, March 2000.

[251 M. Gerla, T. J. Kwon, and G. Pei, "On Demand Routing in
Large Ad Hoc Wireless Networks with Passive Clustering," in
Proceedillg oj WCNC, 2000.

[26] F. Ye, H. Luo, J. Chung, S. Lu. and L. Zhang, "A 1\vc-Tier
Data Dissemination Protocol for Large-Scale .Wireless Sensor
Networks," in Proceedi/lgs oJACMIlEEE MOBICOM, Atlanta,
Georgia, September 2002.

[27] Alec Woo and David Culler, "A transmission control scheme
for media access in sensor networks," in Proceedillgs oJ Ifle
ACMIIEEE: MOBICOM, 2OCH.

{28] D. Brnginsky and D. Estrin, "Rumor Routing Algorilhm for
Sensor Networks," in Proceedillgs oj the First Workshop 011

Sensor Networks and Application (WSNA'02). September 2002.
[29] Z. 1, Haas, M. R. Pearlman, and P. Samar, 'The Zone Routing

Protocol (ZRP) for Ad-hoc Networks," in Inremel Draft, draft­
ierj-lIIanel-UJlle-zrp-04.txr, luly 2002.

[30J J. Han and K. Micheline, Data Minillg Concepts alld Tech­
niques, Morgan Kauffman, 2001.

[31J W. C. Y, Lee, Mobile Cellufar Telecon1ll11ll1icatiolls, McGraw
Hill, 1995.

[32] R. B. Calinski and J. Harabasz, "A Dendrile Method for Cluster
Analysis," Conr/llllllicalions in Statistics. vol. 3, pp. 1-27. 1985.

[33] G. W. Mulligan and M. C. Cooper, "An Examination of
Procedures for Determining the Number of Clusters in a Dala
Set," Psychomelrika, vol. 50, pp. 159-179, 1985.

[34] G. Schwartz, "Esatimating the dimension of a model," An/lals
of slarisrics, vol. 6, pp. 461-464, 1978.


	Distributed Clustering for Scalable, Long-Lived Sensor Networks
	Report Number:
	

	tmp.1307986960.pdf.zOwIX

