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Abstract

The Lempel-Ziv parsing scheme finds a wide range of applications, most notably in data compression and algorithms on words. It partitions a sequence of length \( n \) into variable phrases such that a new phrase is the shortest substring not seen in the past as a phrase. The parameter of interest is the number \( M_n \) of phrases that one can construct from a sequence of length \( n \). In this paper, for the memoryless source with unequal probabilities of symbols generation we derive the limiting distribution of \( M_n \) which turns out to be normal. This proves a long standing open problem. In fact, to obtain this result we solved another open problem, namely, that of establishing the limiting distribution of the internal path length in a digital search tree. The latter is a consequence of an asymptotic solution of a multiplicative differential-functional equation often arising in the analysis of algorithms on words. Interestingly enough, our findings are proved by a combination of probabilistic techniques such as renewal equation and uniform integrability, and analytical techniques such as Mellin transform, differential-functional equations, de-Poissonization, and so forth. In concluding remarks we indicate a possibility of extending our results to Markovian models.
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1. INTRODUCTION

The primary motivation for this work is the desire to understand the asymptotic behavior of the fundamental parsing algorithm on words due to Lempel and Ziv [27]. It partitions a word into phrases (blocks) of variable sizes such that a new block is the shortest subword not seen in the past as a phrase. For example, the string 11001001001001000 is parsed into \((1)(10)(0)(101)(00)(01)(000)(100)\).

These parsing algorithms play a crucial role in universal data compression schemes and its numerous applications such as efficient transmission of data (cf. [26, 27]), estimation of entropy (cf. [25]), discriminating between information sources (cf. [7]), test of randomness, estimating the statistical model of individual sequences (cf. [16]), and so forth. The parameters of interest to these applications are: the number of phrases, the number of phrases of a given size, the size of a phrase, the length of a sequence built from a given number of phrases, etc. But, by all means the most important parameter is the number of phrases that is used to obtain the compression ratio in a universal data compression (cf. [3]), while its distribution is needed in the analysis of other parameters of the Lempel-Ziv scheme (e.g., redundancy rate [21], length of a phrase [14], and so forth).

In this paper, we shall study the number of phrases \(M_n\) constructed form a word of a fixed length \(n\) in a probabilistic framework. We assume that the word is generated by a probabilistic memoryless binary source (extension to finite non-binary alphabet is simple). That is: symbols are generated in an independent manner with "0" and "1" occurring respectively with probability \(p\) and \(q = 1 - p\). If \(p = q = 0.5\), then such a probabilistic model will be further called the symmetric Bernoulli model; otherwise we refer to the asymmetric Bernoulli model.

Aldous and Shields [1] attested that obtaining the limiting distribution of the number of phrases is a difficult problem. They solved it only for the symmetric Bernoulli model. The authors of [1] wrote: "It is natural to conjecture that asymptotic normality holds for a larger class of processes ... . But in view of the difficulty of even the simplest case (i.e., the fair coin-tossing case we treat here) we are not optimistic about finding a general result. We believe the difficulty of our normality result is intrinsic ... ." We settle the conjecture of [1] in the affirmative for the asymmetric Bernoulli model, and in concluding remarks we indicate a possibility of extending our findings to Markovian models. Actually, we do more, and provide solutions to some other problems that have been open up-to-date, namely: the limiting distribution for internal path lengths in digital trees (cf. [1, 11, 15]), the number of parsings of given length built from a fixed number of words (cf. [7]), and probabilistic behavior of the Lempel-Ziv code redundancy (cf. [16, 21]).
All of these problems are solved in a uniform manner by a combination of probabilistic and analytical methods. We apply the renewal equation (cf. [2]) to reduce the problem of finding the number of phrases in the Lempel-Ziv scheme to another problem on digital search trees, namely that of finding the limiting distribution of the internal path length in a digital search tree built from a fixed number of independent words.

The reader is referred to [11, 15] for discussion and definition of the digital trees, however, for the reader's convenience we show in Figure 1 the digital search tree associated with the word mentioned at the beginning of this section. In particular, the root of the tree is empty (i.e., we start parsing with an empty phrase). All other phrases of the Lempel-Ziv parsing algorithm are stored in internal nodes. When a new phrase is created, the search starts at the root and proceeds down the tree as directed by the input symbols exactly in the same manner as in the digital tree construction, that is, symbol “0” in the input string means move to the right and “1” means proceed to the left. The search is completed when a branch is taken from an existing tree node to a new node that has not been visited before. Then, the edge and the new node are added to the tree. The phrases created in such a way are stored directly into the nodes of the tree. In passing, we note that for a word of fixed length, \( n \), the size of the associated digital search tree is random, and this fact gives a new twist to the analysis of digital trees (cf. also [14]).
Second-order properties, such as limiting distributions and large deviation results of the Lempel-Ziv scheme, have been scarcely discussed in the past with a notable exception of the work of Aldous and Shields [1] who studied the symmetric model. Recently, Louchard and Szpankowski [14] obtained the limiting distribution of a randomly selected phrase length in the Lempel-Ziv scheme.

On the other hand, digital search trees (built from a fixed number of independent words!) have been quite thoroughly investigated in the past (cf. [4, 5, 10, 11, 13, 14, 22]). In particular, Knuth [11], and Flajolet and Sedgewick [4] introduced analytical methods in the analysis of digital search trees. This was continued by Flajolet and Richmond [5], Louchard [13], and Szpankowski [22]. None of these papers, however, deals with second order properties of the internal path length in digital search trees, which is main object of our study. Only very recently, Kirschenhofer, Prodinger and Szpankowski [10] obtained an asymptotic expression for the variance of the internal path length in the symmetric Bernoulli model (in fact, this allowed to close the gap in the Aldous and Shields analysis by deriving the leading term in the variance of the number of phrases in the Lempel-Ziv parsing scheme). The authors of [10], however, could not extend their results to the asymmetric model. We not only provide such an extension, but we carry out this analysis to obtain the limiting distribution for the internal path length.

The paper is organized as follows. In the next section we present all our main findings concerning digital search trees and the Lempel-Ziv scheme. All proofs are delayed till Section 3 which is of its own interest. In this section, we present a methodology that leads to an asymptotic solution of a functional-differential equation that often arises in other problems of engineering and science.

2. MAIN RESULTS

We recall that the associated tree constructed during the course of the Lempel-Ziv parsing algorithm (cf. Figure 1) is a digital tree built from a random number of words (phrases). We apply renewal equation to show that the limiting distribution of the internal path length in a digital search tree built from a fixed number of independent words directly implies the limiting distribution of the number of phrases $M_n$ in the Lempel-Ziv parsing scheme. In the sequel, we first carry out our analysis for digital trees, and then provide necessary tools to derive the limiting distribution of $M_n$.

Let us first consider a digital search tree built from $m$ statistically independent words (of possibly infinite length) each generated according to the Bernoulli model. We leave the root empty, and store the next word in the first available node, as discussed above (cf. [11, 15]).
Let $D_m(i)$ be the length of a path from the root to the $i$th node containing this word. In fact, observe that $D_m(i) = D_i(i)$ for $m \geq i$ since the position of the $i$th node does not depend on words inserted after it. We define the internal path length as $L_m = \sum_{i=1}^{m} D_i(i)$.

Hereafter, we shall consistently use $n$ as the length of a single word to be parsed according to the Lempel-Ziv scheme, and $m$ as the number of words used to construct an independent digital search tree.

We infer probabilistic behavior of $L_m$ from its generating function. Thus, we apply "analytical approach" to the problem. Define for complex $u$ and $z$ the following generating functions $L_m(u) = E u^{L_m}$ and $L(z, u) = \sum_{m=0}^{\infty} L_m(u) z^m/(m!)$. We also set $L(z, u) = L(z, u) e^{-z}$ which can be interpreted as the generating function of the internal path length in a family of digital search trees built from a random number of words that is distributed according to a Poisson distribution with mean $z$. Observe that this is a standard poissonization trick but disguised in a generating function form. One expects a simpler equation for $L(z, u)$ than for $L_m(u)$, and it turns to be true, as seen below.

There is a recurrence relationship on $L_m(u)$ and $L(z, u)$. Indeed, let $R_m = k$ be the number of words that start with "0". These words will create the right subtree of the digital search tree. Clearly, $Pr\{R_m = k\} = \binom{m}{k} p^k q^{m-k}$, and the lengths of the internal paths in the right and the left subtrees are respectively $L_k$ and $L_{m-k}$. Thus, conditioning on $\{R_m = k\}$ we have $L_{m+1} = m + L_k + L_{m-k}$, and finally $E u^{L_m+1} = u^m E R_m \left( E u^{L_k} E u^{L_{m-k}} | R_m \right)$. Certainly, this implies the following

$$L_{m+1}(u) = u^m \sum_{k=0}^{m} \binom{m}{k} p^k q^{m-k} L_k(u) L_{m-k}(u) \quad m \geq 0$$  \hspace{1cm} (1)

with $L_0(u) = 1$. Hence, also

$$\frac{\partial L(z, u)}{\partial z} = L(pzu, u) L(qzu, u)$$  \hspace{1cm} (2)

with $L(z, 0) = 1$. This is our basic functional-differential equation that we solve asymptotically to obtain the limiting distribution of $L_m$. We observe that the above equation is of a multiplicative form which makes the problem hard.

In section 3 we prove our main results concerning a digital search tree, which is stated below.

**Theorem 1A.** Consider a digital search tree under the asymmetric Bernoulli model.

(i) Asymptotically the average value $EL_m$ and the variance $Var L_m$ become

$$EL_m = \frac{m}{h} \left( \log m + \frac{h_2}{2h} + \gamma - 1 - \alpha + \delta_0(\log m) \right)$$

(ii) The number of words $m$ that start with "0" is distributed according to a Poisson distribution with mean $z$, and the lengths of the internal paths in the right and the left subtrees are respectively $L_k$ and $L_{m-k}$.
where \( h = -p \log p - q \log q \) is the entropy of the alphabet, \( \gamma = 0.577 \ldots \) is the Euler constant, \( h_2 = p \log^2 p + q \log^2 q \), and \( c_2 = (h_2 - h^2)/h^3 \),

\[
\alpha = - \sum_{k=1}^{\infty} \frac{p^{k+1} \log p + q^{k+1} \log q}{1 - p^{k+1} - q^{k+1}},
\]

and \( \delta_0(\log m) \) is a fluctuating function for \( \log p/\log q \) rational with small amplitude, and zero otherwise (cf. [8, 18, 22]).

(ii) Let \( c_1 = 1/h \). Then

\[
\frac{L_m - E_L_m}{\sqrt{\text{Var} L_m}} \xrightarrow{d} N(0, 1)
\]

where \( \xrightarrow{d} \) denote the convergence “in distribution”, and \( N(0, 1) \) is the standard normal distribution. In fact, a stronger result holds, namely for a complex \( \delta \) in a neighbourhood of zero, and for any \( \varepsilon > 0 \)

\[
e^{-\delta c_1 \log m} e^{\delta L_m} = e^{c_2 \frac{\alpha^2}{2} \log m} \left( 1 + O(1/m^{1/2+c}) \right).
\]

(iii) There exist positive constants \( A \) and \( \mu < 1 \) such that uniformly in \( k \)

\[
\Pr \left\{ \left| \frac{L_m - E_L_m}{\sqrt{\text{Var} L_m}} \right| > k \right\} < A \mu^k
\]

for large \( m \). \( \blacksquare \)

Actually, our analytical approach also works for the symmetric Bernoulli model. We need, however, in this case to refine the method to obtain the leading term in the asymptotics of the variance. Fortunately, this was recently done by Kirschenhofer, Prodinger and Szpankowski [10] who proved that

\[
\text{Var} L_m^{\text{sym}} \sim (C + \delta(\log_2 m)) m
\]

where \( C = 0.26600 \ldots \) and \( \delta(z) \) is a fluctuating function with small amplitude (cf. Theorem 1B). In the above, we write \( L_m^{\text{sym}} \) for the internal path length in the symmetric case. We have the following result.

**Theorem 1B.** For the symmetric Bernoulli model the following equivalence of (7) holds

\[
e^{-\delta \log_2 m} e^{\delta L_m^{\text{sym}}} = e^{\frac{\alpha^2}{2} m (C + \delta(\log_2 m)) \left( 1 + O(1/m^{1/2+c}) \right)},
\]
for any \( \varepsilon > 0 \), where \( \delta(x) \) is periodic continuous function of period 1, mean 0 and very small amplitude \( < 10^{-6} \). Similarly, uniformly in \( k \)

\[
\Pr \left\{ \left| \frac{L_m^{\text{sym}} - E L_m^{\text{sym}}}{\sqrt{m(C + \delta(\log_2 m))}} \right| > k \right\} < A \mu^k
\]

with \( \mu < 1 \). 

Equipped with Theorem 1, we now can attack the main problem, namely the limiting distribution of the number of phrases \( M_n \) in the Lempel-Ziv parsing scheme. Fortunately, the problem can be reduced to the one discussed in Theorem 1 through the so called renewal equation which we introduce next.

We recall that \( D_i(i) = D_i(m) \) is the length of the \( i \)th phrase in the Lempel-Ziv parsing scheme obtained from a fixed number, \( m \), of words (cf. [7, 14]), that is, the depth of the \( i \)th node in the digital tree built from these \( m \) words. Fix now \( n \), and start partitioning the sequence of length \( n \) into phrases. Clearly, \( D_1(1) = 1 \). After obtaining the second phrase, we check whether \( D_1(1) + D_2(2) > n \) or not. If yes, then \( M_n = 1 \), otherwise we continue the process. It should be clear by now that the number of phrases \( M_n \) can be computed from the following relationship

\[
M_n = \max \{ m : L_m = \sum_{i=1}^{m} D_i(i) \leq n \} .
\]  

The above equation is known as the renewal equation (cf. [2]). We also observe that it directly implies the following

\[
\Pr \{ M_n > m \} = \Pr \{ L_m \leq n \} ,
\]

which is useful in some computations. The following result is due to Billingsley [2] (cf. Theorem 17.3).

Lemma 2. [Billingsley] Let \( M_n \) and \( L_m \) satisfy the relationship (12), and assume \( D_i(i) \) are positive random variables. Then

\[
\frac{L_m - \mu_m}{\sigma_m} \xrightarrow{d} N(0,1) ,
\]

implies

\[
\frac{M_n - n/(\mu_n/n)}{\sigma_n(\mu_n/n)^{-3/2}} \xrightarrow{d} N(0,1)
\]

where \( \mu_m \) and \( \sigma_m \) are positive constants (in our case they can be asymptotically interpreted as the mean and the variance of \( L_m \)).
Theorem 1 is next used to obtain the following result that proves the open problem left in Aldous and Shields [1].

**Theorem 3.** In the asymmetric Bernoulli model, define $Z_n = \frac{M_n - EM_n}{\sqrt{\text{Var} M_n}}$. Then:

(i) The sequence of random variables $Z_n$ converges weakly (i.e., in distribution) to $N(0, 1)$. In addition, for all $r \geq 0$ the sequence $(Z_n)^r$ is uniformly integrable. Thus, all moments of $Z_n$ exist and converge to the appropriate moments of the normal distribution. In particular,

\begin{align*}
EM_n & \sim \frac{nh}{\log(n)} \\
\text{Var} M_n & \sim \frac{c_2 h^3 n}{\log^2 n}
\end{align*}

where $c_2 = (h_2 - h^2)/h^3$.

(ii) For any $\varepsilon > 0$, there exist an integer $n_0 \geq 1$ such that for all $n > n_0$

$$\Pr \{|M_n - EM_n| > \varepsilon EM_n\} \leq A \exp\left(-a\varepsilon \sqrt{n}\right)$$

for some positive constants $A, a > 0$.

(iii) The above results are also true for the symmetric model if one replaces the variance by

\begin{equation}
\text{Var} M_n^{\text{sym}} \sim \frac{n(C + \delta(\log_2 n))}{\log^3 n}
\end{equation}

where the constant $C = 0.26600\ldots$ and $\delta(x)$ is defined in Theorem 1B. In (ii) one must replace $\sqrt{n}$ by $\sqrt{n}/\log n$.

**Proof.** The weak convergence of $Z_n$ of part (i) follows directly from Lemma 2, while the uniform integrability of $(Z_n)^r$ for any $r \geq 0$ is a consequence of the large deviation result (cf. 18), which is proved next.

For part (ii), we will basically show that uniform integrability of $M_n$ naturally translates into uniform integrability of $M_n$. To proceed we need some new notation. Define $\Lambda(m) = EM_m$ for all integer $m$, and let for all $y \geq 0$ the function $\Lambda(y)$ be a linear interpolation of $\Lambda(m)$ between integer points. (Actually, we could define $\Lambda(m)$ as an approximation of $EM_m$ only up to $O(m)$ term in (3).) Now, let $\Lambda^{-1}(x)$ be the inverse function of $\Lambda(y)$ defined for $x \geq 0$. Note that $\Lambda(x) \sim \frac{\log x}{a}$ and $\Lambda^{-1}(x) \sim \frac{ax}{\log x}$ for $x \to \infty$. As easy to check, the function $\Lambda(\cdot)$ is convex, hence $\Lambda^{-1}(\cdot)$ is concave (this should be at least clear for $\Lambda(x)$ approximated by the first two terms in (3) which are convex functions). Now we refer to (8) of Theorem 1A so that we can find positive constants $A$ and $a$ such that for all $m$ and $y \geq 0$, the following two inequalities
hold:
\[
\begin{align*}
\Pr\{L_m < \Lambda(m)(1-y)\} & \leq A \exp\left(-\alpha y \sqrt{\Lambda(m)}\right) \\
\Pr\{L_m > \Lambda(m)(1+y)\} & \leq A \exp\left(-\alpha y \sqrt{\Lambda(m)}\right)
\end{align*}
\] (20) (21)

Note that in the first inequality we can relax \( y \) to \( y \leq 1 \) since \( L_m \) cannot be negative.

We will not directly show that \( Z_n \) is uniformly integrable but rather that the sequence of random variables
\[ Y_n = \frac{M_n - \Lambda^{-1}(n)}{\sqrt{n} \Lambda^{-1}(n)} \]
is uniformly integrable. Due to the asymptotic expansions of \( \Lambda^{-1}(n) \) the uniform integrability of \( Z_n \) will follow.

We shall prove separately (18) for \( M_n > (1 + \varepsilon)EM_n \) and \( M_n < (1 - \varepsilon)EM_n \). For the former, let us first consider inequality (20) with \( y \leq 1 \). We refer to the fundamental identity (13) to obtain
\[ \Pr\{M_{\Lambda(m)(1-y)} \geq m\} = \Pr\{L_m < \Lambda(m)(1-y)\} . \]

But, (20) implies
\[ \Pr\{M_n \geq \Lambda^{-1}(n/(1-y))\} \leq A \exp\left(-\alpha \frac{y \sqrt{n}}{\sqrt{1-y}}\right) . \]

Using concavity of \( \Lambda^{-1}(\cdot) \) and \( y \leq 1 \), we also have \( \Lambda^{-1}(\frac{n}{1-y}) \leq \frac{\Lambda^{-1}(n)}{1-y} \), therefore \( \Pr\{M_n \geq \Lambda^{-1}(n/(1-y))\} \geq \Pr\{M_n \geq \Lambda^{-1}(n)/(1-y)\} \). Thus,
\[ \Pr\{M_n \geq (1-y)^{-1} \Lambda^{-1}(n)\} \leq A \exp\left(-\alpha \frac{y \sqrt{n}}{\sqrt{1-y}}\right) . \]

Setting \( 1 + \frac{x}{\sqrt{n}} = \frac{1}{1-y} \) for \( x \geq 0 \) we finally obtain
\[ \Pr\{M_n \geq (1 + \frac{x}{\sqrt{n}}) \Lambda^{-1}(n)\} \leq A \exp\left(-\alpha \frac{x}{\sqrt{1 + \frac{x}{\sqrt{n}}}}\right) \leq A \exp\left(-\alpha \frac{x}{\sqrt{1 + x}}\right) \]

which proves (18) for positive values of \( x > 0 \) after setting \( \varepsilon = x/\sqrt{n} \).

To prove the uniform integrability for \( M_n < (1 - \varepsilon)EM_n \), we use (21) with \( y \geq 0 \). By the same arguments as above, we find
\[ \Pr\{M_n < \Lambda^{-1}(n(1+y)^{-1})\} \leq A \exp\left(-\alpha \frac{y \sqrt{n}}{\sqrt{1 + y}}\right) . \]
By concavity of \( A^{-1}(\cdot) \) we obtain \( A^{-1}(n/(1 + y)) \geq A^{-1}(n)/(1 + y) \) since \( y \geq 0 \). Therefore, \( \Pr\{M_n < A^{-1}(n/(1 + y))\} \geq \Pr\{M_n < (A^{-1}(n)/(1 + y))\} \) and thus:

\[
\Pr\{M_n < (1 + y)^{-1}A^{-1}(n)\} \leq A \exp\left(-\alpha \frac{y \sqrt{n}}{1 + y}\right).
\]

Setting \( 1 - \frac{x}{\sqrt{n}} = \frac{1}{1 + y} \) for \( x \geq 0 \) (but smaller than \( \sqrt{n} \) because \( M_n \) cannot be negative) we obtain

\[
\Pr\{M_n < (1 - \frac{x}{\sqrt{n}})A^{-1}(n)\} \leq A \exp\left(-\alpha \frac{x}{\sqrt{1 - \frac{x}{\sqrt{n}}}n}\right) \leq A \exp(-\alpha x)
\]

which proves the second part of (18) for \( M_n < (1 - \varepsilon)EM_n \). Observe that the uniform integrability of \((Z_n)^r\) \( (r \geq 0) \) follows, which further implies that \( EM_n \sim A^{-1}(n) \) and \( \Var M_n \sim Var L \cdot (A^{-1}(n)/n)^3 \). This proves (16) and (17).

Theorem 1 and Theorem 2 have several important consequences for data compression, coding theory, and so forth. We will discuss only two applications of our results, namely the number of parsings of given length (cf. [7]), and a large deviation estimate of the Lempel-Ziv code redundancy (cf. [16, 21]).

Let us start with the problem posed by Gilbert and Kadota [7], namely: How many parsings of total length \( n \) one can construct from \( m \) words? For example, for \( m = 2 \) we have four parsings of length three, namely: \((0)(00), (0)(01), (1)(10)\) and \((1)(11)\), and two parsings of length two, namely: \((0)(1)\) and \((1)(0)\). Thus, let \( F_m(n) \) be the number of parsings built from \( m \) words of total length \( n \), and let \( F_m(x) = \sum_{n=0}^{\infty} F_m(n) x^n \) be its generating function. Note that (cf. [7])

\[
F_{m+1}(x) = x^m \sum_{k=0}^{m} \binom{m}{k} F_k(x) F_{m-k}(x).
\]

The next result is a direct consequence of Theorem 1B and it answers a problem of [7].

**Corollary 4A.** The number of parsings built form \( m \) words of total length \( n \) is

\[
F_m(n) = 2^n \Pr\{L_n^{\text{sym}} = n\}.
\]

In particular, for \( n = m \log_2 m + O(\sqrt{m}) \) we obtain asymptotically

\[
F_m(n) \sim \frac{2^n}{\sqrt{2\pi(C + \delta(\log_2 n))m}} \exp\left(-\frac{(n - m \log_2 m)^2}{2(C + \delta(\log_2 n))m}\right)
\]

where \( C \) and \( \delta(x) \) are defined in Theorem 1B. If \( n = (1 + \varepsilon)m \log_2 m \), then the large deviation result (11) must be used.

**Proof.** Consider the recurrence (22) and note that \( F_m(x/2) = L_n^{\text{sym}}(x) \). The rest follows from Theorem 1B and the analysis of Section 3.
Finally, we consider the redundancy rate $R_n$ of the Lempel-Ziv code. It is defined as (cf. [16, 21])

$$R_n = \frac{(M_n + 1) \log M_n - nh}{n}.$$  \hspace{1cm} (25)

(Note that $(M_n + 1) \log M_n$ is the length of the Lempel-Ziv code while $nh$ is the length of the optimal code.) The redundancy rate $R_n$ is a measure of the additional cost in using the Lempel-Ziv code instead of the optimal one predicted by the Source Coding Theorem (cf. [3]). It is known [16] that for the Bernoulli model $ER_n = O(\log \log n / \log n)$, but very little seems to be known about probabilistic behavior of $R_n$ (e.g., how quickly the Lempel-Ziv code achieves the optimal rate). The next results provides some insights into this problem.

**Corollary 4B.** For $r < h$ and large $n$

$$\Pr\{R_n > r\} = \Pr\{(M_n + 1) \log M_n > n(h + r)\} \leq A \exp \left(-a \sqrt{\frac{n}{h - r}}\right)$$  \hspace{1cm} (26)

for some constants $A, a > 0$.

**Proof.** It is a simple consequence of (18) in Theorem 3(ii), and an asymptotic solution of $(M_n + 1) \log M_n = n(h + r)$. Details are left for the interested reader. \blacksquare

The functional equation studied here has many other applications in the analysis of algorithms on words (e.g., external path length of a trie or PATRICIA trie). For more details the reader is referred to our preliminary version of this paper [9].

3. ANALYSIS AND PROOFS

This section provides all necessary details required to prove our main finding which is Theorem 1. We shall adhere to the following plan:

1. We first analyze the Poisson model (cf. Section 3.1) that is characterized by the exponential bivariate generating function $L(z, u)$ satisfying (2).

2. We transform the multiplicative equation (2) into an additive functional equation by considering $\log L(z, u)$. For this we need the existence of $\log L(z, u)$ in some domain. We shall prove that there is a convex cone (cf. Definition 1 of Sec. 3.1) around the real axis of $z$ and a real neighbourhood $U(1)$ of $u = 1$ such that for some $\kappa(u)$ we have $\log L(z, u) = \Theta(z^{\kappa(u)})$ (cf. Theorem 5 and proof in Section 3.2).

3. Next, we use the Taylor expansion of $\log L(z, u)$ in the convex cone to show that for large $z$ the generating function $L(z, u)$ appropriately normalized converges to the generating function of the normal distribution (cf. Theorem 6 of Sec. 3.1).
4. To prove the above we must know precise asymptotics for the average and the variance of the internal path length in the Poisson model (cf. Theorem 6).

5. The final effort is to de-Poissonize the above results, that is, to transform the normal distribution of the Poisson model into the normal distribution of the Bernoulli model (cf. Theorem 9 and proof in Section 3.3).

3.1. A Streamlined Analysis

The goal of this section is to establish Theorem 1 for the Poisson model which is summarized in Theorem 6 and Corollary 8 below.

We shall consistently use the notation from Section 2. In particular, we write $L_m(u)$ to denote the generating function of the internal path length, and $L(z, u)$ for the bivariate generating function. We assume the function equation (2) holds, that is,

$$\frac{\partial L(z, u)}{\partial z} = L(pzu, u)L(qzu, u)$$

with $L(z, 0) = 1$.

As before, by $\tilde{L}(z, u) = L(z, u)e^{-z}$ we denote the moment generating function in the Poisson model. Let also $\tilde{X}(z)e^z = L'_u(z, 1)$ and $\tilde{V}(z)e^z = L''_u(z, 1) + L'_u(z, 1) - (L'_u(z, 1))^2$ where $L'_u(z, 1)$ and $L''_u(z, 1)$ denote the first and the second derivative of $L(z, u)$ with respect to $u$ at $u = 1$. We observe that $\tilde{X}(z)$ and $\tilde{V}(z)$ are the mean and the variance of $L_m$ in the Poisson model. We shall need precise asymptotics of $L(z, u)$, $\tilde{X}(z)$ and $\tilde{V}(z)$ as $z \to \infty$ in a cone around the real axis of $z$ for $u$ real and positive in a neighbourhood $\mathcal{U}(1)$ of $u = 1$.

The domain of $z$ we shall work with is a convex cone $\mathcal{C}(D, \delta)$ defined as follows:

**Definition 1. Convex Cone.** The set $\mathcal{C}(D, \delta)$ of $z = x + iy$ is called the convex cone if for $\delta < 1$ and $x > 0$ we have $|y| \leq Dx^\delta$ for some $D > 0$.

The crucial part of our proof relies on proving the existence of the logarithm of $L(z, u)$ in a convex cone and real positive $u$. For this, we need a precise bounds for $L(z, u)$ in such a cone. Let $\kappa(u)$ be a solution of the following equation

$$(pu)\kappa(u) + (qu)\kappa(u) = 1.$$  

(28)

It is easy to notice that $\kappa(u) = 1 + h(u - 1) + O((u - 1)^2)$. In Section 3.2 we prove the following result which is the "heart" of our asymptotic analysis of the function equation (27).

**Theorem 5.** (i) There exists a convex cone $\mathcal{C}(D, \delta)$, a neighbourhood $\mathcal{U}(1)$ of $u = 1$, and a constant $\xi$ such that for $|z| > \xi$ the logarithm of $L(z, u)$ exists and $\log L(z, u) = \Theta(z^{\kappa(u)})$. 
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(ii) In addition, under the same hypothesis as above, for any \( \beta > 0 \) and all \( l \geq 1 \)

\[
\frac{\partial^l}{\partial^l u} \log L(z, u) = O(z^{x'(u)+\beta})
\]

for \( z \in \mathbb{C}(D, \delta) \) and \( z \to \infty \). \( \blacksquare \)

Now we are ready to formulate our main result concerning the Poisson model.

**Theorem 6.** In the Poisson model for \((z, u) \in \mathbb{C}[D, \delta] \times \mathbb{U}(1)\) the following holds for any \( \beta > 0 \) and \( z \to \infty \) (with \( u = e^t \) for some real \( t \) in the vicinity of zero)

\[
\log L(z, u) = z + \bar{X}(z) t + \bar{V}(z) \frac{t^2}{2} + O(z^3 z^6(u) + \beta)
\]

where \( \bar{X}(z) \) and the variance \( \bar{V}(z) \) become asymptotically

\[
\bar{X}(z) = \frac{z}{h} \log z + \frac{z}{h} \left( \gamma - 1 + \frac{h_2}{2h} - \alpha - \delta_1(\log z) \right) + O(1),
\]

and

\[
\bar{V}(z) = \frac{z \log^2 z}{h^2} + \frac{2z \log z}{h^2} \left( \gamma h + h_2 - \frac{h^2}{2} - \alpha h - h \delta_1(\log z) \right) + O(z),
\]

where

\[
\alpha = - \sum_{k=1}^{\infty} \frac{p^{k+1} \log p + q^{k+1} \log q}{1 - p^{k+1} - q^{k+1}}.
\]

The function \( \delta_1(x) \) is identically equal to zero when \( \frac{\log p}{\log q} \) is irrational, while for \( \frac{\log p}{\log q} = \frac{r}{t} \) where \( r, t \) are integers such that \( \gcd(r, t) = 1 \), the function \( \delta_1(\log z) \) is fluctuating with a small amplitude as given by the formula below

\[
\delta_1(\log z) = \sum_{k=1}^{\infty} \frac{\Gamma(s'_{-})Q(-2)}{Q(s'_{-}) - 1} \exp \left( - \frac{2\pi i \ell r}{\log p} \log z \right),
\]

where

\[
Q(s) = \prod_{k=0}^{\infty} (1 - p^{-s+k} + q^{-s+k}),
\]

and \( s'_{-} = -1 + 2\pi i \ell r / \log p \) for \( \ell = \pm 1, \pm 2, \ldots \) is a solution of \( 1 = p^{-s} + q^{-s} \).

**Proof.** Using Taylor’s expansion of \( \log L(z, u) \) we obtain

\[
\log L(z, u) = \log L(z, 1) + (u - 1) \frac{\partial}{\partial u} \log L(z, 1) + \frac{(u - 1)^2}{2} \frac{\partial^2}{\partial u^2} \log L(z, 1) + R(z, u)
\]

with \( R(z, u) \) being the remainder term of the following form (cf. [19])

\[
R(z, u) = \frac{1}{2} \int_1^u (v - 1)^2 \frac{\partial^3}{\partial v^3} \log L(z, v) dv.
\]
Due to Theorem 5 the error term is $O(z^{(u+1)(u-1)^3})$. Now it suffices to note that $\log L(z, 1) = z$ and to substitute $u = e^t$ for $t$ in the vicinity of zero to obtain (30).

The remaining part of the proof is devoted to derive the asymptotics of $\tilde{X}(z)$ and $\tilde{V}(z)$. Since we need several terms of such asymptotic expansions (to prove our main result concerning the Bernoulli model; cf. Lemma 10 below) we use the Mellin transform method. The reader may familiarize himself with the technique from [15].

Consider first the mean $\tilde{X}(z)$. Direct differentiation of our basic equation (27) leads to the following recurrence

$$\tilde{X}(z) + \tilde{X}'(z) = \tilde{X}(zp) + \tilde{X}(zq) + z,$$  \hspace{1cm} (36)

Let $X(s)$ denote the Mellin transform of $\tilde{X}(z)$, that is, $X(s) = \int_0^\infty \tilde{X}(z) z^{s-1} dz$. It can be easily proved that it exists in the strip $\Re(s) \in (-2, -1)$. Observe that the Mellin transform of $\tilde{X}'(z) - z$ is also defined in $\Re(s) \in (-2, -1)$. Then, (36) translates into

$$X(s) - (s-1)X(s-1) = p^{-s}X(s) + q^{-s}X(s)$$  \hspace{1cm} (37)

in terms of the Mellin transform.

To solve the functional equation (37) we make a substitution $X(s) = \gamma(s) \Gamma(s)$ where $\Gamma(s)$ is the gamma function (cf. [19, 11]), and $\gamma(s)$ satisfies the following recurrence

$$\gamma(s) - \gamma(s-1) = p^{-s} \gamma(s) + q^{-s} \gamma(s).$$

After some algebra one obtains

$$\gamma(s) = \prod_{k=0}^{\infty} \frac{1 - p^{k+2} - q^{k+2}}{1 - p^{-s+k} - q^{-s+k}} = \frac{Q(-2)}{Q(s)}$$  \hspace{1cm} (38)

for $\Re(s) \in (-2, -1)$. Applying the Cauchy residue theorem (cf. [19]) to the above (i.e., inverting the Mellin transform) one proves (31). In fact, the calculation are almost exactly the same as the ones done in [22], so they are omitted (the fluctuating function $\delta_1(x)$ for $\log p/\log q$ rational is derived below).

The variance is more intricate, as already seen in [10]. We observe (after quite tedious algebra) that $\tilde{W}(z) = \tilde{V}(z) - \tilde{X}(z)$ satisfies the following recurrence

$$\tilde{W}(z) + \tilde{W}'(z) = \tilde{W}(zp) + \tilde{W}(zq) + 2zp\tilde{X}'(zp) + 2zq\tilde{X}'(zq) + (\tilde{X}'(z))^2$$  \hspace{1cm} (39)

This functional equation is harder to solve due to the last term for which there is no closed form expression for the Mellin transform. But, fortunately, we can prove that the last term contributes $O(z)$ and we need only terms up to $O(z)$ (to recover the leading terms in the
variance in the Bernoulli model as indicated by (49) of Lemma 10). Indeed, let \( \bar{W}(z) = \bar{W}_1(z) + \bar{W}_2(z) \) where

\[
\begin{align*}
\bar{W}_1(z) + \bar{W}_1'(z) &= \bar{W}_1(zp) + \bar{W}_1(zq) + 2zp\bar{X}'(zp) + 2zq\bar{X}'(zq) \quad (40) \\
\bar{W}_2(z) + \bar{W}_2'(z) &= \bar{W}_2(zp) + \bar{W}_2(zq) + (\bar{X}'(z))^2. \quad (41)
\end{align*}
\]

Using the tools of Section 3.2, we will prove in the appendix the following simple result.

**Lemma 7A.** A solution \( \bar{W}_2(z) \) of (41) satisfies \( \bar{W}_2(z) = O(z) \) for \( z \to \infty \).

We concentrate now on solving (40) for \( \bar{W}_1(z) \). Its Mellin transform \( W_1(s) \) becomes

\[
W_1(s) - (s - 1)W_1(s - 1) = (p^{-s} + q^{-s})W_1(s) - 2(p^{-s} + q^{-s})sX(s).
\]

After the substitution \( W_1(s) = \Gamma(s)\beta(s) \) we find

\[
\beta(s)(1 - p^{-s} - q^{-s}) - \beta(s - 1) = -2(p^{-s} + q^{-s})s\gamma(s).
\]

Solving it, we obtain

\[
\begin{align*}
W_1(s) &= -2\Gamma(s) \sum_{k=0}^{\infty} \frac{(p^{-s} + q^{-s})(s - k)\gamma(s - k)}{\prod_{m=0}^{k-1} (1 - p^{-s+m} - q^{-s+m})} \\
&= -2\Gamma(s) \sum_{k=0}^{\infty} \frac{(p^{-s} + q^{-s})(s - k)Q(-2)}{\prod_{m=0}^{k-1} (1 - p^{-s+m} - q^{-s+m})Q(s - k)}. \quad (42)
\end{align*}
\]

We must now find the reverse Mellin transform of \( W(s) \), that is

\[
\bar{W}_1(z) = \frac{1}{2\pi i} \int_{-3/2+i\infty}^{-3/2-i\infty} \beta(s)\Gamma(s)z^{-s}ds. \quad (43)
\]

Clearly, the Cauchy residue theorem is the simplest way to estimate the above integral.

Note that the poles of the function under the integral are roots of \( 1 = p^{-s+k} + q^{-s+k} \) for \( k = 0, 1, \ldots \). We need the following result, the detailed proof of which can be found in Jacquet [8] and/or Schachinger [20].

**Lemma 7B.** Let \( s_k^\ell \) for \( k = 0, 1, \ldots \) and \( \ell = \mathcal{Z} = 0, \pm 1, \pm 2, \ldots \) be solutions of

\[
p^{-s+k} + q^{-s+k} = 1
\]

where \( p + q = 1 \) and \( s \) is complex.

(i) For all \( \ell \in \mathcal{Z} = \{0, \pm 1, \pm 2, \ldots \} \) and \( k = 0, 1, \ldots \)

\[
-1 + k \leq \Re(s_k^\ell) \leq \sigma_0 + k \quad (44)
\]
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where $\sigma_0$ is a positive solution of $1 + q^{-s} = p^{-s}$. Furthermore,

$$\frac{(2\ell - 1)\pi}{\log p} \leq \Im(s_k^\ell) \leq \frac{(2\ell + 1)\pi}{\log p}.$$  

(ii) If $\Re(s_k^\ell) = -1 + k$ and $\Im(s_k^\ell) \neq 0$, then $\log p/\log q$ must be rational. More precisely, if $\frac{\log p}{\log q} = \xi$ where $\gcd(r,t) = 1$ for $r,t \in \mathbb{Z}$, then

$$s_k^\ell = -1 + k + \frac{2\ell \pi i}{\log p}$$  \hspace{1cm} (45)$$

for all $\ell \in \mathbb{Z}$.  

Having the above, we can continue our investigation of $\tilde{W}_1(z)$ given by (43). As in [4, 11, 22] we conclude that the dominating pole of the Cauchy integral is $s_0 = -1$, and for $\log p/\log q = r/t$ (rational) we also must consider the poles $s_0 = -1 + 2\ell \pi i/\log p$. Actually, we can assess that the remaining poles for $k \neq 0$ contribute only $O(\log z)$ which is negligible compared to $O(z)$ contributed by $\tilde{W}_2(z)$ (cf. Lemma 7A). We first consider $s_0 = -1$ (irrespectively whether $\log p/\log q$ is rational or not). Thus, we must evaluate the residue of $f(s) = -2a(s) \cdot b(s)$ where

$$a(s) = z^{-s}\Gamma(s)(p^{-s} + q^{-s})(1 - p^{-s} + q^{-s})^{-2},$$

$$b(s) = Q(-2) \prod_{m=1}^{\infty} (1 - p^{-s+m} - q^{-s+m})^{-1} = Q(-2)/Q(s-1).$$

Using MAPLE, we find the following expansion for $a(s)$ around $s_0 = -1$

$$a(s) = \frac{z \log z}{h^2} \frac{1}{(s+1)^2} + \frac{z \log z}{(s+1)} \left( \frac{\log z}{2h^2} + \frac{1}{h^2} + \frac{\gamma - 1}{h^2} + \frac{h_2}{h^3} - \frac{1}{h} \right) + O(1).$$

Also, by Lemma 2.3 of [4] (cf. also Lemma 3.1 of [22]) we find that

$$b(s) = 1 - \alpha(s+1) + O((s+1)^2),$$

where $\alpha$ is defined in (33). Thus, taking the product of the above, and computing the coefficient of $(s+1)^{-1}$ we obtain the desired residues. This leads to the dominating term in (32) except the function $\delta_1(z)$ coming from the poles $s_0^\ell$ for $\ell \neq 0$.

Let now $\ell \neq 0$. If $\log p/\log q$ is irrational, then $\Re(s_0^\ell) = \sigma_0 > -1$, thus this pole only contributes $O(z^{-\sigma_0} \log z)$ and can be safely ignored in comparison with $O(z)$ coming from $\tilde{W}_2(z)$.

Now we assume that $\log p/\log q = r/t$ (rational) for some integers $r,t \in \mathbb{Z}$. By Lemma 7B we know that $s_0^\ell = -1 + 2\pi i \ell r/\log p$ for $\ell \in \mathbb{Z}$. The residue of the function under the integral (43) becomes

$$\Delta_1(z) = \sum_{\ell \neq 0} \sum_{n=-\infty}^{\infty} \frac{\Gamma(s_0^\ell)Q(-2)e^{-2\pi i \ell r \log z}}{h^2(s_0^\ell)Q(s_0^\ell - 1)}.$$
where \( h(s_0) = -p^{-\frac{1}{2}} \log p - q^{-\frac{1}{2}} \log q \). But \( h(s_0) = h = -p \log p - q \log q \) since \( p^{2\pi i/\log p} = q^{2\pi i/\log p} = 1 \). Thus, \( \Delta_1(x) = h^{-2} \delta_1(x) \), and after some algebra this completes the proof of Theorem 6. 

As a simple consequence of Theorem 6 we obtain the following corollary that completes the proof of Theorem 1 for the Poisson model, that is, it establishes the limiting distribution of the internal path length in the Poisson model.

**Corollary 8.** For any \( \varepsilon > 0 \) the following holds

\[
\bar{L} \left( z, e^{t/\sqrt{\bar{V}(z)}} \right) e^{-i \bar{X}(z)/\sqrt{\bar{V}(z)}} = e^{t^2/2} \left( 1 + O \left( 1/m^{1/2+\varepsilon} \right) \right),
\]

i.e., the internal path length is normally distributed with parameters \( \bar{X}(z) \) and \( \bar{V}(z) \). Moreover, the moments \( \bar{L}(z) \) converge to the appropriate moments of the normal distribution.

**Proof.** It follows directly from (30)-(32). 

The main problem that remains to be settled is to de-Poissonize Corollary 8, that is, to obtain results for the original Bernoulli model. This work is of tauberian type, and needs subtle arguments. In Section 3.3 we prove the following result.

**Theorem 9.** DE-POISSONIZATION. Consider the Bernoulli model, and let \( \bar{X}(m) \) and \( \bar{V}(m) \) be the values of the mean and the variance of the Poisson model at \( z = m \). Then, for any \( \beta > 0 \) and real \( t \) in the vicinity of zero

\[
L_m \left( e^{t/\sqrt{m}} \right) \exp \left( -\frac{\bar{X}(m)}{\sqrt{m}} t - \frac{\bar{V}(m) - m(\bar{X}'(m))^2}{2m} t^2 \right) = 1 + O \left( 1/m^{1/2-\beta} \right)
\]

for large \( m \). 

The rest is easy. Let \( X_m = \bar{X}(m) := c_1 m \log m + O(m) \) and \( V_m = \bar{V}(m) - m^2 (\bar{X}'(m))^2 = c_2 m \log m + O(m) \). We shall prove below that \( EL_m \sim X_m \), and \( \text{Var} L_m \sim V_m \), and furthermore that \( L_m \) converges to the normal distribution with parameters \( X_m \) and \( V_m \) which completes the proof of Theorem 1. More formally:

**Lemma 10.** There exists \( \varepsilon > 0 \) such that

\[
L_m \left( e^{t/\sqrt{V_m}} \right) \exp \left( -i X_m / \sqrt{V_m} \right) = e^{t^2/2} \left( 1 + O \left( 1/m^{1/2+\varepsilon} \right) \right)
\]

with

\[
V_m = \text{Var} L_m = \bar{V}(m) - m(\bar{X}'(m))^2 + O(m) = c_2 m \log m + O(m).
\]

**Proof.** Observe that \( \ell_m(t) = L_m(e^{t/\sqrt{V_m}})e^{-X_m t/\sqrt{V_m}} \) is the Laplace transform of a random variable \( \ell_m = (L_m - X_m)/\sqrt{V_m} \). From Theorem 9 we know that for any real \( t \) the moment
generating function $\ell_m(t)$ converges to $e^{t^2/2}$, that is, to the standard normal distribution. But, clearly the convergence is also true for any complex $t$ since $|\ell_m(t)| \leq \ell_m(|t|) + \ell_m(-|t|)$, so Theorem 9 implies also the convergence in moments. Hence

$$\lim_{m \to \infty} \mathbb{E}(\ell_m) = \lim_{m \to \infty} \frac{E L_m - X(m)}{\sqrt{V_m}} = 0$$
$$\lim_{m \to \infty} \text{Var}(\ell_m) = \lim_{m \to \infty} \frac{\text{Var} L_m}{V_m} = 1.$$  

Observe that (49) follows directly from the above and (47) (cf. [8, 18]).

In passing, we note that the large deviation result of Theorem 1A follows directly from Lemma 10. Indeed, (48) implies that the moment generating function of $Z_m = (L_m - E L_m)/\sqrt{\text{Var} L_m}$ is uniformly bounded in the vicinity of $t = 0$. Thus, as in Flajolet and Soria [6] we immediately conclude (8) of Theorem 1A(iii).

3.2 Asymptotic Solution of the Functional Equation

The ultimate goal of this section is to prove the two parts (i) and (ii) of Theorem 5 above, which justify the procedure used above in Theorem 6 to obtain equation (30). We found, however, working with $L(z, u)$ rather inconvenient due to the fact that its exponential growth makes it hard to control the function even in a small domain. Therefore, we introduce a polynomial kernel which is a function $f(z, u)$ defined as

$$f(z, u) = \frac{L(z, u)}{L_z(z, u)} = \frac{L(z, u)}{L(quz, u)L(puz, u)}.$$  

Note that $f^{-1}(z, u) = \frac{1}{dz} \log L(z, u)$.

In the first part of this section, we shall work with $f(z, u)$ as a function of $z$, so we often simplify the notation to $f(z)$. We also write $f'(z)$ to denote the derivative of $f(z)$ with respect to $z$. Clearly, the kernel $f(z)$ satisfies the following differential equation

$$f'(z) = 1 - \left( \frac{pu}{f(puz)} + \frac{qu}{f(quz)} \right) f(z).$$  

(51)

Since $L(0, u) = 1$ and $L(z, 1) = e^z$ we also have $f(0, u) = 1$ and $f(z, 1) = 1$.

Our first goal will then be the following technical theorems that are used to prove part (i) of Theorem 5.

**Theorem 11A.** There exist a neighbourhood $U(1)$ of $u = 1$, a constant $\xi$, and non-negative $a(u)$ and $A(u)$ such that for all real $x > \xi$ and $u \in U(1)$ the following holds: $a(u)x^{1-a(u)} \leq f(x) \leq A(u)x^{1-A(u)}$ where $a(u), A(u) \to 1$ as $u \to 1$. 
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Theorem 11B. For $\delta < 1$ and any $\beta > 0$ (with $\delta + \beta < 1$) there exists a neighbourhood $\mathcal{U}(1)$, a constant $\xi$, and a convex cone $\mathcal{C}(D, \delta)$ such that for a constant $B(u)$ the following is true

$$|f'(z)| \leq B(u)|z|^{-\kappa(u)+\beta}$$

for $|z| > \xi$. ■

Provided the above theorems are proved (cf. Sec. 3.2A-B), we immediately obtain the following corollary:

**Corollary 11.** There exists a polynomial cone $\mathcal{C}(D, \delta)$, a neighbourhood $\mathcal{U}(1)$ of real positive $u = 1$, and a constant $\xi$ such that, for $|z| > \xi$, uniformly in $(z, u)$ for some $a(u)$ and $A(u)$ (independent of $z$) the following holds

$$a(u)|z|^{-\kappa(u)} \leq |f(z, u)| \leq A(u)|z|^{-\kappa(u)}$$

with $a(u), A(u) \to 1$ as $u \to 1$.

**Proof.** Observe that

$$f(z) = f(\Re(z)) + \int_{\Re(z)}^{z} f'(x)dx.$$  

Thus, in view of Theorems 11A and 11B, we obtain $f(z) - f(\Re(z)) = \Theta(z^{-\kappa(u)+\beta+1})$ which leads to (52) provided $\delta + \beta < 1$. ■

Having shown the above corollary, we can present a proof of Theorem 5(i). Indeed, it suffices to observe that

$$\log L(z, u) = f(z, u) f^{-1}(x)dx.$$  

Our next goal will be establishing another result presented below as Theorem 12 which is used to prove part (ii) of Theorem 5. For this we need an estimate on higher derivatives of $f(z, u)$ with respect to $u$. Define

$$f^{(t,k)}(z, u) = \frac{\partial}{\partial z^t \partial u^k} f(z, u).$$

We prove in Section 3.2C the following result.

**Theorem 12.** For any $\beta > 0$ and $\delta < 1$, there exists $\mathcal{U}(1)$ and a convex cone $\mathcal{C}(D, \delta)$ such that for $(z, u) \in C[D, \delta] \times \mathcal{U}(1)$:

$$f^{(t,k)}(z, u) = O(x^{-\kappa(u)+\beta+1}).$$

Observe now that the proof of Theorem 5 (ii) follows directly from the above. Indeed, the derivative of $\partial^k L(z, u)/\partial u^k$ with respect to $z$ is equal to $\partial^k (f(z))^{-1}/\partial u^k$, thus

$$\frac{\partial}{\partial u^k} \log L(z, u) = \int_{0}^{1} \frac{\partial}{\partial u^k} f^{-1}(x, u)dx.$$  

But, the $k$th derivative of $f^{-1}(z, u)$ with respect to $u$ is a sum of terms like $f^{(0,k)}(z)(f(z))^{-2}$ and terms like $(f^{(0,1)}(z))^k(f(z))^{-k-1}$ (cf. Sec. 3.2C). By Theorem 12 the former term is of
order $O(z^{\alpha(u)-1+\beta})$ while the latter is $O(z^{\alpha(u)-1+k\beta})$. Since $\beta > 0$ is an arbitrary positive number, the proof of Theorem 5 is finally completed.

In view of the above, we can concentrate on establishing Theorems 11A, 11B and 12. The proof of these theorems will themselves depend on a set of five basic facts which we state and prove in the remainder of this subsection. In the next subsection 3.2A we prove 11A; in the following subsection 3.3B we prove 11B, and in the final subsection 3.2C we prove Theorem 12, thus completing all the steps of Theorem 5.

We now formulate our five basic facts used to prove Theorems 11 and 12.

Fact 1. Consider a differential inequality of the form $f'(z) \leq b(z) - g(z)f(z)$. Let $G(z)$ be the primitive function of $g(z)$. Then for any $z$ and $z_0$

$$f(z) \leq f(z_0) e^{G(z_0) - G(z)} + \int_{z_0}^{z} b(x) e^{G(z_0) - G(x)} dx.$$ 

Proof. Note that $(f(z) e^{G(z)})' \leq b(z) e^{G(z)}$. Thus, integrating this over $(z_0, z)$ we establish the claim.

Fact 2. For all $a$ and $d$ in a compact set such that $a, d > 0$ and $x \rightarrow \infty$ we have the following for some constant $A > 0$

$$\int_{0}^{x} y^{a-1} \exp \left( \frac{y^d - x^d}{d} \right) dy = x^{a-d}(1 + O(1/x)),$$

$$\int_{0}^{x} (x^a - y^a) \exp \left( \frac{y^d - x^d}{Ad} \right) dy = aA x^{a+2d-1}(1 + O(1/x)),$$

$$\int_{0}^{\infty} e^{ay} dy = \frac{e^{ax}d}{adx^{d-1}} (1 + O(1/x)).$$

In particular,

$$\int_{0}^{x} \exp \left( \frac{y^d - x^d}{Ad} \right) dy = A x^{1-d}(1 + O(1/x)).$$

Proof. These asymptotic formulas seem to be well known, however, for completeness we provide a sketch of proofs for the first two formulas. Let

$$I(x) = \int_{0}^{x} y^{a-1} \exp \left( \frac{y^d - x^d}{d} \right) dy.$$ 

Using the Taylor expansion of the form $y^b = x^b + (y-x)bx^{b-1}(1 + O(x^{-1}))$, one obtains

$$I(x) = \int_{0}^{x} (x^{a-1} + (y-x)(a-1)x^{a-2}(1 + O(1/x)) \exp ((y-x)x^{d-1}(1 + O(1/x))) dy$$

$$= (1 + O(1/x)) \int_{0}^{x} x^{a-1} \exp(-yx^{d-1}) dy$$

$$= x^{a-d}(1 + O(1/x)) \int_{0}^{\infty} e^{-y} dy.$$
To prove the second formula, let
\[ J(x) = \int_0^x (x^a - y^a) \exp \left( \frac{y^d - x^d}{d} \right) dy. \]
Using again the same Taylor expansion as above, one obtains
\[ J(x) = \int_0^x \left( (y - x)ax^{a-1}(1 + O(1/x)) \right) \exp \left( (y - x)xd^{-1}(1 + O(1/x)) \right) dy \]
\[ = ax^{a-1}(1 + O(1/x)) \int_0^x y \exp(-yx^{d-1})dy \]
\[ = x^{a+1-2d}(1 + O(1/x)) \int_0^\infty ye^{-y}dy , \]
and this completes the proof. ■

**Fact 3.** (i) Let \( y_m(x) \) be a sequence of nonnegative continuous functions of \( x \) satisfying the recurrence inequality \( y_{m+1} \leq y_m(x) \cdot F(x, y_m) \). If \( F(x, y) \) is continuous in \( (x, y) \), and for all \( y \in [0, y_0(0)] \) and \( \varepsilon > 0 \) we have \( F(0, y) < 1 - \varepsilon \), then there exists a neighbourhood \( U(0) \) of \( x = 0 \) such that \( y_m(x) \) uniformly decreases to zero with an exponential rate; more precisely \( y_m(x) = O((1 - \varepsilon)^m) \).

(ii) Under the same hypotheses as above, let now \( y_{m+1}(x) \leq B(x) + y_m(x) \cdot F(x, y_m) \). If for a small neighbourhood \( U(0) \) of \( x = 0 \) we have \( F(x, y) < 1 - \varepsilon \) for \( \varepsilon > 0 \) and \( \max\{B(x)(1 + 1/\varepsilon), y_0(x)\} < D \), where \( D > 0 \), then the sequence \( y_m(x) \) is uniformly bounded for \( x \in U(0) \), that is, \( y_m(x) \leq D \).

(iii) Under the same hypothesis as in (i), the solution \( y_m(x) \) of \( y_{m+1} \leq \max\{y_m(x), y_m(x) \cdot F(x, y_m(x))\} \) uniformly decays to zero. Similarly, under the assumptions of (ii) \( y_m(x) \) satisfying \( y_{m+1}(x) \leq \max\{y_m(x), B(x) + y_m(x)F(x, y_m(x))\} \) is uniformly bounded.

**Proof.** These results are direct consequences of the fixed point theorem. For completeness, we show how to prove part (ii). Note that the recurrence has the following solution
\[ y_{m+1} \leq B(x) \left( 1 + \sum_{k=1}^m F(x, y_k) \right) + y_0(x) \prod_{k=0}^m F(x, y_k) . \]
which implies (ii). Using mathematical induction one concludes part (iii) from (ii). ■

**Fact 4.** Let us consider a neighbourhood \( U(1) \) of \( u = 1 \) such that \( 0 < \max\{pu, qu\} \leq \nu < 1 \). Define for \( m = 1, 2, \ldots \) a sequence of increasing compact domains \( D_m \) as \( D_m = \{ z : \Re(z) \in [\xi, \nu^{-m}] \} \) with \( \xi > \nu \) (cf. Figure 2). Then,
\[ x \in D_{m+1} - D_m \quad \Rightarrow \quad pu z, qu z \in D_m . \]
Figure 2: Illustration to the convex cone $C(D, \delta)$ and the domains $\mathcal{D}_m$ defined in Fact 4.

for all $z = x + yj$. 

**Proof.** If $z \in \mathcal{D}_{m+1} - \mathcal{D}_m$, then $\xi \nu^{-m} \leq z \leq \xi \nu^{-(m+1)}$, and hence $\max\{pu, qu\}x \leq \xi \nu^{-m}$. 

**Fact 5.** Let $f(z)$ be an analytic function defined on a convex cone $C(D, \delta)$ on which $f(z) = O(z^\alpha)$ for some $\alpha$ when $z \to \infty$. Let $f^{(k)}(z) = \frac{d^k}{dz^k} f(z)$. Then, for all $k \geq 1$ there exists a smaller convex cone $C(D', \delta)$ with $D' < D$ such that: $f^{(k)}(z) = O(z^{\alpha-k\delta})$.

**Proof.** By Cauchy formula (cf. [19])

$$f^{(k)}(z) = \frac{k!}{2\pi i} \oint \frac{f(w)}{(w-z)^{k+1}} dw$$

where the integration is along a complex circle around $z$. Fix $z \in C(D, \delta)$, and let $z$ also belong to the boundary of another (smaller) cone $C(D', \delta)$ (i.e., $z = x + iy$ with $y = D'x^\delta$ where $D' < D$) as shown in Figure 3. We now consider a circle of integration that is the largest possible but still contained in the bigger cone $C(D, \delta)$ (cf. Figure 3). Note that the circle we are working with has the radius smaller than $(D - D')|z|^\delta$. Thus, using the fact that $|f(w)| \leq B|w|^\alpha$ for some $B$ and complex $w$, we finally obtain

$$|f^{(k)}(z)| \leq (k!)B \frac{|z|^\alpha}{(|z|^\delta(D - D'))^k}$$

which completes the proof.
A. Analysis on the Real Line

We now prove Theorem 11A. For simplicity we write $a$ and $A$ for $a(u)$ and $A(u)$, and $\kappa$ for $\kappa(u)$. Let $A_m$ and $a_m$ be upper and lower bounds for $f(x)x^{\kappa(u)-1}$ on the domain $D_m$ (restricted to the real line) defined in Fact 4. If we prove that both $a_m$ and $A_m$ are bounded (with respect to $m$), then we establish our result. We concentrate on the upper bound since the lower bound mimics the proof of the upper bound.

We use induction with respect to $m$. Clearly, $A_1$ is bounded on $\mathcal{D}_1 \cap C(D, \delta)$ since $L(x, u)$ is nonzero on this set for some $U(1)$ due to compactness of $\mathcal{D}_1 \cap C(D, \delta)$ and $L(x, 1) = e^x$. So, let now $x$ denote a real number belonging to $\mathcal{D}_{m+1} - \mathcal{D}_m$, and assume that $f(pux) \leq A_m(pux)^{1-\kappa}$ and $f(qux) \leq A_m(qux)^{1-\kappa}$. Observe now that (50) and the above implies $f'(x) \leq 1 - x^{\kappa-1}A_m^{-1}f(x)$. Thus by Fact 2 with $z_0 = \nu x$, we have

$$f(x) \leq f(\nu x) \exp \left( - \frac{(1 - \nu^\kappa)x^\kappa}{\kappa A_m} \right) + \int_{\nu x}^x \exp \left( \frac{y^\kappa - x^\kappa}{\kappa A_m} \right) \, dy.$$ 

Multiplying the above by $x^{\kappa-1}$, we obtain $A_{m+1} \leq \max\{A_m, A_{m+1}'\}$ where

$$A_{m+1}' \leq A_m \max_{z \in [\nu^{-m}, \nu^{-m-1}]} \left\{ \nu^{-\kappa} \exp \left( - \frac{(1 - \nu^\kappa)x^\kappa}{\kappa A_m} \right) + \int_{\nu x}^x \exp \left( \frac{y^\kappa - x^\kappa}{\kappa A_m} \right) \, dy \right\}.$$ 

We proceed in two steps. First, we let $v_m = A_m \nu^{\kappa m}$, and prove that $v_m$ exponentially decays to zero. Secondly, we prove that $A_m$ is an increasing sequence uniformly bounded from the above.
We know, by Fact 2, that
\[
\int_{x'}^x \exp \left( \frac{y^\kappa - z^\kappa}{\kappa} \right) dy = x^{1-\kappa} \left( 1 - e^{-x^{-(1-\kappa)}} \right) (1 + O(1/x)) = x^{1-\kappa} \eta(x),
\]
where \( \eta(x) = 1 + O(1/x) \). Thus
\[
A_{m+1} \leq \max \left\{ A_m, A_m \nu^{-\kappa} \exp \left( -\frac{\nu^{-\kappa} m}{A_m \kappa} + A_m \eta \left( \frac{\nu^{-m}}{A_m^{1/\kappa}} \right) \right) \right\},
\]
which can be reduced to
\[
v_{m+1} \leq v_m F(u, v_m)
\]
where \( F(u, v_m) = \max \{ \nu^\kappa, \exp(-v^{-m}/\kappa) + \nu^{-\kappa} \eta(v^{-m}) \} \). Note that \( F(\cdot, \cdot) \) is of the form already discussed in Fact 3. Clearly, there exists \( m_0 \) such that \( F(1, v_{m_0}) < 1 \) for \( m > m_0 \), which implies exponential decay of \( v_m \). To see this it is enough to observe that \( F(x, 0) = \nu^\kappa < 1 \) and \( F(\cdot, \cdot) \) is a continuous function (for \( u = 1 \) one also has \( A_m = 1 \), as desired). Thus by (i) of Fact 3, the exponential decay of \( v_m \) follows.

Now we return to (53) to get
\[
A_{m+1} \leq A_m \max \left\{ 1, \left( \nu^{-\kappa} \exp(-v^{-m}) + \eta(v^{-m}) \right) \right\},
\]
and then \( A_{m+1} \leq (1 + O(v^{-m})) A_m \). Thus
\[
A_{m+1} \leq A_0 \prod_{j=0}^{m} \left( 1 + O(v_j^{-m}) \right) < \infty,
\]
which proves that \( A_m \) are uniformly bounded by \( A_\infty \). Clearly, as \( U(1) \) becomes smaller and smaller (i.e., \( u \to 1 \)) the constant \( A_\infty(u) \) tends to 1.

The lower bound can be shown along the same lines. In particular, we derive \( a_{m+1} \geq \min\{a_m, a'_m\} \) where
\[
a'_{m+1} \geq a_m \min_{z \in [\nu^{-m}, 0]} \left\{ \nu^{-\kappa} \exp(-\frac{1 - \nu^\kappa}{\kappa a_m}) + \int_{x'}^x \exp \left( \frac{y^\kappa - z^\kappa}{\kappa a_m} \right) dy \right\}.
\]
Since \( a_m \nu^{-m} \leq v_m \), we get \( a_{m+1} \geq (1 - O(v_m)) a_m \). This gives the desired result. We also have the uniform lower bound \( a_\infty(u) \) for \( u \) tending to 1 as \( u \to 1 \).

B. ANALYSIS ON THE COMPLEX PLANE

Now we prove Theorem 11B which extends Theorem 11A to the complex plane (more precisely: to a convex cone). We need the following preliminary lemma.
Lemma 13. Let $A$, $a$ and $U(1)$ be defined as in Theorem 11A, and let $z = z + jy$ be such that $z \in C(D, \delta)$. If $|f'(z)| \leq Bx^{-\kappa(u)+\beta}$ for some $\beta > 0$, and $|y| \leq x^{1-\beta}$ with $\delta < 1 - \beta$, then

\[
(a - Bx^\beta |y|)z^{1-\kappa(u)} \leq |f(z)| \leq (A + Bx^\beta |y|)z^{1-\kappa(u)},
\]

\[
|\Im(f(z))| \leq Bz^{1-\kappa(u)+\beta}|y|, \tag{57}
\]

\[
x^{1-\kappa(u)}(a - Bx^\beta |y|) \leq \Re(f(z)) \leq z^{1-\kappa(u)}(A + Bx^\beta |y|), \tag{58}
\]

\[
|\Im(f^{-1}(z))| \leq \frac{Bx^{\kappa(u)-1}z^{\beta}|y|}{(a - Bx^\beta |y|)^2}, \tag{59}
\]

\[
\frac{x^{\kappa(u)-1}(a - Bx^\beta |y|)}{(A + Bx^\beta |y|)^2 + (Bz^\beta |y|)^2} \leq \Re(f^{-1}(z)) \leq \frac{x^{\kappa(u)-1}(A + Bx^\beta |y|)}{(a - Bx^\beta |y|)^2}. \tag{60}
\]

**Proof.** The proof is a straightforward application of $f(z) = f(x) + \int_x^y f'(y)dy$ and the following estimate $\int_x^y f'(y)dy \leq |z - x| \max_{y \in [x,y]} \{f'(y)\}$ (cf. [19]). For example, the left-hand side of (58) can be proved as follows:

\[
\Re(f(z)) \geq f(z) - \left| \int_x^y f'(y)dy \right| \geq ax^{1-\kappa} - |y|Bx^{-\kappa+\beta}.
\]

The last two inequalities are direct consequences of the previous ones and

\[
\frac{1}{f(z)} = \frac{\Re(f(z))}{\Re^2(f(z)) + \Im^2(f(z))} - i \frac{\Im(f(z))}{\Re^2(f(z)) + \Im^2(f(z))}.
\]

This completes the proof. $\blacksquare$

Equipped in this result, we proceed to the proof of Theorem 11B. The proof is by induction over the domains $D_m$ defined in Fact 4. We have already proved in Theorem 11A that in a neighbourhood $U(1)$ there exist $a(u)$ and $A(u)$ satisfying Theorem 11A such that $a(u), A(u) \to 1$ as $u \to 1$. We further denote these quantities as $a$ and $A$. We consider a convex cone such that the domains $D_m$ inside such a cone form a compact set (cf. Fig.2). Finally, we assume throughout the proof that $\delta < 1 - \beta$.

Let $B_m$ be an upper bound of $|f'(z)|z^{\kappa(u)-\beta}$ where $z = \Re(z)$. If we prove that $B_m$ are uniformly bounded, then our theorem is true, since $|z| = O(\Re(z))$ in our convex cone. Clearly, $B_1$ is bounded, so we proceed as before by induction. Below, we write $x = \Re(z)$ and $y = \Im(z)$.

Let $g(z) = \frac{\partial g}{\partial f(z)} + \frac{\partial g}{\partial f'(z)}$ so that $f'(z) = 1 - g(z)f(z)$, and let $G(z)$ be the primitive function of $g(z)$. Using Fact 2, we just have (with $z_0 = \mu x$)

\[
f(z) = f(\mu x) \exp(G(\mu x) - G(z)) + \int_{\mu}^{1} \exp(G(tz) - G(z)) dt.
\]

Differentiating the above, and after some elementary algebra, we obtain

\[
f'(z) = r(z) \exp(G(\mu z) - G(z)) + \int_{\mu}^{1} (g(tz) - g(z)) \exp(G(tz) - G(z)) dt \tag{61}
\]
with \( r(z) = (\nu g(\nu z) - g(z)) f(\nu z) + \nu f'(\nu z) + (1 - \nu) \).

Our next task is to estimate various terms in (61) to get a suitable recurrence for \( B_m \). This is possible since by Fact 4 putz and quiz belong to \( \mathcal{D}_m \) for all \( t \in [\nu, 1] \) if \( z \in \mathcal{D}_{m+1} \), and thus we can invoke the induction hypothesis.

Let us start with an estimate for \( g(tz) \). Using (59) and (60) of Lemma 13, we immediately obtain

\[
\Re(g(tz)) \leq (tz)^{\kappa - 1 + \beta} B_m \frac{y}{x} |F_1(a, A, B_m)|,
\]

\[
\Im(g(tz)) \geq (tz)^{\kappa - 1} (A - B_m x^\beta \frac{y}{x}) |F_1(a, A, B_m)|,
\]

where \( F_1(a, A, B_m) = a^{-2}(1 - B_m)^{-2} \) and \( F_2(a, A, B_m) = 1/(A + B_m)^2 + B_m^2 \) are rational functions of \( a, A, B_m \) such that \( F_1(1, 1, 0) = F_2(1, 1, 0) = 1 \). More precisely, we have \( \lim_{u \to 1} F_1(a(u), A(u), B_m(u)) = \lim_{u \to 1} F_2(a(u), A(u), B_m(u)) = 1 \).

We now estimate \( \Re(G(z) - G(tz)) \). Observe that for \( z = x + iy \)

\[
\Re(G(z) - G(tz)) = \int_{\frac{1}{t}}^1 \Re(g(\theta z)) d\theta = \int_{rac{1}{t}}^1 (x \Re(g(\theta z)) - y \Im(g(\theta z))) d\theta
\]

\[
\geq x^{\kappa} \left( (a - B_m) F_2(a, A, B_m) - x^{-1} |y| B_m F_1(a, A, B_m) \right) \int_{\frac{1}{t}}^1 \theta^{\kappa - 1} d\theta
\]

\[
\geq x^{\kappa - \frac{1}{2} - \frac{t^\kappa}{\kappa}} F_3(a, A, B_m)
\]

where \( F_3(a, A, B_m) = (a - B_m) F_2(a, A, B_m) - B_m F_1(a, A, B_m) \) being a rational function of \( a, A, B_m \) such that \( F_3(1, 1, 0) = 1 \).

Now, we are ready to give estimate on the terms of the right hand side in (61). We start with an estimate of \( r(z) \). We refer to the previous estimate of \( g(tz) \) to get the following:

\[
|\nu g(\nu(z)) - g(z)| \leq (1 + \nu^{\kappa - 1}) x^{\kappa - 1} F_1(a, A, B_m).
\]

We also have

\[
|f(\nu z)| \leq x^{-\kappa} (A + x^\beta \frac{y}{x} B_m),
\]

hence

\[
|\nu g(\nu(z)) - g(z)| f(\nu z) \leq (1 + \nu^{\kappa - 1}) F_4(a, A, B_m)
\]

with \( F_4(a, A, B_m) = F_1(a, A, B_m)(A + B_m) \). We easily check that \( F_4(1, 1, 0) = 1 \). Since by the hypothesis \( |f'(\nu z)| \leq (\nu z)^{-\kappa + \beta} B_m \), hence \( |r(z)| \leq B_m (\nu z)^{-\kappa + \beta} + R(u, B_m) \) with \( R(u, B_m) = (1 + \nu^{\kappa - 1}) F_4(a, A, B_m) + 1 - \nu \).

Estimating the integral on the right hand side of (61) is more intricate to deal with, and needs careful computations. First, we estimate \( g(tz) - g(z) \) under the integral in (61). We take
advantage of the identity \( g(tz) - g(z) = \int_1^t g'(\theta z) z d\theta \). We formally have \( -g'(z) = \frac{(pu)^k f'(pu)}{f(pu^2)} + \frac{(qu)^k f'(qu)}{f(qu^2)} \). We refer to the estimate \( |f'(z)| \leq B_m z^{-\kappa+\beta} \) and \( |f(z)|^{-1} \leq z^{\kappa-1} F_1(a, A, B_m) \), valid for \( z \in \mathcal{D}_m \) to get

\[
|g(tz) - g(z)| \leq B_m z^{\kappa-\beta+1} \frac{1 - \frac{z^{\beta+\kappa-2}}{\beta + \kappa + 2}}{(pu)^{\kappa+\beta} + (qu)^{\kappa+\beta}) (F_1(a, A, B_m))^2}.
\] (63)

We observe that \((pu)^{\kappa+\beta} + (qu)^{\kappa+\beta} = \mu < 1\). Using the estimate on \( \Re(G(tz) - G(z)) \) established in (62), one shows

\[
\left| \int_1^t (g(zt) - g(z)) \exp(G(zt) - G(z)) z dt \right| \leq B_m \mu \left( F_1(a, A, B_m) \right)^2 \int_{x^2}^{x^2} \frac{x^{\beta+\kappa-1} - y^{\beta+\kappa-1}}{\beta + \kappa - 1} \cdot \exp \left( \frac{y^\kappa - x^\kappa}{\kappa} - F_3(a, A, B_m) \right) dy,
\]

and then by Fact 2

\[
\left| \int_1^t (g(zt) - g(z)) \exp(G(zt) - G(z)) z dt \right| \leq \mu B_m x^{\kappa-\beta}(1 + O(1/x)) F_5(a, A, B_m)
\]

with \( F_5(a, A, B_m) = (F_1(a, A, B_m))^2 (F_3(a, A, B_m))^{-1} \).

Putting everything together we finally obtain

\[
|f'(z)| \leq \Re(u, B_m) \exp(-1 - \nu^\kappa) x^\kappa F_3(a, A, B_m) + B_m x^{-\kappa+\beta} \left( \mu F_5(a, A, B_m) + \nu^{-\kappa+\beta} \exp(-(1 - \nu^\kappa) x^\kappa F_3(a, A, B_m)) \right).
\]

We use this global estimate to carry out the recurrence for \( B_{m+1} \) which becomes

\[
B_{m+1} \leq \max\{B_m, B_{m+1}'\} \quad (64)
\]

with

\[
B_{m+1}' \leq B_m \left( \mu F_5(a, A, B_m) + \nu^{-\kappa+\beta} \exp(-(1 - \nu^\kappa) x^{-\kappa} F_3(a, A, B_m)) \right) + \Re(u, B_m) \exp(-(1 - \nu^\kappa) x^\kappa F_3(a, A, B_m)).
\] (65)

Let us choose \((u, B_m)\) in a compact neighbourhood of \((1, 0)\) such that for example \( F_3(a, A, B_m) > 1/2\). We can rewrite (65) as:

\[
B_{m+1}' \leq B_m (\mu F_5(a, A, B_m) + \xi_m) + \xi_m'
\]

where \( \xi_m = \exp(-(1 - \nu^\kappa) x^{-\kappa} F_3(a, A, B_m)) / 2 \) and \( \xi_m' = \nu^{-\kappa} \xi_m \) are two sequences tending to 0 as \( m \to \infty \).

For any \( \varepsilon > 0 \) we can take \( m_0 \) large enough such that for all \( m \geq m_0 \):

\[
B_{m+1}' \leq B_m (\mu F_5(a, A, B_m) + \varepsilon) + \varepsilon
\]
In summary, we have

\[ B_{m+1} \leq \max\{B_m, B_m \cdot F_0(u, B_m) + \varepsilon\} \]

with \( F_0(1,0) < \mu + \varepsilon < 1 \). Since \( B_m(1) = 0 \) and \( \varepsilon > 0 \) can be made as small as needed in a neighbourhood \( U(1) \) of \( u = 1 \), by Fact 3(iii) the sequence \( B_m \) is uniformly bounded. Note that \( B_\infty(u) \) is continuous and that \( B_\infty(1) = 0 \).

In passing, we observe that we have also proved that \( f^{-1}(z) = O(z^{\kappa(u)-1}) \) and \( g(z) = O(z^{\kappa(u)-1}) \).

C. FINISHING THE PROOF OF THEOREM 5.

In this subsection we establish Theorem 12. We start with a simple result.

Corollary 14. Let \( f^{(l)}(z) \) be the \( l \)th derivative of \( f(z) \). Then, for any \( \beta > 0 \) and \( \delta \) (with \( \beta + \delta < 1 \)), there exists \( U(1) \), a constant \( \xi \), and a convex cone \( C(D, \delta) \) such that \( f^{(l)}(z) = O(z^{-\kappa(u)+\beta-I+1}) \) for \( |z| > \xi \).

Proof. The corollary was already proved for \( l = 0 \) and \( l = 1 \). For arbitrary \( l \), applying Fact 5 to \( f'(z) \) yields \( f^{(l)}(z) = O(z^{-\kappa(u)+\beta-(l-1)\delta}) \). Set now \( \delta > 1 - \varepsilon \) (with \( \varepsilon > 0 \)) and \( \beta' = \beta + (1-l)\varepsilon \) to prove the corollary due to arbitrariness of \( \beta \).

Now, we are ready to prove Theorem 12 that is repeated below for the reader's convenience.

We recall, that we use the following notation

\[ f^{(l,k)}(z, u) = \frac{\partial}{\partial z^l \partial u^k} f(z, u) \]

Theorem 12. For any \( \beta > 0 \) and \( \delta < 1 \), there exists \( U(1) \) and a convex cone \( C(D, \delta) \) such that for \( (z, u) \in C[D, \delta] \times U(1) \):

\[ f^{(l,k)}(z, u) = O(z^{-\kappa(u)+\beta-I+1}) \]

Proof. Observe that it suffices to show that \( f^{(0,k)}(z, u) = O(z^{1-\kappa(u)+\beta}) \) since by Fact 5 we obtain \( f^{(l,k)}(z, u) = O(z^{-\kappa(u)+\beta-I+1}) \) for any \( \beta > 0 \) as in the proof of Corollary 14.

To prove \( f^{(0,k)}(z, u) = O(z^{1-\kappa(u)+\beta}) \) we proceed by double induction: one with respect to \( k \) and the other with respect to increasing domains \( D_m \) as described in Fact 4.

For \( k = 0 \), our claim is true by Theorem 11B (in fact, in this case \( \beta = 0 \)). So, we assume now that our theorem is true for all \( i < k \) and all \( l \geq 0 \).

After taking the derivative with respect to \( u \), our basic functional equation (51) is transformed into

\[ \frac{\partial^2 f(z, u)}{\partial z \partial u} = f^{(1,1)}(z, u) = \left( \frac{pz f^{(0,1)}(pz, u)}{(f(pz, u))^2} + \frac{qu f^{(0,1)}(qz, u)}{(f(qz, u))^2} \right) f(z, u) \]
\[ f(z, u) \left( \frac{p^2uzf^{(1,1)}(puz, u) - pf(puz, u)}{(f(puz, u))^2} + \frac{q^2uzf^{(1,1)}(quz, u) - qf(quz, u)}{(f(puz, u))^2} \right) \]

\[ - \left( \frac{pu}{f(puz, u)} + \frac{qu}{f(quz, u)} \right) f^{(0,1)}(z, u). \]

This formula suggests the following general scheme

\[ f^{(1,k)}(z, u) = b_k(z) + a_k(z) - g(z)f^{(0,k)}(z, u) \] (66)

where \( a_k(z) \) being of the form \( \frac{R_i(z)}{(f(puz))^k+1} + \frac{R_i(z)}{(f(puz))^k+1} \) and \( R_i(z) \)'s are polynomials of degree \( k+1 \) with terms of the form as \( z^I f^{(l,i)}(z, u) \) at points \( z, puz \) and \( quz \) for \( i \) and \( l \) strictly smaller than \( k \). Furthermore,

\[ b_k(z) = \left( \frac{pu}{(f(puz, u))^2} f^{(0,k)}(puz, u) + \frac{qu}{(f(quz, u))^2} f^{(0,k)}(quz, u) \right) f(z, u). \]

We can easily estimate \( a_k(z) \) and \( b_k(z) \). For the former, we just note that by the induction assumption for \( i \leq k-1 \) we have \( z^I f^{(l,i)}(z, u) = O(z^{k-1}) \), hence \( a_k(z) = O(1) \). For the latter, we use the induction with respect to the increasing domains \( \mathcal{D}_m \) as in the previous proofs. Thus, after elementary calculus we obtain \( |b_k(z)| \leq \mu \alpha(u)z^\beta \) due to \( (pu)^\alpha(u) + (qu)^\alpha(u) = \mu < 1 \), where \( \alpha(u) \rightarrow 1 \) as \( u \rightarrow 1 \).

Let now \( C_m \) be the upper bound on \( |f^{(0,k)}(z, u)z^{\alpha(u) - \beta - 1}| \) over the domains \( \mathcal{D}_m \). As before, we shall prove that \( C_m \) are uniformly bounded for all \( m \) which will complete the proof. To develop a recursion for \( C_m \) we apply Fact 2 to the differential equation (66). One derives

\[ f^{(0,k)}(z, u) = f(\nu z, u)e^{G(\nu z) - G(z)} + \int_{\nu z}^{z} (a_k(x) + b_k(x)) e^{G(z) - G(x)} dx. \] (67)

In sequence, we estimate the terms of the above equation in order to obtain a recurrence on \( C_m \).

From (62) we have

\[ |\exp(G(\nu z) - G(z))| \leq \exp \left( -z^{\alpha(u)}(1 - \nu^{\alpha(u)}) \right) \]

where \( F_3(a, A, B_m) \) was defined below (62). Furthermore, by Fact 2 we also have the following

\[ \int_{\nu z}^{z} a_k(x) e^{G(z) - G(x)} dx \leq \rho_1(u)z^{1-\alpha(u)}, \]

\[ \int_{\nu z}^{z} b_k(x) e^{G(z) - G(x)} dx \leq C_m \mu \alpha_2(u) z^{\beta + 1 - \alpha(u)}(1 + O(1/x)) \]

where \( \rho_1(u), \alpha_1(u) < \infty \) do not depend on \( z \), and \( \alpha_1(u) \rightarrow 1 \) as \( u \rightarrow 1 \).

Putting everything together, we finally obtain

\[ C_{m+1} \leq \max\{C_m, C'_m\} \]
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where

\[
C_{m+1}^i \leq \rho_1(u) \nu^{m \beta} + C_m \left( \mu \alpha_2(u) + \nu^{1+\beta-\kappa(u)} \exp \left( -\rho_2(u) \nu^{-\kappa(u)}m(1 - \nu^{\kappa(u)}) \right) \right) (1 + O(1/x))
\]

for some \( 0 < \rho_2(u) < \infty \) and \( \mu < 1 \). Clearly, the last recurrence can be re-written as

\[
C_{m+1}^i \leq \max\{ C_m, c(d) + F(d, C_m) C_m \}
\]

for some functions, \( c(\cdot) \) and \( F(\cdot, \cdot) \) such that \( F(0, y) < 1 \) and \( c(d) < \infty \) where \( d \) is the diameter of \( \mathcal{U}(1) \). As in Section 3.2B, we can now use Fact 3(iii) to show that \( C_m \) are uniformly bounded for some \( \mathcal{U}(1) \), and this completes the proof of Theorem 12. ■

3.3 De-Poissonization

In this subsection, we prove the de-Poissonization Theorem 9 which will complete the proof of Theorem 1. We use the Cauchy formula

\[
L_m(u) = \frac{m!}{2\pi i} \oint L(z, u) \frac{dz}{z^{m+1}}, \tag{68}
\]

where the integration is over a circle with the center at the origin and radius \( m \). We split this circle into two non-overlapping arcs \( A_m(\theta) \cup \bar{A}_m(\theta) = \{ z : |z| = m \} \) where \( w = me^{i\theta} \) is a point of the circle as shown in Figure 4. (We use standard notation for polar coordinates, that is, for \( z = \rho e^{i\theta} \) we set \( \rho = |z| \) and \( \theta = \arg(z) \).) More precisely, for \( w = me^{i\theta} (\theta > 0) \) the arc \( A_m(\theta) \) is defined as \( A_m(\theta) = \{ v : |v| = m \& -\theta \leq \arg(v) \leq \theta \} \), and \( \bar{A}_m(\theta) = \{ v : |v| = m \} - A_m(\theta) \) (cf. Figure 4).

Our proof of the de-poisonization is based on the ideas already used in Jacquet [8], and Rais et al. [17]. Namely, we shall show that the main contribution of the Cauchy formula (68) comes from the integration over the arc \( A_m(\theta) \) while the remaining contribution over \( \bar{A}_m(\theta) \) is exponentially small.

To proceed along these lines, we need upper bounds for \( L(z, u) \) over the arcs \( A_m(\theta) \) and \( \bar{A}_m(\theta) \) for some \( w = me^{i\theta} \) on the circle of integration. In Theorem 5 we have already developed a suitable bound over the first arc, so we need only a bound for \( |L(z, u)| \) for \( z \in \bar{A}_m(\theta) \). We denote such a bound by \( L(w, u) \) for \( w = me^{i\theta} \), that is, \( \max_{v \in \bar{A}_m(\theta)} |L(v, u)| \leq L(w, u) \). In passing, we observe that for \( w = x \) real (i.e., \( \theta = 0 \)) the arc \( \bar{A}_m(0) \) coincides with the whole circle of integration (of radius \( m \)), and \( \bar{L}(x, u) = L(x, u) \). Also, for any complex \( w \) we have \( \bar{L}(w, 1) = |e^w| \).

Before we formulate our result, we must introduce some new notation. Let \( \alpha(\theta) \) and \( \mu(u) \) be two positive functions of \( \theta \) and \( u \) in a neighbourhoods \( \mathcal{U}_\theta(0) \) and \( \mathcal{U}_u(1) \) respectively of 0.
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and 1. Actually, we want $\alpha(0) = 1$ and $\mu(1) = 0$, and, if $\theta \neq 0$, then $\cos \theta < \alpha(\theta) < 1$, and if $u \neq 1$, then $1 + \mu(u) > \kappa(u)$.

We prove the following theorem that provides the desired bound for $L(z, u)$ over the arc $\mathcal{A}_m(\theta)$.

**Theorem 15.** There exist neighbourhoods $\mathcal{U}_\theta(0)$ of $\theta = 0$ and $\mathcal{U}_u(1)$ of $u = 1$ such that for some $w = \rho e^{i\theta}$

$$
\max_{v \in \mathcal{A}_\rho(\theta)} \{|L(v, u)|\} \leq \mathcal{I}(\rho e^{i\theta}, u) \leq \alpha(\theta) \exp \left( \alpha(\theta) \rho^{1+\mu(u)} \right). 
$$

(69)

when $\rho \to \infty$, provided $\alpha(\theta) = 1 - \theta^2/4$ and $1 + \mu(u) > \kappa(u)$.

**Proof.** The proof is by induction over increasing domains as already discussed in Fact 4. However, since we work now with polar coordinates we redefine them. Let $\mathcal{F}_m = \{z = \rho e^{i\theta} : \theta \in \mathcal{U}_\theta(0) \ \& \ \rho \in [\xi, \nu^{-m} \rho_0]\}$ such that $0 < \max\{\nu x, \nu y\} \leq \nu < 1$ and $\xi > \nu$ (cf.
Moreover, we require \( \rho_0 > 1 \) such that for all \( \rho > \xi \rho_0 \) we have \( \alpha(\theta) \exp(\rho \alpha(\theta)) > \exp(\rho \cos \theta) \) for \( \theta \neq 0 \) and for some (small) \( \mathcal{U}_\theta(0) \) and \( \mathcal{U}_\theta(1) \).

Take now such a small \( \mathcal{U}_\theta(1) \) that \( \overline{I}(\rho e^{i \theta}, u) < \alpha(\theta) \exp \left( \alpha(\theta) \rho^{1+\mu(u)} \right) \) holds for \( u \neq 1 \) or \( \theta \neq 0 \) (i.e., for \( z \in \mathcal{F}_1 \)). This is possible due to our choice of \( \rho_0 \). Now, we assume (69) is true for all \( m' \leq m \) and we prove it also holds for \( m + 1 \). Let \( z \in \mathcal{F}_{m+1} - \mathcal{F}_m \). From our basic functional equation we have for \( z_0 = \rho_0 e^{i \theta} \)

\[
\overline{L}(z, u) = \overline{L}(z_0, u) + \int_{z_0}^z \overline{L}(pux, u) L(qux, u) \, dx,
\]

which for \( w = \rho e^{i \theta} \) and \( w_0 = \rho_0 e^{i \theta} \) translates into

\[
\overline{L}(\rho e^{i \theta}, u) \leq \overline{L}(\rho_0 e^{i \theta}, u) + \int_{\rho_0}^\rho \overline{L}(puxei^{i \theta}, u) \overline{L}(quxei^{i \theta}, u) \, dx.
\]

Since \( pux \) and \( qux \) both belong to \( \mathcal{F}_m \) we have by the induction hypothesis

\[
\overline{L}(puxei^{i \theta}, u) \overline{L}(quxei^{i \theta}, u) \leq \alpha^2(\theta) \exp \left( \alpha(\theta) \left( (pu)^{1+\mu(u)} + (qu)^{1+\mu(u)} \right) x^{1+\mu(u)} \right).
\]

Observe now that due to \( 1 + \mu(u) > \kappa(u) \) we have \( (pu)^{1+\mu(u)} + (qu)^{1+\mu(u)} < 1 \) by the definition of \( \kappa(u) \). Therefore,

\[
\overline{L}(\rho e^{i \theta}, u) \leq \overline{L}(\rho_0 e^{i \theta}, u) + \int_{\rho_0}^\rho \alpha^2(\theta) \exp \left( \alpha(\theta) x^{1+\mu(u)} \right) \, dx
\]

\[
\leq \overline{L}(\rho_0 e^{i \theta}, u) + \int_{\rho_0}^\rho \alpha^2(\theta) \left( \frac{x}{\rho_0} \right)^{\mu(u)} \exp \left( \alpha(\theta) x^{1+\mu(u)} \right) \, dx,
\]

which, after integration by parts, leads to

\[
\overline{L}(\rho e^{i \theta}, u) \leq \overline{L}(\rho_0 e^{i \theta}, u) + \frac{\alpha(\theta)}{\rho_0^{\mu(u)} (1 + \mu(u))} \left( \exp \left( \alpha(\theta) \rho^{1+\mu(u)} \right) - \exp \left( \alpha(\theta) \rho_0^{1+\mu(u)} \right) \right)
\]

\[
\leq \overline{L}(\rho_0 e^{i \theta}, u) + \alpha(\theta) \exp \left( \alpha(\theta) \rho^{1+\mu(u)} \right) - \alpha(\theta) \exp \left( \alpha(\theta) \rho_0^{1+\mu(u)} \right)
\]

since in \( \mathcal{U}_\theta(1) \) we can always choose \( \rho_0 > 1 \) such that \( \rho_0^{\mu(u)} (1 + \mu(u)) > 1 \). Finally, by induction \( \overline{L}(\rho_0 e^{i \theta}, u) \leq \alpha(\theta) \exp \left( \alpha(\theta) \rho_0^{1+\mu(u)} \right) \) so

\[
\overline{L}(\rho e^{i \theta}, u) \leq \alpha(\theta) \exp \left( \alpha(\theta) \rho^{1+\mu(u)} \right)
\]

in \( \mathcal{F}_{m+1} - \mathcal{F}_m \), hence also in \( \mathcal{F}_{m+1} \), and this completes the proof of Theorem 15. \( \blacksquare \)

Finally, we are ready to finish the proof of our main result Theorem 1, by completing the proof of the de-Poissonization, namely Theorem 9. To recall, we want to prove the following (cf. (47))

\[
I_m \left( e^{t \sqrt{m}} \right) \exp \left( - \frac{\tilde{X}(m)}{\sqrt{m}} t - \frac{\tilde{V}(m) - m(\tilde{X}(m))^2}{2m} t^2 \right) = 1 + \mathcal{O}(1/m^{1/2-\delta})
\]
We now split the Cauchy formula (68) into two parts, namely

\[ I_m(u) = I_m(u) + E_m(u) \]

with \( I_m(u) \) being the part of the integration over \( A_m(\theta) \) and \( E_m(u) \) the integration over \( \overline{A}_m(\theta) \) for some \( w = me^{i\theta} \) belonging to the circle of integration and lying on the boundary of a convex cone \( C(D, \delta) \). More precisely, we set

\[
I_m(u) = \frac{m!m^{-m}}{2\pi} \int_{Dm^{\delta-1}} I(me^{i\theta}, u)e^{-i\theta} d\theta , \quad (70) \\
E_m(u) = \frac{m!m^{-m}}{2\pi} \int_{[\theta \in [Dm^{\delta-1}, \pi]]} I(me^{i\theta}, u)e^{-i\theta} d\theta . \quad (71)
\]

We compute the above integrals separately.

We start with (71). From Theorem 15 we have

\[ E_m(u) \leq m!m^{-m} \exp \left( \alpha(Dm^{\delta-1})m^{1+\mu(u)} \right) . \]

Now, by Stirling's formula: \( m! = m^m e^{-m\sqrt{2\pi m}} (1 + O(1/m)) \), and after some algebra we obtain (setting \( \alpha(\theta) = 1 - \theta^2/4 \) and \( 1 + \mu(u) > \kappa(u) \))

\[ E_m(e^{i/\sqrt{m}}) = \exp \left( -0.25 \cdot D^2m^{2\delta-1} + O(\sqrt{m}\log m) \right) . \]

Thus, as \( m \to \infty \) we have \( E_m(e^{i/\sqrt{m}}) \to 0 \) exponentially fast as long as \( \delta > 3/4 \). By Theorem 6, \( \tilde{X}(m)/\sqrt{m} = O(\sqrt{m}\log m) \) and \( (\tilde{V}(m) - m(\tilde{X}'(m))^2)/m = O(\log m) \), so

\[
\lim_{m \to \infty} E_m(e^{i/\sqrt{m}}) \exp \left( -t \frac{\tilde{X}(m)}{\sqrt{m}} - t^2 \frac{\tilde{V}(m) - m(\tilde{X}'(m))^2}{2m} \right) = O(e^{-mt})
\]

for some \( \varepsilon > 0 \) and \( \delta > 3/4 \).

Now, we turn our attention to the evaluation of \( I_m(u) \) defined in (70). Let us examine the following expression

\[
J_m(t) = \frac{m^m e^{-m\sqrt{2\pi m}}}{m!} \int_{Dm^{\delta-1}} I(me^{i\theta}, e^{i/\sqrt{m}}) \exp \left( -t \frac{\tilde{X}(m)}{\sqrt{m}} - t^2 \frac{\tilde{V}(m)}{2m} - m(i\theta + 1) \right) d\theta .
\]

After a change of variables (i.e., \( \Theta = \theta/\sqrt{m} \)) we obtain

\[
J_m(t) = \frac{1}{\sqrt{2\pi}} \int_{Dm^{\delta-1/2}} \int_{Dm^{\delta-1/2}} I(me^{i\theta}, e^{i/\sqrt{m}}) \exp \left( -\frac{\tilde{X}(m) t}{\sqrt{m}} - \frac{\tilde{V}(m) t^2}{2m} - m(i\theta + 1) \right) d\theta .
\]

We now assume that \( \delta > 1/2 \). Then, by Theorem 6 for any \( \beta > 0 \) and some \( U_\alpha(1) \)

\[
\log(L(me^{i\theta}, e^{i/\sqrt{m}})) = me^{i\theta} + \tilde{X}(me^{i\theta})t + \frac{\tilde{V}(me^{i\theta}) t^2}{2} + O(m^{1+\beta} t^3) ,
\]

\[
\tilde{X}(me^{i\theta}) = \tilde{X}(m) + m\theta \tilde{X}'(m) + O(\theta^2 m^{1+\beta})
\]

\[
\tilde{V}(me^{i\theta}) = \tilde{V}(m) + O(\theta m^{1+\beta}) ,
\]
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and \( me^{i\theta} - m - mi\theta = -m\theta^2/2 + O(m\theta^3) \). Thus,

\[
\log(L(me^{i\theta}, e^t)) - \frac{\tilde{X}(m)t}{\sqrt{m}} - \frac{\tilde{V}(m)t^2}{2m} - m(i\theta + 1) = \frac{\tilde{X}'(m)m\theta t}{\sqrt{m}} - m\frac{\theta^2}{2} + O(m^{1+\theta}(|\theta| + |t|)^3) \tag{72}
\]

which proves that

\[
L(me^{i\theta}/\sqrt{m}, e^t/\sqrt{m}) \exp\left(-\frac{\tilde{X}(m)t}{\sqrt{m}} - \frac{\tilde{V}(m)t^2}{2m} - m(i\theta + 1)\right) = \exp\left(it\tilde{X}'(m)\theta - \frac{\theta^2}{2}\right) = O(1/m^{1/2-\beta})
\]

provided \( m^{1+\beta}m^{-3/2} \to 0 \), that is, \( \beta < 1/2 \). Furthermore, since \( \Re(me^{i\theta} - m - mi\theta) \leq -m\theta^2/4 \) it is easy to see that for any \( \epsilon < 1/4 \) uniformly in \( t \) on a compact set and \( m \) large, we have

\[
\left| L\left(me^{i\theta}/\sqrt{m}, e^{t/\sqrt{m}}\right) \exp\left(-\frac{\tilde{X}(m)t}{\sqrt{m}} - \frac{\tilde{V}(m)t^2}{2m} - m(i\theta + 1)\right) \right| \leq \exp\left(\epsilon + \epsilon|\theta| - (0.25 - \epsilon)\theta^2\right)
\]

which, by the dominated convergence theorem, leads finally to

\[
J_m(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{it\tilde{X}'(m)\theta - \theta^2/2} \frac{d\theta}{\sqrt{2\pi}} = O(1/m^{1/2-\beta})
\]

To complete the proof of Theorem 9 it suffices to observe that the above integral is equal to \( \exp(- (\tilde{X}'(m))^2 t^2 / 2) \). After multiplying the above by \( \exp(-(\tilde{X}'(m))^2 t^2 / 2) \) we obtain (47) of Theorem 9.

In passing, we note that in the course of these derivation we establish a relationship between the mean \( \tilde{X}(x) \) and the variance \( \tilde{V}(x) \) of the Poisson model and the mean \( EL_m \) and the variance \( \text{Var}(L_m) \) of the Bernoulli model. For example, a refinement of the above leads to (cf. Lemma 10)

\[
\text{Var}(L_m) \sim \tilde{V}(m) - m(\tilde{X}'(m))^2 + 0.5m^2(\tilde{X}''(m))^2.
\]

Thus, after this long trip we completed the proof of Theorem 1A (and also Theorem 1B if one "borrows" the variance result from [10]).

4. CONCLUDING REMARKS

In this paper we settle in the affirmative the conjecture of Aldous and Shields [1] concerning the limiting distribution of the number of phrases in the Lempel-Ziv parsing scheme. Our result was proved for the asymmetric Bernoulli model. One can wonder whether the proposed technique can be extended to prove similar result for the Markovian model. We think we can answer in the affirmative, and in these concluding remarks we briefly sketch our line of arguments. We hope to publish a rigorous proof in a forthcoming paper.
Assume a binary alphabet $\Sigma = \{0, 1\}$, and let symbols of all strings be generated according to a Markov chain with the transition probability $p_{ij}$ ($i, j \in \Sigma$). We denote by $\pi_i$ ($i \in \Sigma$) the stationary probability of the Markov chain. Finally, let $L_i(u, z)$ and $L(u, z)$ denote respectively the conditional (under the condition that all the strings start with character $i \in \Sigma$) and unconditional Poisson generating functions of the internal path length in a digital search tree. It is not difficult to notice that these functions satisfy the following differential-functional equations

$$
\frac{\partial L(z, u)}{\partial z} = L^0(\pi_0zu, u) L^1(\pi_1zu, u) \quad (73)
$$

$$
\frac{\partial L_i(z, u)}{\partial z} = L^0(p_{i0}zu, u) L^1(p_{i1}zu, u) , \ i \in \Sigma \quad (74)
$$

The clue to our analysis is – as in the case of the Bernoulli model – establishing the growth rate of $L(z, u)$ which should lead the limiting distribution in the Poisson model. As in Section 3.2, instead of analyzing directly $L_i(z, u)$ (which we expect to have exponential growth) we deal with new functions defined as below

$$
\eta_i(z, u) = \frac{L_i(z, u)}{L^0(p_{i0}zu, u) L^1(p_{i1}zu, u)} , \ i \in \Sigma .
$$

We claim that $f(z, u) = O(z^{1-\kappa(u)})$ where this time the function $\kappa(u)$ satisfies the following equation

$$
\begin{vmatrix}
(p_{00}u)^{\kappa(u)} - 1 & (p_{01}u)^{\kappa(u)} \\
(p_{10}u)^{\kappa(u)} & (p_{11}u)^{\kappa(u)} - 1
\end{vmatrix} = 0
$$

where $|A|$ denote the determinant of a matrix $A$. Once we have this result, we can reason along the lines of Section 3 to prove our claim. Clearly, the analysis is much more technical and more challenging. We promise to return to it!

**APPENDIX: PROOF OF LEMMA 7A**

We prove Lemma 7A. More generally, let

$$
v(z) + v'(z) = v(zp) + v(zq) + g(z) \quad (75)
$$

be a differential-functional equation of $v(z)$ such that $g(z) = O(\log^2 z)$ for $|z| \to \infty$. We prove that $v(z) = O(z)$.

The proof is by induction over the increasing domains $D_m$ as described in Fact 4. From Fact 1 we conclude that (75) has the following solution

$$
v(z) = v(\nu z)e^{-z(1-\nu)} + e^{-z} \int_{\nu z}^z e^{x} (v(px) + v(qx) + g(x)) \, dx .
$$
Let now $V_m$ be the upper bound on $|v(z)x^{-1}|$ over the domain $D_m$ in the convex cone $C(D, \delta)$, where $z = x + iy$. From the induction hypothesis one obtains the following recurrence

$$V_{m+1} \leq \max\{V_m, V'_m\}$$

where

$$V'_{m+1} \leq V_m \left(1 + ve^{-\nu m(1-\nu)}\right) + \nu^m m^2 \log^2 \nu.$$ 

The above recurrence falls under the pattern discussed in Fact 3(iii), hence by the same arguments as in Section 3.2, we show that $V_m$ are uniformly bounded. Lemma 7A is proved.
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