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ABSTRACT
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CHAPTER 1
INTRODUCTION

The main focus of this thesis is the methodology for constructing intelligent, optimizing, parallel compilers and programming environments. We emphasize intelligence in the context of the optimization of program parallelism because of the following two reasons:

1. Program-parallelism optimization is a difficult task and high level intelligence is required.
2. Applying state-of-the-art AI techniques to parallel compiling may significantly increase the effectiveness and efficiency of parallel compilers. However, this approach has not received its due attention in the parallel compiler research community.

Two typical remarks that we received when we first proposed utilizing AI techniques to build intelligent parallel compilers back in 1985 were: "Aren't you making a difficult problem even more difficult?" and "How can you build an expert system for a field that has no experts?" Indeed, building parallel compilers or programming environments has never been straightforward. The task is so complex that no satisfactory parallel compilers exist today. However, the purpose of introducing AI techniques into parallel compiling is to derive new methodologies for organizing and integrating program optimization knowledge and a framework for systematic and automatic analysis so that intelligent behaviors can be observed in parallel compilers. As will be demonstrated in this thesis, powerful program optimization tools can be built based on some relatively simple methodologies. The second remark demonstrates a common misunderstanding about expert systems. In fact, the primary areas where expert system technology can be applied are ill-conditioned, complex problems where the general level of understanding about the field is not mature enough to solve the problem analytically. The problem of program parallelism optimization falls into this category.

In this chapter, we identify some problems with current state-of-the-art optimizing parallel compilers and programming environments and discuss new directions for solving these problems.

1.1. Motivation

An emerging trend in computer design is the reliance on parallelism to achieve performance improvements over sequential processors. During the last decade, parallel architectures have migrated out of the research laboratories and spread into various classes of commercial product lines that range from supercomputer class machines, such as the Cray-YMP and Intel Touchstone, to workstation class machines such as Transputers or NCUBE-4. The advantage of utilizing parallelism is obvious - concurrent execution provides the critical speed up that many applications need and opens up opportunities for many new applications that were not computable before. For supercomputers, parallelism provides a critical technology to break the sequential speed barrier. For general purpose machines, parallelism allows manufacturers to produce powerful computers with impressive peak performance and excellent price-performance ratio without exclusively relying on expensive, cutting edge hardware technology. This lowers the cost of the machines significantly.

However, parallelism is not without its price. Parallel programs contain multiple threads of the control and data flow. Many new concepts and difficulties that do not exist in programming sequential computers are encountered in programming parallel computers. Issues such as the correct order of concurrent data update and accesses, critical regions, communication, and deadlock prevention need to be handled carefully to ensure the correctness of the programs. Furthermore, complicated issues such as program partitioning, mapping, scheduling, cache and local memory utilization, and synchronization must be addressed to utilize the parallel capability of the machines. This makes programming parallel computers a very tricky and complex task. Programming parallel computers can be several orders of magnitude harder than programming their sequential counterparts [CCHKT88]. The efficiency of the program is usually tied closely to the structure of the target machine. Highly optimized programs are usually non-portable. Worse yet, it is normally very difficult to predict the
correct behavior or to assess the performance of the program on a target machine. Debugging parallel programs often becomes a nightmare for programmers.

Because of these difficulties, the mass parallelism promised by parallel architectures is rarely realized. Studies indicate that the effective performance of parallel computers usually ranges between only 5% to 35% of their peak performance [Bem86, Dong87]. Such poor delivered performance emphasizes the great need for appropriate software tools for parallelism utilization. What are needed are user-friendly parallel compilers or programming environments that can shield the difficulties of parallel programming from the users.

1.1.1. Parallel Programming Environments

A parallel programming environment is a software system designed to help the user to program and debug programs for parallel computers. It is usually a software system that is the integration of various sub-systems such as programming tools (editors, visual programming tools, etc.), parser, program dependence analyzer, parallelism optimizer, code generators, performance evaluation tools, visualization tools, debugging tools, and, most importantly, a friendly user-interface. Different programming environments emphasize different aspects of the parallel programming task. We are particularly interested in programming environments that are capable of helping users optimize programs for efficient execution on different classes of parallel computers.

![Diagram of a typical parallel programming environment]

Figure 1.1. The structure of a typical parallel programming environment.

What an ideal parallel programming environment consists of is debatable. Ideally, the user should implement the application in a high level programming language without worrying about the efficiency problem and leave the optimization task to the compilers. In other words, the responsibility for mapping programs efficiently to the target architectures lies primarily with the compilers and programming environments instead of with the users. In this way, the programming environment can shield programmers from the pragmatic details of parallel programming and allow them to concentrate on the structure of the algorithms and the correctness of the programs. The use of this kind of programming environment can be best described by the following scenario.

After developing the algorithms for his problem, the programmer encodes his/her application in a machine-independent form (which can be either sequential or parallel). He then selects a set of target machines. For each of the target machines, the programming
environment parallelizes the code and generates an optimized program that matches the underlying architecture model. Depending on his/her parallel programming experience, the programmer may select to interact with the system's decision-making process. Such interaction can range from querying the system for its reasons in making some particular decisions to providing suggestions or other input which would ease the task of the system. In the extreme case, the programmer may actually direct the choices taken by the system.

Of course the programming environment as described above does not exist today but there are some ongoing efforts in this direction. A good parallel programming environment should provide programming and optimization advice to ordinary parallel programmers so that user involvement in the decision-making is minimum.

1.1.2. The State-of-the-art of the Current Technology

Most parallel compilers and programming environments of today have the following problems:

- **They lack the needed intelligence to make critical decisions.** Most systems rely on the user to make critical optimization decisions.
- **They are inefficient.** Most systems are slow and expensive to use.
- **They are hard to improve.** Most systems lack a systematic organization of the system knowledge and often have ad hoc heuristics scattered throughout the system. This makes it difficult for the systems to evolve. None of the existing parallel compilers or parallel programming environments have knowledge acquisition facilities or learning capabilities.
- **They have a limited scope of applications.** Most existing systems can only be applied to a very limited set of target architectures. Transferring the knowledge in a parallel compiler for a particular machine to another requires significant effort.

As a result of these problems, most parallel compilers rely on the users to exploit opportunities for concurrent operations. Users have to structure their applications carefully in specific forms so that the compiler can easily recognize the parallelism available in the program. This means that users have to figure out most or all the transformations that the compilers need to perform and annotate the programs to instruct the compilers to generate efficient code. This is certainly not the kind of help that novice programmers expect from parallelizing compilers.

Although program vectorization is considered to be a well-researched and well-understood subject ([AlKe84a, AlKe87, KKLW80, Wolfe82]), research in program parallelization and optimization for non-shared memory or hierarchical multiprocessor architectures is still in its infancy. Only recently have extensive efforts been underway in this direction: Paraphrase II at CSRD [PGHLLS89], PFC [AlKe84b] and Parascope [CCHK88] at Rice, PTRAN at IBM [Allen86, ABCCF88], and our efforts in building intelligent parallel compilers [Wang85, WaGa89, Wang90d]. It is unfortunate that the advances in parallel hardware have not been met with needed advances in software technology. In fact, the slowness in market growth of parallel computers may be linked indirectly to the slowness in the development of good parallel compilers and programming environments. In the next section, we will discuss some difficulties in building such environments with current state-of-the-art technology and propose some solutions to the problems.

1.1.3. Obstacles in Building Parallel Programming Environments

Why is the parallel programming software still in such a primitive state even after extensive research efforts during the last decade? The major difficulties in generating powerful optimizing parallel programming environments can be categorized as follows:

1. **Lack of comprehensive understanding of parallelism utilization:** Despite extensive research during the past decade, we still do not have an overall picture of how parallelism can be optimized without extensive user involvement.

2. **Detailed knowledge about the target machines required for program optimization:** Different parallel architectures use different techniques to speed up computations and require different tricks to utilize the features. Extensive knowledge about the underlying hardware is needed.

3. **Dynamism in program behavior:** The performance of some programs depends on input and the control flow of the program.
4. **Incomplete knowledge at compile time**: Parallel compilers have to base their decisions on approximate information at compile time. These approximations are often incomplete, rough, and rely on an unrealistic and simplified model of computation.

5. **Huge decision-trees for parallelism optimization**: Even for a program of medium size, the decision-tree for program optimization can be quite large. Methodologies for pruning unneeded branches in the decision-tree are needed.

6. **Use of ad hoc heuristics**: The techniques adopted by parallel compilers and programmers of parallel computers are mostly ad hoc heuristics. A number of heuristics are needed in order for the compiler to perform an adequate job. Unfortunately, most systems lack proper knowledge organization facilities to utilize the heuristics effectively and systematically. Also, these ad hoc heuristics are mostly non-portable.

7. **Expensive dependence analysis and performance estimation**: Program dependence information and estimation of performance are usually very computation-intensive.

Because of these difficulties, much of the burden of achieving high performance is shifted to the programmer. Most people agree that current parallel programming tools need a much higher degree of intelligence. The question is: How far away are we from building truly intelligent parallel compilers that can shield the user from optimization details? Have we effectively utilized the state-of-the-art technology in building the current generation of parallel compilers? Judging from the abundance of research results and the state of current parallel compilers, the answer is probably a "no." From our point of view, the root of the problem lies in the lack of systematic mechanisms for the reasoning and control of program parallelization and optimization process. Methodologies that can effectively integrate and utilize the current technology to improve parallel programming environments and compilers can have an immediate impact on the development of parallel software and should be important topics in the current research on parallel processing. In particular, combining advance program transformation techniques and the state-of-the-art AI technology in the construction of parallel compilers or programming environments is a very promising approach. Four important areas that need much more concentrated and coordinated research efforts are:

1. **Framework for systematic program analysis and intelligent program restructuring control**. This is the central topic of chapter 4.

2. **The integration of machine properties into the program restructuring process and the representation and manipulation of machine features**. These problems were discussed in [WaGa89, Wang88] and will be briefly discussed here. [Poly86] and [Sarkar87] discussed task creation and scheduling problems based on some machine features.

3. **Methodologies for analyzing, representing, organizing, and integrating heuristics for improving parallelism**. A framework for knowledge organization and control, called the heuristic hierarchy, is discussed in section 4.4.3, and the concept is extended to a new problem-solving model called the hier-blackboard (see section 4.4.4).

4. **Learning models and knowledge acquisition tools for the enhancement of the system knowledge**.

1.2. **Problem Statements**

This research is aimed at studying methodologies for constructing intelligent parallel compilers for different classes of parallel computers. We will examine new techniques and methodologies for building intelligent compilers for different classes of parallel architectures. Two key issues that we concentrate on are the intelligence of the system and the portability across a wide spectrum of target architectures.

More specifically, we intend to study the following problems:

1. **Paradigms for program restructuring**. Program restructuring techniques are only mechanical procedures to change the program structure; to effectively utilize these techniques, we need to couple the techniques with knowledge of the target machine and heuristics. A framework for systematically selecting program transformations and evaluating the results is needed. The efficiency, flexibility, and effectiveness of the framework need to be studied.

2. **Methodologies for improving the parallelism of the program**. Study the heuristics for applying program transformations to match the parallelism of the program with the target machine, the theoretic foundations of some program transformation techniques, and the incorporation of global consideration in the
decision-making process.

3. **Knowledge manipulation for parallel program optimization.** These include techniques for the analysis, acquisition, organization, integration and accumulation of the knowledge for program parallelization and optimization.

4. **Application of AI techniques to parallel compiling.** Assess possible contributions of various AI techniques in the construction of intelligent parallel compilers.

In our view, these problems are essential for solving the general problem of building parallel programming environments that we discussed above. To demonstrate the techniques developed in this thesis, a prototype system has been constructed. Some experimental results and comparisons with other parallel programming environments and parallel compilers will be presented.

1.3. Our Approach

Our goal is not to build a production quality parallel compiler that generates high quality object code for certain parallel computers; this would require a great implementation effort and overshadow the main ideas of this research. What we are trying to do is to derive methodologies and theoretical foundation for construction of such systems and show that these approaches are feasible. Our approach is based on a new framework for systematic analysis and restructuring of the program. This framework integrates machine features and performance evaluation into the decision-making process of program optimization. Under this framework, the program optimization process is an iterative process of finding a suitable program transformation sequence to improve the match between the program and the target machine. AI techniques can be utilized in this iterative process to prune non-promising branches of the decision tree, provide expert advice and explanation to novice users, and support learning to improve intelligence of the compiler.

This framework is realized by a generalized blackboard problem-solving model called the hier-blackboard which features opportunistic reasoning and hierarchical knowledge organization. Features of the target machine that affect the performance of the program are explicitly encoded in the heuristics. An object-oriented machine knowledge representation scheme is designed to support reasoning on the knowledge and integration of heuristics. A machine knowledge manipulation system is implemented to provide supports for the program optimization system and the knowledge acquisition tool.

A systematic program optimization process requires a flexible, efficient, and accurate performance prediction model. We have designed and implemented a performance prediction model to estimate effects of program transformations on the program. This performance prediction is based on the machine knowledge manipulation system and integrated with the systematic program restructuring process.

We also study heuristics for utilizing various transformation techniques and the theoretic foundation of two useful transformations, array reshaping and message consolidation.

The essential requirement for a system to be intelligent is the ability to acquire new knowledge or self-learning. A compiler that learns from its past experience will greatly enhance its capabilities and evolve with advances in the technology. Although no self-learning modules are implemented at this point, the whole system framework is designed with self-learning in mind. Provisions for integrating learning modules are supported in modules for knowledge organization, program optimization, and performance prediction.

To summarize, our approach has the following distinct features:

- The program optimization process is driven by the features of the target machine and the program.
- Machine knowledge manipulation is integrated with the decision-making, performance-prediction, and knowledge-manipulation processes.
- It supports multiple target machines and allows knowledge generalization and knowledge transfer.
- The whole decision tree is examined; AI techniques are utilized to prune non-promising branches of the decision-tree.
- Supports systematic manipulation (encoding, organization, integration, and utilization) of domain knowledge.
- New knowledge acquisition and self-learning modules can be easily incorporated.

The implementation of our approach differs from other parallel compilers in the following four ways. First, we are using second generation expert system techniques as part of the internal design. Second, we are
exclusively relying on heuristics to make program optimization decisions based on the features of the machine and the program. No prior sequence of transformation is required. Third, our system can handle different classes of target architectures. Adding new target machines is a matter of specifying features of the machines and installing new heuristics for programming the machine. Fourth, the level of user interaction can be chosen by the user. This allows the system to adjust itself to suit the different backgrounds of the users. Also, depending on the available resources, the level of optimization degree is also selectable. Unlike other optimization systems where the systems skip some optimization process altogether when the optimization degree is low, the optimization degree is actually an indication of how many resources should be devoted to do certain costly estimations of the performance. Therefore, the optimization degree will not affect the functionality of the optimization but may use cheap heuristics to obtain a rough estimation of the needed information.

Why do we choose to use the expert system approach and to support multiple target architectures? We examine this question in the following two subsections.

1.3.1. Expert System Technologies

Expert systems are suitable for problem domains with great complexity and jobs for which it is difficult to develop algorithms that can handle general cases. These kinds of problems are usually solved by employing human heuristics. Computer-based expert systems seek to capture enough knowledge of human specialists so that they can solve the problem. Due to the inherent difficulties of knowledge acquisition and representation, the discovery and test cycle of integrating the knowledge needs to be repeated many times before the system is powerful enough to solve general cases of the problem. With the gradual maturation of the knowledge about parallelism, the knowledge of the parallel compilers needs to be updated frequently. The open-ended characteristic of this process makes the expert system a natural choice for implementation.

First generation expert systems rely on the use of surface knowledge, such as simple heuristics. As a result, these expert systems show only a limited degree of intelligence. This is because human experts not only have a ground in the declarative and the procedural knowledge of their particular domains, but also possess something beyond facts and procedures. A major aspect of expertise resides in its structure and organization (deep knowledge). However, the know-how sought by expert systems does not come pre-packaged as an explicit and objective model. It may be better characterized as a collection of semi-complete, semi-structured, hedged, and subjective know-how [Haycs83]. Therefore, it is important that the knowledge acquisition techniques catch the underlying structure and organization of the knowledge. Second generation expert systems try to solve this problem by looking beyond the use of surface knowledge and utilizing two additional features: tools for acquisition of deep knowledge and machine learning. The expert system shell should integrate a variety of tools that allow for knowledge acquisition, explanation and utilization of the complex domain knowledge. The ExpShell discussed in chapter 8 represents our efforts in this direction. The importance of machine learning is in its low degree of human involvement. Although self learning is still not a reality now, it has much higher potential than human-assisted knowledge acquisition to learn in the long run. It can utilize the available computing power to explore more possibilities and is not limited by the knowledge of the human experts.

One major drawback of the rule-based expert systems is the opacity of the knowledge. Translating heuristics into rules causes the knowledge to be fragmented. Even though there are still strong relations between many of the rules, the fragmentation causes an unfortunate loss of coherence. We address this problem by deriving a new problem-solving model called the hier-blackboard. The hier-blackboard model is not only a model for implementation of expert systems, but also a methodology for decomposing and organizing both the problem-solving knowledge and the problem-solving state. Details of the model are discussed in chapter 4.

1.3.2. Multiple Target Architectures and Knowledge Generalization

Different architectures present different programming models and use different tricks to speed up the computation. Thus the programs need to be restructured on the basis of the knowledge of target architectures in order to utilize the potential parallelism the hardware provides. Generally, there is a trade-off between optimization and portability. Porting a parallel program to another parallel computer of different characteristics requires a major effort which greatly increases the cost of developing software for parallel computers. One solution to this problem is to build multiple targets or retargetable parallel compilers.
Many people believe that the optimization of the machine parallelism needs to be based on the machine-specific instructions that the machine provides; therefore, the heuristics for program optimization are specific to the machine that they are developed for. However, a closer examination reveals that the performance of the parallel architecture is tied to the features of the machine instead of the machine-specific instructions that reflect the features. So ad hoc knowledge needs to be analyzed and converted into knowledge that can be shared by other systems; this requires a model of program transformation that can accommodate such generalization. The feature-directed program optimization model that we discuss in chapter 4 suits this need fairly well. A retargetable parallel compiler not only needs to understand hardware details related to code generation but also needs to have enough knowledge about optimizing parallelism of target machines. This magnifies the difficulties of all the problems in building parallel programming environments.

The major advantage of a multiple target architecture software system is that the knowledge accumulated for each architecture can be transferred to other target machines. Knowledge generalization and transfer can be achieved by analyzing the machine features involved in the knowledge systematically. We discuss this problem in detail in chapter 5.

1.4. Organization of the Thesis

In chapter 2, we discuss some fundamental issues about machine parallelism and program parallelism. These include machine architecture and parallel execution, program dependence, representation and computation of program dependence, abstraction of program parallelism, and programming issues for parallel computers.

In chapter 3, we discuss the foundation of program transformations and survey some restructuring techniques and their applications in parallelism optimization.

In chapter 4, we present a new model for parallel program optimization, called the feature-directed program optimization paradigm. A framework for building optimizing parallel compilers based on the feature-directed program optimization paradigm is derived. A new problem-solving model called the hier-blackboard is introduced. This model features opportunistic reasoning with hierarchical organization of the domain knowledge and problem-solving states. We also discuss several approaches for efficient decision-making, knowledge organization, learning, and intelligent user interface, which are the major subjects of the subsequent chapters.

In chapter 5, features of the parallel architecture that affect program optimization are discussed. An object-oriented machine knowledge representation scheme is presented. The utilization of this scheme to build a machine knowledge manipulation system is presented. Problems for collecting, organizing and analyzing machine features and heuristics are also discussed. Some applications of this technology to other related problems are suggested.

In chapter 6, we present a performance prediction model that is designed for parallel compilers. The model is flexible and efficient and can be utilized in parallel compilers to assess the overall performance of a program on a target machine and update the performance estimation incrementally.

In chapter 7, we discuss problems of parallelism matching and techniques to handle the problems for MIMD architectures. Theoretical foundations for array reshaping and message consolidation are discussed. Heuristics for utilizing these and other program transformation techniques are also presented. We also discuss the problem of selecting and fine-tuning pre-optimized algorithms.

In chapter 8, the implementation of an experimental parallel programming environment is discussed and some examples and experimental data are also presented. Finally, in chapter 9, we summarize ideas presented in this thesis, our contributions, and future research directions.
CHAPTER 2
PARALLELISM AND
PARALLELISM IMPROVEMENT

2.1. Levels of Parallelism

Parallelism can be exploited at three different levels: the algorithm level, the program level, and the machine level. On each of these levels it can be abstracted as a conceptual concurrency model of computation which is called virtual machine of the level.

At the algorithm level, the parallelism lies in the concurrency of the multi-threads of computations allowed by the algorithm. The computational assumptions that the parallel algorithms are based upon represent the virtual machine of the algorithm. Commonly used models include shared-memory models (concurrent-read-exclusive-write, concurrent-read-concurrent-write, etc.) and fixed interconnection networks with constant degree (such as linear array, trees, meshes, hypercubes, systolic arrays, shuffle-exchange, and butterfly networks). Algorithm level parallelism can be characterized by the number of virtual processors, the model of concurrent read-writes, the complexity of inter-processor communications, and the complexity class of the parallel execution time on the virtual machine model when expressed as a function of problem size.

At the program level, each parallel programming language defines a virtual machine by the semantics of its parallel control constructs. Program level parallelism can be characterized by the control and data dependence constraints imposed by the language and the user's choice of data structures. When an algorithm is represented as a program, its parallelism is limited to the available parallelism of the algorithm under the constraints of the program dependencies.

Machine level parallelism, which is the maximum concurrent execution capacity of the architecture, can be characterized by various machine features such as peak performance, levels of memory hierarchy, ratio of processing and memory access speed, number of pipelines, network topology, and network latency.

When problems are mapped from the algorithm level to the program level or from the program level to the machine level, the differences between the computational models of the two levels may cause parallelism to be lost. For example, when a program is compiled to run on a particular architecture, the effective parallelism of the program is determined by the match between the program and the underlying machine architecture. Similarly, when an algorithm is translated into a program, the concurrent properties of the algorithm may be serialized by the dependence relations inherited from program constructs and data synchronization. In some cases, the concurrency is lost because the limited parallel constructs provided by the programming language simply cannot express the full parallelism of the algorithm.

The utilization of the parallelism of the algorithm on a machine is based on the match of parallelism between the algorithm level and the program level and between the program level and the machine level. At the algorithm-design stage, the user can select the most appropriate algorithm to carry out a particular computation. At the programming stage, the user can select suitable programming languages and data structures to lay down the computation. And then the compiler is supposed to translate the user program into machine language and optimize the program based on its knowledge of the target machine.

Unfortunately, the implementation of algorithms is heavily influenced by the computational model selected, and changing the computational model sometimes requires a complete redesign of the algorithm. There have been many attempts to solve these problems. One approach is to write programs based on a carefully designed programming model. The programming model forms a virtual architecture that executes the programs. Programs written for this programming model can be executed on parallel computers that the virtual architecture is supported. Linda [CaGe88, CaGe89], Express [Para89], Presto [BeLaLe88], ISIS
[BCIMMKSW90] are just a few examples based on this approach. Another solution, which has achieved mixed results so far, is to allow the user to program the application in high level programming languages that support a limited degree of parallelism (such as Fortran, Fortran 9X, Dino [RoScWe89], Blaze [MeVR87], and Kali [MeVR89]), and relies on compilers or programming environments to utilize the parallelism of the architecture. The user may either express the parallelism explicitly in the program or direct the parallel programming environment or the compiler to map the program to the target machine.

The major difference between these two approaches lies in the level of the abstraction. The former approach usually provides a well-defined, very high level programming model which is not bound to any particular architecture. This model has a smaller application base since some applications may not fit the model well. Another problem is that users have no control over the program's performance which is at the mercy of the implementation of the programming model. Performance may suffer if the target architecture mismatches the computational model. The biggest drawback of this approach is that the huge existing libraries and applications cannot be utilized without complete reprogramming based on the new model; this is very expensive. On the other hand, the compiler approach can utilize the rich existing software libraries by restructuring and recompiling the libraries with parallel compilers or programming environments. Explicit parallelism-programming with general purpose high level languages is usually at a lower level than programming with virtual architectures. Also, capabilities of the compilers and parallel programming environments are still very limited. Retargetable parallel compilers and programming environments that we discuss in this thesis have the potential to automate this process.

2.2. Machine Parallelism

Parallelism can be achieved by processing the data simultaneously. Techniques for achieving simultaneous data processing include:
1. Overlapping I/O and CPU operations.
2. Using multiple independent functional units (FPU, ALU, etc.).
3. Using simultaneous data accesses with multiple memory modules.
4. Using hierarchical memory subsystems (disk, memories, cache memory, registers, etc.).
5. Overlaying execution stages of functional units (pipelining).

These techniques, except for the use of multiple processing elements, have been successfully utilized in most sequential computers. The major reason for the success of these methods is that advanced compiler and operating system techniques make these methods transparent to users. Unfortunately, the same is not true for systems that have multiple processing elements. As we discussed in chapter 1, programming parallel computers with multiple processing elements requires many concepts that do not exist in programming sequential machines.

The major complication of parallel programming lies in the management of the data. When multiple processors can access and update the same data at the same time, simultaneous processing needs to be handled with great care. For example, when several processors modify the same data, the order of the update determines the outcome of the program. Similarly, when multiple copies of the same data exist, the correctness and consistency of the data needs to be of concern also. To preserve the correctness of program execution, the concurrent tasks must be synchronized. Synchronization introduces overhead and causes processors to be idle. Programmers of parallel computers are forced to manage data very carefully since the data communication time can very easily dominate the computation time. Efficient management of data to prevent serialization of the parallelism is another area that needs much more research and is considered by many experts as a bottleneck of parallel programming.

Another problem is that computation must be split into parts that can be run simultaneously on the processors. This includes two kinds of parallelism: multiprogramming and multi-tasking. In multiprogramming, several programs are allowed to run concurrently on the parallel computer. The resources of the systems are shared by the programs, but there is no further interaction between the programs. In contrast, multi-tasking splits a single program into multiple parts that are called tasks to run on a parallel computer. The tasks coordinate with each other to compute the solution of the problem. The parallelism is exploited by running the tasks on multiple processors concurrently.

To achieve the maximum speed up, the workload of each processor must be evenly divided. This problem is called load balancing. Since processes in multiprogramming are independent, the load balancing problem in multiprogramming usually concerns the utilization of the resources and the throughput of the system. The scheduling of the multiprogramming is usually decided dynamically at the runtime by the operating system of the target machine. On the other hand, tasks in the multi-tasking environment are usually related, and the tasks and the relationship between them need to be analyzed to achieve a balanced load. Therefore, multi-tasking is usually scheduled statically at compile time, although some decisions may be deferred to the run time.

2.2.1. Variations of Parallel Computers

Parallel computers can be classified by different criteria. One of the most widely accepted classifications was based on the number of instruction streams and data streams [Flynn66]. An instruction stream is a sequence of instructions as executed by the machine and a data stream is a sequence of data as referenced by the instruction stream. Flynn classified computer architectures into four different classes:
- SISD: Single instruction stream - single data stream
- SIMD: Single instruction stream - multiple data streams
- MISD: multiple instruction streams - single data stream
- MIMD: multiple instruction streams - multiple data streams

In SISD systems, instructions are executed sequentially. Overlapping of instructions is possible (such as overlapping data fetching and processing or overlapping execution stages) in order to speed up the computation. Even though an SISD may have more than one functional unit (such as floating point unit and integer unit), all of them are under the supervision of one control unit.
An SIMD machine contains multiple processing units which operate synchronously in lock step under the same control units. Most SIMD machines are special purpose array processors that are applied mainly to signal and image processing. Examples of machines in this category include IBM GF11 [BeDeWo85], Connection Machine [Hillis85], and FPS 164/MAX.

The MISP model is considered impractical and no research or commercial effort has ever been placed in this category.

The MIMD architecture consists of a set of sequential processing elements (PEs), each of which may execute instructions independent of each other. A generic MIMD machine consists of a set of PEs, a set of memory modules and an interconnection network that interconnects PEs, memory modules and peripheral devices.

The most important property of MIMD computers is the memory hierarchy and the communication mechanism. This is because in most systems, especially machines that have several levels of memory hierarchy, misuse of fast memory or the communication network introduces unwanted overhead and can significantly degrade the performance of the system.

2.2.1.1. Network Topologies

Processing elements, memory modules and peripheral devices in an MIMD computer are connected to each other through the interconnection network. Interconnection can be dynamic or static. In a dynamic interconnection network, switches are provided so that elements in the system can be connected under program control. Crossbar switches, shuffle exchange networks, etc. are widely used dynamic interconnection networks. CHiP computers [KWGC84] are highly configurable MIMD machines in which different topologies of the interconnection can be formed under the program control of the switches. The static interconnection has a fixed topology by which processing elements are arranged in multidimensional patterns and permanently connected to each other. The most widely used interconnection method is the bus structure. In this method, all elements share a single connection medium and employ a variety of techniques such as token passing or time-sliced broadcasting to assure correct data transmission. Different types of communication networks include mesh, hypercube, torus, cubic connected, and butterfly.

2.2.1.2. Memory Hierarchy

Machines that use distributed local memories attached to processing elements are called distributed-memory MIMD systems. Message passing is the communication method among the processing elements in distributed-memory MIMD systems. Examples of distributed-memory MIMD systems include nCUBE 2, Intel iPSC/2, Intel Touchstone, and Pringle.

Shared-memory MIMD machines are tightly coupled systems using shared memory among multiple processors. Shared-memory MIMD machines can have multiple levels of memory hierarchy. In the extreme, a machine with complete memory hierarchy may include global memory, cluster memories, local memories, cache memories, or even multiple levels of cache memories [KDL86]. Shared memory MIMD machines are normally bus connected or direct connected. Examples of shared memory MIMD machines include Sequent Symmetry, Alliant FX/80, and Cray X-MP.

2.2.2. Programming Issues for MIMD Parallel Computers

For both shared and non-shared machines, data management presents the biggest challenge to the utilization of the parallel architectures. Bad memory management may cause network or bus contention and dramatically degrade the performance of the system. For shared-memory systems, the major programming issues include task creation and scheduling, data allocation, locality, memory and cache management, and minimization of synchronization. For distributed-memory MIMD machines, process creation, data decomposition, load balancing, locality, message routing, and deadlock prevention are the most significant problems. Distributed-memory parallel computers are normally more difficult to program because data communication needs to be done through explicit message passing, and the communication cost is normally much higher than that of its shared memory counterparts.
2.2.3. Computational Models

The computer system as perceived by users may be quite different from the physical device that carries out the computations. This is because the functionalities and limitations of the machine may be modified, limited, or extended by languages, operating system, software, microcode, or optional hardware of the system. In other words, the computational model of the computer can be viewed as a hierarchy of layers that includes hardware devices, operating system, programming languages, software environments, etc. Each level of the "machine" that the users see appears to be different and possesses different functionalities and the methodologies for using the machine. When the user is using the computer, the actual computing device that "appears" to the user depends on which level of the hierarchy the user is at. We called these virtual machines the computational models on the machine.

Based on the level of abstraction, the computational model can be viewed as a hierarchy of levels (figure 2.5), with the physical hardware at the lowest level. The operating system and utilities are built on top of the physical hardware level, and the programming languages are implemented on top of both the operating system and the hardware. The applications and the software systems are the topmost layer in the hierarchy, which usually is what users see as the computer. This division is an extension of the division of machine, program, and algorithm level of parallelism in section 2.1 and can be further extended to divide each level into sublevels. The computational models of the levels are composed of the features and methodologies of using the levels and they form the interface between the levels. The upper levels can be viewed as programmed on the lower levels. Starting from the bottom up, the computational model of the hardware level consists of specifications and features of the hardware (for example, the number of vector registers, and cost ratio of memory access and processing). The operating system level includes operations and control for multiprogramming and utilization of the devices (for example, process start up time, swapping time, and self-scheduling operations). The programming language level is defined by the constructs and concepts of the programming language. It defines data structures, instructions and control structures to control the execution of the program. The programming language level forms the foundation for the program parallelism. The application level consists of various applications and is out of the scope of our interest.
Features of a level may be preserved, obstructed or modified as we go across the level boundaries. Some new features may be the abstraction of the features of the lower levels. Some may be modified because of the limitations of the upper levels. When the machine is seen from a level down, the actual characteristics of the computational model consist of the features that belong to the current level and those of lower levels that are not obstructed by the level boundaries.

Adopting the notion of computational models at different levels of the system provides a good abstraction of the levels. The model can shield the users of the level from the lower levels and is therefore conceptually easier to manipulate. It also makes identifying differences between levels easier.

2.3. Program Parallelism

2.3.1. Granularity of the Program Parallelism

Program level parallelism can be further divided into three concurrency levels: task, micro task, and operation. At the task level, a program is decomposed into processes which may be run on different processors. At the operation level, vector or scalar operations are the units of computation. The size of the vector operation represents the degree of concurrency at this level. The micro task level is the level between the task level and the operation level and is often characterized by loop bodies. More precisely, inside a task, operations are grouped into micro tasks, which are blocks of code that are executed between synchronization points.

Efficient utilization of a program on a parallel machine depends on the composition of tasks and balance between operation level parallelism and task level parallelism. A parallel compiler will have to decide the best way to form the tasks, vector operations, and the scheduling of the tasks. Decisions about the granularity of the tasks, structure of the tasks and the scheduling of the tasks are based on many factors; a non-exhaustive list includes the cost of task dispatching, distribution of shared data, compile and run time knowledge of the program and system, and ratios of computation and external data references of the tasks. These decisions can be made either statically at compile time or dynamically at run time. Making the decisions at run time has the advantage of having additional information (such as values of some variables) that is not available at compile time. However, the negative side is that it also increases the execution time significantly. Therefore, a
compromise between compile and run time decision making is needed.

2.3.2. Program Dependence

Parallel execution of the programs is governed by the dependence relations of the program. There are two types of program dependence: control dependence and data dependence. The control dependence [FeOnWa83] specifies the preconditions on the operations which are required for them to be actually executed (such as loops, conditions, and exit statements). The data dependence represents the set of essential constraints on the execution order of the data references. Together, these two types of dependencies form a complete summary of the semantics of the program.

Since the program dependence specifies the constraints that the program parallelization process must respect, violating the dependence relation may cause data access and modifications to happen in the wrong order and thus change the meaning of the program.

There are four types of data dependence relations: input dependence, flow dependence, anti-dependence and output dependence [KKLPW81] and [Wolfe82]. In the following discussion, a program component can be a data reference, an expression, an assignment statement or a compound statement such as a loop or conditional statement.

Definition 2.1 Consider two, not necessarily distinct, components $S_1$ and $S_2$; we say that:

1. There is a flow dependence from $S_1$ to $S_2$, if a value computed by $S_1$ is stored in a location associated with some variable name $x$ which is later referenced in $S_2$ before other components overwrite the value. We denote the flow dependence relation as $\delta_x : S_1 \rightarrow S_2$.

2. There is an anti-dependence from $S_1$ to $S_2$, if a variable $x$ referenced by $S_1$ must be used before it is overwritten by $S_2$ and is denoted by $\delta_x : S_1 \rightarrow S_2$. 
3. There is an output dependence from $S_1$ to $S_2$, if a value computed by $S_1$ is stored in a location associated with some variable $x$ and is later overwritten by computations in $S_2$. This relationship is denoted by $\delta_x^o : S_1 \rightarrow S_2$.

4. There is an input dependence from $S_1$ to $S_2$, if both components use the same value stored in a location associated with variable $x$ and is denoted by $\delta_x^i : S_1 \rightarrow S_2$.

These data dependencies impose constraints on the execution order of the components. If there are flow, anti- or output dependencies from $S_1$ to $S_2$, component $S_1$ must be executed before component $S_2$. These constraints are necessary in order to preserve the input-output semantic of the program. Note that the input dependence is a reflexive relation and does not impose any constraint on the potential parallel execution of the two components. However, it can be used to compute the cache-miss ratios for memory management [GaJaGa87].

A loop instance in a loop or multiple loops can be identified by the index or indices associated with the instance. A dependence relation that crosses from one loop instance into another is said to have a distance and the distance is defined to be the difference of the loop indices.

**Definition 2.2** Suppose there is a dependence relation from statement $S_1$ in loop index tuple $I_1$ to statement $S_2$ in loop index tuple $I_2$, then the distance vector of the dependence is defined to be $I_2 - I_1$.

Not all optimization techniques need the detailed knowledge about the distances between references of the dependence. In some cases, only the signs of the vector elements are needed. The data dependence direction vector is defined as the vector of the signs of the distance vector of a dependence. For the representation of the direction vector, '<', '=' , '>' are used to represent the relationship between the indices of the source and destination array elements, where '<' means the dependence across a loop boundary in a forward direction; '>' means the dependence across a loop boundary in a backward direction; '=' means that the dependence appears in the same loop instance.

Algorithms to compute the program dependence graph can be found in [Wolfe82, AlKe84a, Wang85b, BuCy86, Bane88, Wolfe89, Zima90]. Interprocedural dependence analysis can be found in [Allen74, Bane76, Hecht77, Barth78, GrWe76, KaUl76, Myer81, CoKe88, LiYe88a, LiYe88b].

In figure 2.6, we show the program dependence graph of the following sample program. The labels of the dependence are the direction vectors of the dependence.
2.3.2.1. Representation of Program Dependence Graph

There are two kinds of dependencies in the program dependence graph (that is generated by the dependence decision algorithm): those that are proven to exist ("proven dependencies") and those that are assumed to exist ("assumed dependencies"). The "assumed dependencies" are included because the decision algorithm fails to prove the non-existence of the dependencies. For example, most compilers assume the existence of the dependence when they encounter one of the following situations: a subscript of an array reference is non-linear with respect to loop indices, a subscript contains variables, or there are variables in loop bounds. Existing compilers make no distinction between "proven dependencies" and "assumed dependencies." Subsequently, the generated dependence graph contains many dependence relations that do not exist in the program. These "false dependencies" may prevent the compiler from performing certain transformations or may even sequentialize the program. This problem may be solved by generating run-time tests to validate the existence of the dependencies at the run-time. However, run-time tests are expensive, and when dependencies are generated at a different phase, tests that have been done in the dependence analysis are often repeated at the run time. We solve this problem by introducing a generalized representation for the program dependence graph. In our representation scheme, the type of a data dependence is stored with the dependence. For an "assumed dependence," conditions for it to exist are also stored. Also, a confidence factor is assigned to each dependence. The first information can be used to minimize the run-time tests when such tests are warranted. The confidence factor can help the inference engine of the optimizer to make better decisions. Both types of
information can be provided by a modified dependence decision algorithm. Other information can also be stored, and this set of information is collectively called the attributes of the dependence.

2.4. Optimization of Parallelism with Program Transformations

2.4.1. Abstraction of Program Parallelism Based on Program Dependence Graph

Abstracting parallelism out of a program is the first step toward utilization of the program parallelism. For compilers that allow assertions or interactive user involvement, program parallelism recognition is largely the responsibility of the programmer. For automatic parallelism optimizing compilers, the compilers will have to discover the potential parallelism by examining the program. The program dependence graph represents the constraints on the parallel execution of the program. The compiler usually realizes the parallelism of the program by verifying that certain patterns of the dependence do not exist in the program. For example, the following vectorization test can be used to determine whether a loop can be vectorized.

Example 2.1 Vectorization test. Let $PG(B,D)$ be a program dependence graph of a loop $L$ with index $i$. If there is a dependence arc from node $S_1$ to node $S_2$ whose direction for index $i$ is '<' and $S_1$ precedes $S_2$ in the topological sort order or $S_1=S_2$, then the loop is not vectorizable.

Techniques that can be applied to abstract the parallelism of the program include pattern recognition, graph-reduction, and heuristics.

The following Prolog procedure shows how a simple pattern recognition technique can be applied to discover the fact that the program fragment is an inner product operation.

```prolog
/* Stmt in loop Loop is an inner-product of vector A1 and A2 */
innerProduct(Loop, Stmt, A1, A2) :-
    inner_most_loop(Loop),
    loopIndex(Loop, I),
    aStatementIn(Loop, Stmt),
    loop_distributable(Loop, Stmt),
    accumulateOver(Stmt, '+', Var, Expr),
    expression(Expr, '*', A1, A2),
    simpleIndexSubscript(A1, I),
    simpleIndexSubscript(A2, I).
```

What the above procedure shows is that the pattern of an inner-product is a statement inside a loop whose index is $I$, and the loop can be distributed into the statements if there is more than one statement in the loop. The computation is to multiply elements of two arrays and the results are accumulated into the variable on the left hand side of the statement. Furthermore, the subscripts of the arrays that contain index $I$ are simple subscripts (contain only variable $I$).

The pattern defined by the above program is rather general. For instance, all program fragments in figure 2.7 except figure 2.7(e) satisfy this pattern.

The program in figure 2.7(e) fails the inner-product test because the accumulation of the pair-wise multiplications is in the outer loop instead of the inner loop. By interchanging the execution order of the loop, the program can be converted into inner-product operations. This situation can be covered by the following rule which says that if the statement is a nested loop and the loop that the accumulation is based on can be moved to be the innermost, then the program contains an inner-product.
(a) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( x := x + a[i] \times b[i]; \)

(b) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( \text{for } j \text{ in } 1 \ldots m \) do
        \( y[ij] := y[ij] + a[i,j] \times x[j]; \)

(c) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( \text{for } j \text{ in } 1 \ldots m \) do
        \( \text{for } k \text{ in } 1 \ldots l \) do
            \( c[i,j] := c[i,j] + a[i,k] \times b[k,j]; \)

(d) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( \text{for } j \text{ in } 1 \ldots m \) do
        \( b[i,j] := a[i,j] \times 2; \)
        \( y[ij] := y[ij] + a[i,j] \times x[j]; \)
        \( c[i] := x[j] + y[ij]; \)
    \endfor

(e) \( \text{for } j \text{ in } 1 \ldots m \) do
    \( \text{for } i \text{ in } 1 \ldots n \) do
        \( y[ij] := y[ij] + a[i,j] \times x[j]; \)
\endfor

Figure 2.7. Example of program fragments that contain inner-products.

\[
\text{generalInnerProduct(NestedLoops, Loop,Stmt, A1, A2),}
\text{interchangeableLoopOrder(Nested, NewOrder),}
\text{innermostLoop(NewOrder, Loop),}
\text{innerProduct(Loop, Stmt, A1, A2).}
\]

After the potential inner-product loops and statements are identified, the statements can be split from the loops and translated into inner-product statements. Figure 2.8 shows the resulting programs by translating the computation into explicit inner-product operations. Note that in (a), (b), and (c), the programs are simply translated into inner-products. But in (d), the statement \( y[ij] := y[ij] + a[i,j] \times x[j]; \) is first swapped with the statement \( b[i,j] := a[i,j] \times 2; \) to separate it from the rest of the loop; then the \( j \) loop is distributed into the two blocks of statements and the first generated \( j \) loop is translated into inner-products. And (c) is obtained by first interchanging the loops to move the \( j \)th loop to the innermost and then translate it into inner-product.

(a) \( x := \text{innerProduct}(a, b, 1, n) \)
(b) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( y[i] := \text{innerProduct}(a[i,*], x[*], 1, m); \)

(c) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( \text{for } j \text{ in } 1 \ldots m \) do
        \( c[i,j] := \text{innerProduct}(a[i,*], b[*j], 1, l); \)

(d) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( y[i] := \text{innerProduct}(a[i,*], x[*], 1, m); \)
    \( \text{for } j \text{ in } 1 \ldots m \) do
        \( b[i,j] := a[i,j] \times 2; \)
        \( c[i] := x[j] + y[i]; \)
    \endfor
\endfor

(e) \( \text{for } i \text{ in } 1 \ldots n \) do
    \( y[i] := \text{innerProduct}(a[i,*], x[*], 1, m); \)

Figure 2.8. Result of translating the statements into inner-products.

The techniques that we have just described to translate the program fragments into inner-product operations are called program transformations. Another technique to improve the parallelism of the program is to substitute the program fragment with a previously optimized program for the same target machine. These two approaches will be discussed in more detail in the next section.
2.4.2. Optimization of Program Parallelism

The program-restructuring process changes a program into a semantically equivalent representation of the program. The purpose of program restructuring is to modify the structure of the program to utilize the parallelism potential of the target machine.

Definition 3.1 A program is said to be semantically equivalent to another program if their input-output behaviors are the same.

Definition 3.2 The potential parallelism of a program on a target machine is defined to be the best parallel execution order of the program on the target machine that is semantically equivalent to the original program.

Definition 3.3 The actual parallelism of a program on a target machine is the degree of parallelism that the current form of the program (i.e. with no modifications to the structure of the program) can achieve on the target machine. In other words, the actual parallelism is a measure of the match between the current form of the program and the target machine. The major factors in deciding the actual parallelism of a program on the target machine are data and control dependencies and patterns of data references.

The goal of the parallelism optimization process is to find a semantically equivalent program so that its actual parallelism on the target machine is as close to the potential parallelism of the original program as possible.

2.4.2.1. Parallelism Realization and Program Restructuring

The process of optimizing program parallelism consists of two steps: the program-restructuring process and the program-realization process. The program-restructuring process improves the potential parallelism of the program by modifying the structure of the internal program representation. The program-realization process maps the program onto the computational model of the target machine by effectively utilizing the concurrency potential of the machine. The program-restructuring process optimizes the potential parallelism of the program for a target machine, while the program-realization process actually maps the program onto the target machine to utilize the actual parallelism of the program on the target machine.

Based on the dependence constraints of the program and the feature descriptions of the target machine, the program-realization process partitions the program into operation blocks and composes them to form vector operations, micro tasks, tasks, and processes. In the abstract, the program-realization process can be viewed as a function:

\[ \text{Program}_\text{realization}: \text{Computational}_\text{model} \times \text{Programs} \rightarrow \text{Program}_c \]

where Programs are program dependence graphs that are semantically equivalent to the original program, Computational_model is the computational model of the target architecture (note that target architecture here is an abstract concept which does not need to have a physical implementation in hardware), and the elements of Program_c are program dependence graphs that are annotated with parallelism and run-time information such as processor assignments, synchronization, and vectorizable or parallelizable loops.

Strictly speaking, the program-realization process does not improve the true parallelism of the program. It simply takes the current form of the computation, as represented by the program dependence graph, and applies a mapping to convert the program into a parallel form. For example, for multiprocessor systems the outermost parallelizable loop can be used to generate tasks. For machines with vector capability, the innermost loop can be vectorized (if it is legal to do so). The synchronization technique that is provided by the computational model is used to satisfy any data dependence not already satisfied by sequential execution of parts of the program. More sophisticated modification of the program (such as interchanging the nested loops or even non-nested loops) is the task of program restructuring. Many existing compilers for parallel architectures provide program parallelism-realization capability but not necessarily the program parallelism-optimization capability.

2.4.2.2. Two Approaches for Program Parallelism Optimization

The program-restructuring process maps a program into a functionally equivalent program by altering the control or data structures of the program. The goal of the restructuring is to properly change the order, the decomposition, and the allocation of the data and control structures of the program so that the achievable parallelism can approach the potential parallelism of the program on the target machine.
There are two different approaches to restructuring the programs: the *pre-optimized algorithm substitution* approach and the *program transformation* approach. The *pre-optimized algorithm substitution* approach replaces the program fragment under consideration with an algorithm in the library that has been pre-optimized for the particular target machine. The precondition for this substitution is that the functionalities of the program fragment need to match those of the pre-optimized algorithm. The *program transformation* approach improves the match between the program level parallelism and the machine level parallelism in a stepwise refinement fashion. The program transformation approach breaks the program restructuring process into basic steps that are called *program transformations*. Each program transformation alters the structure of a program segment in order to improve the parallelism of the program. It involves techniques such as changing the instruction execution order (by forward substitutions, statement reordering, etc), modifying program control (by loop interchange, loop distribution, etc), and eliminating unnecessary data accesses and modification (by data localization, block transfer, cache optimization, dead code elimination, etc).

Since a transformation only modifies the program structure slightly, it is possible to define the conditions which the program must satisfy so that the resulting program will have the same input-output behavior as the original program. These conditions are called the *preconditions* of the transformation. If a program satisfies the preconditions of a transformation, the transformation is said to be *applicable* to the program.

Optimization of a program requires careful selection of a sequence of applicable transformations based on the understanding of the program and the target machine. The composition function of the transformations maps the original program into the final form and determines the net effect of the complete sequence of the transformations.

### 2.4.2.3. Pre-optimized Algorithm Substitution Versus Program Transformation

The major difference between the pre-optimized algorithm substitution and program transformation approaches lies in the granularity of the changes. Program transformation modifies the program structure step by step, whereas the pre-optimized algorithm substitution takes the "wholesale" approach by replacing a whole program fragment by a pre-optimized algorithm in the library.

The major problem with the pre-optimized algorithm substitution lies in the difficulty of recognizing the opportunity for algorithm substitution. Comparing the semantics of two programs is an NP-complete problem and it is usually very difficult if not impossible for a software system to match two programs. This approach is used by some parallel programming environments since the programmer can provide the needed information that a software system cannot obtain. Another drawback of this approach is that in most systems only a small set of pre-optimized algorithms is available. This is due to the high cost of constructing the library of pre-optimized algorithms which limits the scope of the application also. On the other hand, once the opportunity for algorithm substitution is recognized, this approach can usually achieve very good results since special attention has been paid to the efficiency of the pre-optimized algorithms. The FAUST project [GGIMG89] at CSDL, University of Illinois takes the expert systems approach to choose the appropriate algorithms that match the user program.

Optimizing parallel compilers usually take the program transformation approach, since compilers are particularly well-suited for mechanical analysis of the program dependence graph and for verifying the preconditions of the transformations. However, the problem with this approach is that the decision for restructuring the program structure is fragmented. The effect of a transformation on the utilization of the parallelism may not be clear at the time when the transformation is selected. Global analysis of the transformation is needed. Selecting a right sequence of transformations is highly target architecture and program dependent and is very difficult. Finding a generic framework for selecting transformations is even more difficult and most experts rely on heuristics. Another problem in building parallel compilers is that most studies of the transformations center on the theories about the pre-conditions of the transformations and algorithms for carrying out the transformations. Few efforts have studied the practical problems of program transformations such as recognizing the opportunities for applying the transformations or methodologies for selecting the best transformation among several applicable transformations. This may be the main reason that, despite the development of so many different program transformation techniques during the last decade, the performance of parallel compilers is still disappointing.

In this research, we take the following stance concerning the two different approaches:

- The two approaches are not necessarily mutually exclusive and they should be applied together to overcome the shortcomings of each other.
At the compiler level, the pre-optimized algorithm substitution can be applied to some well-defined problems, such as those functions defined in BLAS [I, II, III]. More complicated algorithm substitution is possible, but recognizing the opportunity for application is usually too difficult for the compiler to handle. For programming environments, this requirement is less critical since the user can provide some information to ease the difficulty the environment faces in recognizing the chance for applying pre-optimized algorithms.

If the opportunity for algorithm substitution is found, it should take precedence over program transformation.

It is impractical to optimize every useful algorithm for all different target machines. Therefore, for similar architectures, we only need to pre-optimize an algorithm for a particular type of machine and equip the system with rules to select the pre-optimized algorithm that is optimized for a similar machine and apply a set of program transformations to fine-tune the pre-optimized algorithm to fit the actual target machine. This approach will be discussed in more detail Chapter 7.

2.4.3. Classifications of Program Transformation Techniques

Program transformation techniques change the structure of the program by modifying control dependence(s), data dependence(s), the decomposition and allocation of instructions and data, data reference patterns, or the combinations of above. Program transformation techniques can be classified into two categories: machine-independent and machine-dependent transformations. This classification is not disjoint and the same transformation may be included in both categories for different objectives.

The machine-independent program transformations are used to improve the general parallelism of the program such as breaking dependence cycles, improving locality, and eliminating redundant instructions. More specifically, transformations that can be used to break dependence cycles include scalar expansion, variable renaming, statement splitting, and forward substitution. Transformations to improve locality include statement reordering, array gathering, subscript blocking, array reshaping, and loop interchanging. Due to the difference in architectural requirements, it may be wise to delay the locality improvement until the target machine is chosen. However, some obvious improvements can still be achieved without knowing the target machine since locality is almost always good for parallel execution. Transformations to eliminate redundant instructions include code motion, dead-code elimination, and loop merging. Most traditional compiler optimization techniques to remove redundant instructions can also be applied.

Machine-dependent transformations make use of the special knowledge about the underlying parallel architecture to improve the match between the program and the target machine. Machine-dependent transformations can be used to improve vectorization and parallelization, decrease synchronization time, minimize data access time, schedule execution, distribute data, etc. Transformations to improve vectorization include loop distribution, loop merging, loop blocking, loop unrolling, loop collapsing, loop interchanging, loop spreading, Boolean recognition, scalar expansion, if matching, and if removal. Transformations to improve parallelization include loop interchanging, loop blocking, loop merging, loop distribution, loop collapsing, loop coalescing, vector scalarizing, code motion, high level loop spreading, low level operation spreading, and doacross scheduling. Transformations to improve memory optimization and minimize synchronization include array decomposition and distribution, array copying, synchronization, cache utilization, array reshaping, array block transfer, array gathering, array scattering, array scalarizing, and scalar expansion. Transformations to create concurrent tasks include loop interchanging, loop blocking, and cyclic loop blocking. Transformations to schedule execution include high level loop spreading, doacross scheduling, self-scheduling, and run-time scheduling. This classification is summarized in the figure 2.9 below. A survey of many program transformation techniques can be found in [Zima90].

Note that program transformations are merely mechanical techniques to change the structure of the program. Inappropriate application of the transformations is likely to cause more harm than good. To have a positive effect on performance, the transformations must be carefully chosen based on clear objectives and well-thought out heuristics to take full advantage of the parallelism provided by the target architecture.

The capability of a compiler to optimize the program parallelism is usually determined by the richness and effectiveness of the heuristics that the compiler used. Due to the lack of systematic research in this area, there is no readily available resource of heuristics for parallel compiler writers to employ. Consequently, only scattered heuristics are utilized in most parallel compilers. What is needed is to integrate the heuristics of applying the transformations into the knowledge database so that the inference engine of the compiler can
utilize them systematically. A few dozen well-known heuristics are described in \[Allen83, Wolfe82, WaGa89\]. Some new heuristics for utilizing these transformations to optimize the programs on different classes of target machines are presented in chapters 7 and 8.

2.5. Summary

In this chapter, we discussed some fundamental problems about parallel programming. We first discussed levels of parallelism and how computations are mapped from one level to another. We described some basic concepts of machine parallelism and computational models. We also discussed program-dependence relations and issues in representing the program dependence graph.

We talked about the abstraction of program parallelism and give some simple examples. We then discussed two different ways to improve program parallelism and some theoretic foundations for program transformation. In the next chapter we will discuss a framework for integrating heuristics, machine features, and performance prediction into the decision making of the program optimization process.

Figure 2.9. Classification of program transformation techniques based on objectives.
CHAPTER 3
TOWARD INTELLIGENT PARALLEL COMPILERS

3.1. Need for Intelligence in Parallel Compilers

For a compiler to generate reasonable parallel code for a parallel architecture, it has to be able to recognize the parallelism of the hardware architecture, abstract the parallelism available in the user program, and use suitable algorithms or heuristics to match the program parallelism with the machine parallelism. These tasks require a fairly high level of intelligence. Unfortunately, most parallel compilers today lack such needed intelligence. Although a few existing parallel compilers exhibit limited degrees of intelligence, none is capable of generating acceptable code for parallel computers without extensive user guidance.

Below we will use two simple examples to demonstrate these difficulties. The first example involves parallelizing a matrix-vector product program which nicely illustrates the complexity of the problem because very few dependence relations are involved and many transformations are possible. The program is a simple nested iteration:

\[
\text{for } i \text{ in } [1 .. n] \text{ do } \\
\quad \text{for } j \text{ in } [1 .. m] \text{ do } \\
\quad \quad y[i] = y[i] + a[i,j] \times x[j] \\
\quad \text{end for; } \\
\text{end for;}
\]

We assume that the resulting vector \( y \) has been previously initialized to zero. We seek to transform this program for three different target architectures: the BBN butterfly, the Alliant FX/8, and the Pringle. These three parallel computers support different views of parallelism and represent a wide variety of parallel architectures.

The BBN Butterfly supports a model of computation based on a synchronized access to shared data in a global address space. The memory modules and processors are connected to a multiple stage network. The cost ratio of global and local memory accesses is about two to one.

The Alliant FX/8 is an eight processor shared memory system where each processor has a vector pipe. The processors are connected by a crossbar switch to a shared cache, which, in turn, is connected to a shared memory through a high speed bus. Lightweight threads are supported for programmer-directed task scheduling.

The Pringle [KGSF84, KWGCS84] is a 64 processor, non-shared memory CHIP prototype system. The Pringle demands that computations be viewed as a static network of communicating tasks that operates as a data-driven systolic array. It is a good representative of many non-shared memory systems such as the Intel iPSC/2 or nCUBE 2. The major difference between Pringle and these other machines is that the latter two machines are based on the hypercube architecture which is a special case of the connections possible on the reconfigurable network of the Pringle. Also, the cost ratio of communication (cost of sending one floating point number) over computation (cost of one float point operations) is about 1 for Pringle and 200-300 for the two hypercubes.

By using many different heuristics, we derived the three programs shown in figure 3.1 that are believed to be optimal for the BBN butterfly, the Alliant FX/8, and the Pringle, respectively. The block_transfer and

† Developed originally by L. Snyder and D. Gannon for an ONR sponsored project at Purdue University and Washington University.
inner_product used in figure 3.1 (a) are pseudo names of the built-in operations that BBN Butterfly provides. Ch_x used in figure 3.1 (b) is the channel variable generated by the compiler to pipeline the data transfer in Pringle. A more detailed explanation about these programs and how they are derived is given in chapter 8.

forall k in 1..P loop
    block_transfer(x, x_local, sizeof(x));
end forall;
forall i in 1..N loop
    block_transfer(a[i, *], a_local, sizeof(a[i, *]));
y[i] := inner-product(a_local[*], x_local[*]);
end forall;
(a) The BBN butterfly version.

forall k in 0..P-1 loop
    local tmp;
    for j in 1..m do
        tmp = if (k = 0) then x[j] else Ch_x[k-1];
        Ch_x[k] = tmp;
        for i in *[k*n/p .. (k+1)*n/p] do
            y[i] = y[i] + a[i, j] * tmp;
        end for;
    end for;
end forall;
(b) The Pringle version.

forall k in 0..n/32-1 loop
    local k1, k2 : int;
    k1 = k * 31 + 1;
    k2 = (k+1) * 32;
    for j in 1..m do
        y[k1 .. k2] sum= a[k1 .. k2, jj] * x[jj];
    end for;
end forall;
(c) The Alliant FX/8 version.

Figure 3.1. Three different versions of the matrix vector multiply program (for Butterfly, Pringle and Alliant, respectively).

Each of these programs was derived from the original program by a sequence of correctness-preserving transformations. The state-space in terms of the program transformations for this program can be represented in a tree structure diagram which we called a decision tree for program transformations. The paths that lead from the original program to the above three programs are shown in figure 3.2. This diagram shows two interesting facts:

1. The complexity of the problem. The state space search diagram that we show is only a fraction of the whole tree that can be derived from the simple program.
2. The architectural dependence. The program transformation sequences for these three architectures are dramatically different. It is obvious that the differences in the sequences of the transformations are due to the differences in the architectures.

Some interesting questions arise from this example. What features of the architectures would cause such differences in selecting the program transformation sequences? How can these features be identified and integrated into the compiler? How does a compiler find these transformation sequences based on its understanding of the architectural features? What kinds of intelligence does the compiler need to make such decisions? How can we program the compiler so that it will have such intelligence? We will come back to this example to explain how architectural differences affect the program performance and how our system utilizes various heuristics to derive transformation sequences based on the features of the program and the architecture.
Figure 3.2. The subtree of the decision tree for program transformation that shows the transformation sequence for the four architectures.

If programs can be optimized for an architecture based on a particular program transformation sequence, this situation may not be too bad, since we can afford to spend a significant amount of resources, once and for all, to find this powerful sequence of transformations for this architecture. Unfortunately, the optimal sequence of program transformations depends not only on the target architecture but also on the program being optimized. Also, the behavior of the program not only depends on the architecture and the program, but also the input to the program. However, the static analysis of the compiler will not be able to do a good job on the input dependent behavior of the program. For this kind of program, the compiler should minimize the conditions that a computation depends on and generate some run-time tests to select the better approach.

The second example that we present is an attempt to parallelize a program to compute a fractal image called the Mandelbrot set on a 64 processor nCUBE 2. The Mandelbrot set arises from sequences of complex numbers defined inductively by the relation \( z_{n+1} = z_n^2 + c \), where \( c \) is a complex constant. The behavior of the sequences depends on the parameter \( c \) and an initial value \( z_0 \). The Mandelbrot set is obtained by fixing \( z_0 \) to 0 and varying \( c \). The nCUBE 2 is a distributed memory MIMD machine that utilizes the message-passing paradigm for inter-processor communication.

The Mandelbrot problem is a so-called "embarrassingly parallel" problem, because each pixel in the picture can be computed independently. The algorithm itself contains absolutely no interprocessor communication. Even though this is an ideal program to parallize, we will demonstrate that an unintelligent parallelization can perform badly due to the poor load balancing.

The sample image that we used for the experiment is shown in figure 3.3. This image was chosen because the computation is not well distributed in the image.

Running the original program sequentially with the input we describe above on nCUBE 2 takes 1045.737 seconds (see column one in table 3.1). Since the program is a perfectly nested loop (looping through
the rows and pixels), it is obvious that the program can be optimized by parallelizing the outermost loop. A simple method for parallelizing the loops is to block the outermost loop to form \( P \) parallel tasks and distribute the tasks to processors. The speedup we get for using 32 processors is 16.601 (63.101 seconds) and the speedup for 64 processors is 32.881 (31.859 seconds). This result is certainly not satisfying. The major problem with this approach is the imbalance in computation loads, which is clearly shown in the variance of the elapsed time among all processors shown in column 2 and 5 in table 3.1.

A different approach that uses dynamic task scheduling to balance the load shows a very interesting result (figure 3.4). By distributing the tasks of 1024 pixels each, the resulting program is well balanced for different sizes of cubes (see the variance of elapsed time in column 3 and 6 in table 3.1).

![Figure 3.3. The Mandelbrot set computed with \( p = [-1.781 .. -1.764], q = [0.0 .. 0.013] \) where the complex plane \( C = p + i * q \). The black region in the upper-right corner represents the most computation-intensive area.](image)

Table 3.1. Performance result of using cyclic, dynamic, and block allocations for the Mandelbrot set problem (number of processors = 32 and 64, task size = 1000 pixels).

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>1</th>
<th>32(block)</th>
<th>32(dynamic)</th>
<th>32(cyclic)</th>
<th>64(block)</th>
<th>64(dynamic)</th>
<th>64(cyclic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. elapse</td>
<td>1045.737</td>
<td>63.101</td>
<td>40.471</td>
<td>33.492</td>
<td>31.859</td>
<td>64.968</td>
<td>17.201</td>
</tr>
<tr>
<td>Max. idle</td>
<td>4.890</td>
<td>0.335</td>
<td>8.790</td>
<td>0.286</td>
<td>1.92184</td>
<td>1.066</td>
<td>47.558</td>
</tr>
<tr>
<td>Vari. of elapse</td>
<td>0.000</td>
<td>307.411</td>
<td>0.003</td>
<td>0.228</td>
<td>67.379</td>
<td>0.231</td>
<td>0.038</td>
</tr>
<tr>
<td>Stand. deviation</td>
<td>0.000</td>
<td>17.533</td>
<td>0.051</td>
<td>0.478</td>
<td>8.208</td>
<td>0.48</td>
<td>0.196</td>
</tr>
<tr>
<td>Speedup</td>
<td>1.000</td>
<td>16.601</td>
<td>25.839</td>
<td>31.277</td>
<td>32.881</td>
<td>16.096</td>
<td>60.901</td>
</tr>
</tbody>
</table>
Figure 3.4. Performance results of dynamic scheduling using different sizes of tasks and numbers of processors for the Mandelbrot set problem.

As can be seen in the timing result in Table 3.1, for the 32-processor case, the maximum elapsed time for dynamic task-scheduling is better than for the static blocking method. However, by doubling the processors to 64 processors, the result is actually slower than the 32 processor case. This slowdown is caused by the increase in the communication cost for larger cubes and the overhead of assigning tasks at run time.
A much better result is obtained for this particular example by blocking the outermost loop cyclically to form the tasks. The speedup for this method is 31.277 for the 32 processors and 60.901 for 64 processors (see columns 4 and 7 in table 3.1).

This example shows the characteristics of parallel programming: (1) Tedium details cannot be overlooked; (2) Gain in one area may cause loss in other areas; (3) Even when the sequence of transformations is known (in this case, to parallelize the outermost loop), the method for applying the transformations can still be very different. In this example, the compiler needs a fairly high level of intelligence and a good performance estimation tool to figure out the optimal task size (or cube size) to parallelize such an "embarrassingly parallel" problem. The final method is clearly better after the performance results are analyzed, but the challenge to parallel compilers is: how does the compiler figure this out without actually running the program?

The above two examples not only demonstrate the difficulties of parallel program optimization, but they also lead to the following observations:
1. Architectural characteristics have a significant impact on program optimization.
2. Different programs may require different sequences of program transformation to achieve optimal results on the same architecture.
3. Runtime behavior of programs affects the balance of the load, and the balance between the computation and the communication cannot be ignored.

3.2. Methodologies for Improving Intelligence in Parallel Compilers

In this thesis, we coordinate three approaches to improve the intelligence of parallel compilers. These three approaches are a new paradigm for program optimization, systematic utilization of heuristics, and extensive application of AI techniques. We will discuss these three approaches in this chapter; the realization of the paradigm will be discussed in the next chapter.

3.2.1. Paradigms for Program Parallelism Improvement

Parallel compilers use program transformation techniques to restructure the control and data structures of the programs. Different sequences of program transformations lead to programs with different performance characteristics. One of the major tasks of parallel compilers is to choose an appropriate sequence of program transformations so as to effectively map a program onto the target machine.

The key to achieving intelligent behavior in parallel compilers lies in appropriate paradigms for program optimization and sound methodologies for knowledge organization and integration.

Below we first examine existing models for selecting program transformation sequences and the problems with these approaches. We then introduce a new model called the feature-directed program optimization model.

3.2.1.1. Six Models for Selecting Program Transformation Sequences

Most existing parallel program optimizers adopt one or more of the following models:

1. **Compiler option model.** The compiler provides command-line options for users to choose a sequence of transformations among a set of pre-defined sequences or to specify a user-determined sequence of transformations. The Paraphrase system [KKLW80, KKLW81] from the University of Illinois is an example of such an system.

2. **Annotation model.** The programmer directs the compiler to parallelize or vectorize certain program components (usually loops) or to decompose or distribute data in certain patterns by annotating the user program in forms of user directives or assertions. This model is supported by most parallel or vector compilers to make up for the shortcoming of the compilers.

3. **Predefined sequence model.** The compiler builder finds one or more predetermined sequences of transformations that are supposed to be optimal for the particular target machine and applies the fixed sequence on all programs. If there is more than one pre-defined sequence to choose from, the user may use either command-line options or assertions to select alternative sequence to use. Paraphrase [KKLW80] and many other parallel compilers support this model.

4. **Interactive model.** The compiler provides the programmer with an interactive programming environment and a set of program transformation techniques for the user to direct the program restructuring process
step by step and view the intermediate results of the transformations. Experienced parallel programmers may utilize this kind of compiler (usually referred to as programming environments) to produce highly optimized programs. PFC [AlKe84] from Rice university and Faust [GGJMG89] are two good examples of this model.

5. **Heuristics-driven model.** The compiler chooses the program transformations on the basis of heuristics. The quality of the knowledge base of the compiler determines the quality of the decisions that the compiler makes. Most parallel compilers utilize some heuristics, but very few rely exclusively on heuristics; none provide systematic processing of heuristics. In [Wang85], we presented a prototype expert system implementation of a parallel compiler that relies on heuristics and some user interaction to direct all its decisions.

6. **Program-directed model.** In this special case of the heuristics-driven model, the compiler selects transformations based on the patterns of the program dependence graph of the program. An example of this approach is presented in [WaGa89].

### 3.2.1.2. Analysis of the Models

One way to compare these models is to compare the effects of the paths that these models visit during the program optimization process.

The predefined sequence model will only visit a few predetermined paths out of the many possible paths in the decision tree. Due to the dynamism of the program behavior, the chance that the predefined sequence is the optimal path is rather small. The philosophy behind this model is that this model will achieve acceptable performance without expensive analysis for specific type of problems that the sequence is designed for.

The user annotation model and the interactive model rely on the user to select the transformations. Thus the part of the decision tree that is visited depends on the experience of the user and how hard he or she tries to optimize the program. The help the compiler provides is the mechanical program transformation and code generation.

The interactive model is superior to the user annotation model or predefined sequence model in the sense that programmers can base their decisions on the results of previous transformations and various programming tools can be incorporated into the environment to help users understand the consequences of their decisions. Some interactive parallel compilers also provide a limited degree of advice. However, the programmer is still the one who is supposed to make all the hard decisions. The interactive model gives the user better control of the optimization and parallelization but fails to remove the major burdens of parallel programming.

The heuristics-driven model is efficient in choosing the transformations. The number of transformation paths that the model examines depends on the size and quality of the heuristics. Some heuristics are rough and may cut off useful transformation paths accidentally. The quality of the compiler is determined by the richness of its knowledge base. Another problem of this model lies in the difficulty of collecting heuristics. Much effort has to be put into constructing a powerful knowledge base.

The program-directed model can be programmed to exploit the decision tree of program optimization systematically. It may achieve good results because the transformation sequence is chosen based on the structure of the program. However, the performance of a program depends heavily on the target architecture. Machine features need to be integrated into this model. Otherwise, the compiler will be machine dependent. The major problem with the program-directed model is that information that is not available at compile time may hinder the program optimization process. Heuristics for handling these situations or run-time tests need to be incorporated into the module to solve this problem. To summarize, none of the models alone have the capability of solving the complex program optimization problem. New models that support systematic analysis, incorporation of machine knowledge, knowledge organization and integration need to be designed so that intelligent parallel compilers can be built.

Why do most existing parallel compilers avoid systematic analysis and thus leave the hard decisions of parallelism improvement to the user? Among other considerations, we weigh the following as the two most significant factors in influencing the design decisions of compiler writers.

- Difficulty in obtaining expertise for parallel programming. Heuristics that application-programmers use are usually specific to the particular application and are not directly extendable to general problems that a compiler is facing.
• Too much computing power required for deciding on the optimal program-re restructuring sequence at compile time. The computation and analysis of the program dependence graph also require a significant amount of computing power.

We will show below that with suitable infrastructure, the difficulties in obtaining optimizing expertise can be overcome and automatic knowledge acquisition is possible. With the rapid advances in workstation technologies and the call for utilization of parallel computing resources, using fast and cheap processing power of the workstations to optimize programs for supercomputers diminishes the problem of needing too much computing resources and makes this approach attractive. Also, by applying appropriate AI techniques, it is possible to cut down the decision tree to minimize the cost of optimization. The bottom line is: the desire for improving parallelism automatically should not be put off by pragmatic problems that can be solved by suitable methodologies. In the next section, we will present a new program optimization paradigm to solve these problems.

3.2.1.3. A New Paradigm for Improving Program Parallelism

As we discussed in the last section, a new program optimization paradigm is needed so that intelligent behavior can be observed in parallel compilers. In this section, we introduce a new paradigm for improving program parallelism that incorporates machine features into the decision-making process and provides a good foundation for the organization and integration of system knowledge.

A parallel architecture can be characterized by machine features which are properties of the machine that are related to the concurrent execution of user programs. Also, a program can be abstracted into a list of program features such as patterns or functionalities of the computation. By analysis of the heuristics for improving the program parallelism on the target machine, the heuristics can usually be attributed to certain features of the program and the architecture. On the basis of this understanding, we introduce a new program optimization paradigm that is called the feature-directed program optimization paradigm. Under this paradigm, heuristics are encoded with features of the target machine and the program. The control process that guides the program-restructuring process utilizes these heuristics to select the program transformations to apply. The program-restructuring process is an iterative process of selecting and applying the program transformation techniques to match a program to a particular parallel architecture. At each step of the process, the program is analyzed, a set of applicable transformations is chosen and compared based on some metrics, the most promising transformation is chosen and applied on the program, and the resulting program is evaluated. This process is repeated until the resulting program is “satisfactory.” A performance evaluation unit can be defined from the match between the program and machine parallelism to serve as a metric for evaluating the transformations.

To realize this process, several questions have to be answered.

• “What transformations to consider?” Each transformation has different effects and purposes; it is not efficient to consider all possible transformations at each step. The selection of the set of transformations affects the efficiency of the optimization process. This selection should be based on the objective of the optimization. Heuristics to decide which transformations are more promising for certain tasks are needed to limit the search tree. To improve the efficiency, multiple transformations may be chained and treated as a new transformation in the iterative optimization process.

• “How to select the most appropriate transformation?” All transformations have a tradeoff and overhead. The decision for selecting a transformation will need to be based on the particular program, target machine and the current stage and objectives of the optimization. One possibility is to use the performance estimation to estimate the possible contributions the transformation can have on the concurrency. A heuristics-oriented rule-based system can also be used to make the decision. We will study the framework for control decisions in the next chapter.

• “What are the effects of the target machine on the program transformation?” The view of parallelism of the target architecture directly affects the execution of the program and must be considered when the transformations are chosen. To maximize the effectiveness of the compiler, the effect of the target machine on the selection of transformations needs to be studied carefully. This issue is studied in detail in chapter 5 and the paper [Wang88].

• “When to stop the transformation process?” For the same program, there are many different representations that have the same input-output semantics as the original program. It is impractical to try all of the sequences before choosing the best way to restructure the program. Heuristics, and some kind of metric,
must be employed in order to find the most promising transformation to apply at each step.

One major motivation for deriving the feature-directed program optimization paradigm is in its potential application in intelligent parallel compilers. This paradigm opens up many interesting research problems that have not been addressed before an intelligent parallel compiler can be implemented based on it:

- **Representation of the machine features.** How should the machine features be abstracted, represented and organized in the knowledge base and how are they integrated into the decision-making process?
- **Representation of the heuristics.** How do we acquire, represent, organize, and utilize the program-restructuring heuristics? What is the relationship between the program-restructuring heuristics and the machine features?
- **Choosing program transformations.** How does the system decide which program transformation to use at a particular stage of program optimization. What effects do architectural differences have on the selection of transformations?
- **Efficiency of the decision making process.** What techniques can the system utilize to improve its efficiency and effectiveness? Can the compiler itself be parallelized and therefore able to utilize more computing power?
- **Learning.** Can the system learn from experience to improve its own ability? Can the framework provide hooks for a learning module?
- **Intelligent user interface.** When the system fails to come to a conclusion about a certain situation, can the system query the user in a intelligent manner? Can the system provide a friendly user interface?

A diagram illustration of this paradigm is shown in figure 3.5.
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**Figure 3.5.** The feature-directed program-restructuring paradigm. The black pipes represent the flow of the program dependence graph. The gray pipes represent the flow of the control information of the system. And the white pipes represent the machine and program features.

Our approach to solving these problems and building intelligent parallel compilers can be outlined as follows:

1. **Feature-based target machine description.** The features of the parallel machines are analyzed and the target machines are described on the basis of their features. The target machine can be either represented in a heterogeneous or hierarchical structure. An object-oriented knowledge representation scheme is
described in chapter 5.

2. **Feature-based heuristics representation.** The program transformation heuristics are encoded on the basis of the features of the target machine and the programs. The heuristics are hooked to a hierarchy of machine features that is constructed by the system. This allows heuristics to be manipulated efficiently.

3. **Knowledge organization and integration.** The inference knowledge of the program transformation is organized into a structure that is called the heuristic hierarchy. This structure closely mimics the structure of the decomposed problem space. It also features competitive and opportunistic problem-solving methodologies. The heuristic hierarchy and methodologies of organizing and integrating this knowledge are discussed in section 4.3.

4. **Expert systems approach.** Since heuristics are used extensively to control the decision making, expert system technologies are used to build the intelligent program-restructuring system for program optimization and to use it as the central control unit of the intelligent parallel programming environment. Other expert systems, such as a machine knowledge manipulation expert system, an explanation expert system, and a program feature abstraction expert system can be incorporated.

5. **Intelligent program-restructuring based on feature-directed model.** The control process of program-restructuring is guided by features of both the target machine and the program. A knowledge base that contains a rich set of program-restructuring heuristics can be used to aid the control of the program-restructuring process. Users have the option to query the system about the decision-making process and if desired, to take over the control.

6. **Utilization of AI techniques.** AI techniques are used extensively to cut down the unnecessary branches in the decision tree and improve the efficiency of the system.

7. **Learning.** Learning models are being studied.

8. **Parallelism in the decision-making process.** Parallelizing the compiler itself allows the compiler to run on a more powerful machine and use more computing resources to solve the program optimization problem and to improve the quality of the generated code. In next chapter, we will discuss a program-restructuring framework which itself exhibits parallelism in the program-restructuring process.

### 3.2.1.4. Comparison to Other Parallel Program Optimization Models

Our paradigm for building intelligent parallel compilers and programming environments differs from traditional compiler approaches in the following respects:

- **Model of parallelism optimization.** Most compilers and parallel programming environments either use predefined program transformation sequences or rely on users to make the major program-optimization decisions. In our system, we utilize the feature-directed program-optimization model which opens up a completely new avenue for research into intelligent parallel compilers.

- **Organization and integration of the knowledge.** The knowledge is explicitly represented in our system but implicitly hidden in most conventional parallel compilers. In our system, knowledge about the target machine is encoded and employed in terms of machine features. Specification, organization, integration, and utilization of the heuristics are all based explicitly on the machine features and program features.

- **Systematic analysis.** The feature-directed program optimization model uses systematic analysis and automatic program transformation, while most other parallel compilers rely on ad hoc heuristics.

- **Degree of the user involvement.** Our reasoning model provides a mechanism for the user to intervene in the decision-making process. This allows the system to adjust to suit different experiences and capabilities of different users.

- **Extensive utilization of AI techniques.** Our approach makes extensive use of AI techniques and knowledge manipulation methodologies for parallel compilers. Heuristics.

- **Multiple target machines and knowledge generalization.** One key ability of an intelligent parallel compiler lies in the ability of transporting and integrating experiences learned from a particular machine to others. The integration of knowledge for optimizing different kinds of parallel architectures into one system and the use of machine features as a basis for knowledge representation ease the problem of knowledge transfer and knowledge generalization. Accumulating the abilities of the system can greatly enhance the capability of the system as the development of the system progresses. This feature is particularly valuable for parallel compilers since the cost of building such a system from scratch for each
individual target machine is so high. With this approach, only the back-end (code generation) needs to be specialized for the target architecture. More important, users’ parallel programs can be immunized from machine-dependent constructs to preserve portability without sacrificing efficiency.

To summarize, the combination of expert systems, knowledge acquisition, and AI techniques for analysis, collection and accumulation of the system knowledge provides a practical alternative to traditional parallel compiler approaches. This paradigm can be used to build compilers that are far more powerful than even the best parallel programming environments available today. On the other hand, with this approach the need for efficient decision-making processes and new methodologies for representing, organizing, integrating and utilizing the knowledge becomes even more important. Methodologies for applying state-of-the-art AI techniques to these problems to realize this new framework in the construction of parallel compilers is studied in [WaGa89], and in chapters 4 and 7 of this thesis.

3.3. Utilization of Heuristics

Heuristics are methods, criteria or guidelines for selecting promising actions among alternatives. They are usually referred to as simple principles that we learn from experiences or experiments†.

Heuristics may not always lead to effective solutions, but they represent the compromises between simple fast guesses and actual but expensive evaluations. Heuristics are usually effective in the following situations: state-of-the-art decision-making in non-well-defined problem domains, short-cut principles for expensive operations, and approximated substitutions for non-attractive exponential time-bound algorithms.

The state space of the problem consists of facts that are derived from the problem domain or intermediate conclusions of the rules used in solving the problem. A heuristic can be translated into a function which maps a state of the decision-tree into another state by adding new facts or modifying existing facts. In expert systems, a heuristic may be represented in one or more rules in the knowledge base.

3.3.1. Systematic Discovery of Heuristics

Heuristics may be discovered systematically by consulting simplified auxiliary models of the original problem ([Pear84]). By simplifying the problem, the hope of finding a solution is higher and the cost should be lower. Also, since the problem being solved is identical to the original problem except for a few constraints, it is generally true that the solutions to the simplified model are likely to be admissible to the original problem.

Although systematically relaxing constraints of the problem can lead to the discovery of good heuristics in many cases, relaxing a few constraints in a complex problem domain may not be enough for simplifying the problem. In general, the relaxing process can be repeatedly applied to the relaxed model until a solution is easy to find. However, relaxing more constraints means that the differences between the relaxed problem and the original problem are more significant; the heuristic derived from the relaxed problem may no longer be effective in the original problem. Therefore, any new heuristics self-learned by heuristic relaxation should be subject to the inspection of the knowledge engineers.

3.3.2. Translating Heuristics into Rules

One major source of obtaining heuristics is through case studies; most program transformation heuristics are derived through careful study of the problems at hand. Problems of knowledge acquisition in case studies include recognizing the factors involved in the decision-making process and the similarities between the particular case and more general cases. In figure 3.6, we describe a process of abstracting domain-dependent knowledge.

For each heuristic, there are actually many ways to represent it in the knowledge base. The proper choice of encoding is critical for the knowledge to be effective. To illustrate the complexity in transforming heuristics into rules, we show an example for evaluating the match of a program fragment to the architecture.

**Heuristic 3.1.** When mapping a loop into parallel tasks, it would be better if the size of the loop, $N$, is a multiple of the number of processes, $P$, if the loop size is small. This factor is less important when the loop size, $N$.

† In this thesis, the term “heuristics” is generalized into any simple, effective or efficient methodologies used in decision-making. Therefore, a heuristic may be an expertise that comes out of the state-of-the-art experience of an expert or a well-defined algorithm.
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Figure 3.6. Process of abstracting a domain dependent knowledge base.

is large compared to $P$.

To translate this heuristic into rules, the following formula is used to capture both conditions in Heuristic 3.1.

$$ V = \text{eval}(N, P) = \left\lfloor \frac{N}{P} \right\rfloor $$

This formula quantifies the heuristic quite nicely. $N/P$ and $\left\lfloor N/P \right\rfloor$ are both integers differing by at most one. The result of the real division is 1 when $N$ divides $P$ or approaches 1 when $N/P$ is a large integer.

On the other hand, this encoding represents a non-trivial heuristic in knowledge acquisition. It is very difficult for the system to perform this encoding without help from human experts. A good knowledge acquisition system may ease this difficulty but may not solve the problem completely. This is why human assistance is needed in the above knowledge abstraction process.

3.4. Applying AI Technologies to Parallel Compilers

From our experience, there are many areas where AI techniques may help in the construction of parallel compilers. A list of the AI techniques that we have employed in the implementation of our prototype system is listed below: We briefly discuss some of them here.

- **Search algorithms.** In chapter 4, we will discuss the use of some AI search algorithms, such as $A^*$, for searching through the decision tree in the program optimization process. These AI search algorithms use heuristics to cut down the unnecessary traversal of states in the decision tree to improve efficiency. With suitable performance estimation functions, the $A^*$ algorithm can find optimum solutions.

- **Goal reduction.** Goal reduction techniques (such as forward-chaining, backward chaining, hybrid methods, etc), can be used as goal searching and processing and to cut down the search trees to improve efficiency in decision making. Furthermore, resolution and unification can be used to deduce the search goals. The theorem-proving system can be used to deduce and analyze heuristics and find the inconsistency in the knowledge. The hier-blackboard model discussed in section 4.4 is a framework for goal reduction.

- **Constraint propagation and satisfaction.** Static analysis of the program has its limits. For instance, a program dependence test may be obscured by a variable in a loop bounds, or the task decomposition may be crippled by the unknown loop bound in the outermost loop. Some of these decisions can be postponed until run time. To ensure that only the minimal run time test is generated, constraint propagation can be used to propagate the critical conditions for such run time tests at the needed points.
• Planning. Using planning for selecting a program transformation sequence or generating the schedule of parallel execution is discussed in section 4.2.

• Generate and test. The model consists of a generator and a tester, where the generator generates a number of possible cases, the tester eliminates the inapplicable or non-promising ones. An example is to apply this technique to data decomposition, where a data decomposition generator can generate possible decompositions of arrays and an examining expert can be used to eliminate less promising compositions for limiting the selections. In [Wolfe82], generate-and-test technique is also used in deciding the plausible loop order for interchanging perfectly nested loops.

• Pattern recognition. Pattern recognition can be used to recognize the program parallelism, machine features, and opportunities for improving parallelism. An example of using pattern recognition to abstract program features involves recognizing opportunities for pre-optimized algorithm substitution (see chapter 7). A sample program to recognize a generic pattern of inner product operations was given in chapter 2.

• Man-machine interface. Advances in the man-machine interface such as natural language processing and visual programming can be used to achieve intelligent user-interaction.

• Knowledge engineering. Knowledge representation and manipulation techniques can be employed to represent, organize, and integrate the program transformation heuristics and manipulate machine features. Object oriented knowledge representation of machine features and the organization of heuristics are discussed in chapter 5.

• Problem-solving models. Problem-solving models such as rule-based systems, blackboard systems, and object-oriented models can serve as frameworks for reasoning in intelligent compilers. This problem is discussed in detail in chapter 4.

3.5. Conclusion

In this section we discuss some challenges that a parallel compiler faces. A new paradigm for program optimization is presented. Heuristics and the application of AI techniques in parallel compilers are also briefly discussed.
CHAPTER 4
A FRAMEWORK FOR THE CONTROL OF INTELLIGENT PARALLEL COMPILERS

In chapter 3 we proposed a new paradigm for parallel program optimization. In this and the following three chapters, we will discuss methodologies for realizing the feature-directed program optimization paradigm into intelligent parallel compilers. We first decompose the problem of program optimization into hierarchical structure of subproblems. In this chapter, the framework for implementing the paradigm is discussed. The problem is first formulated into a planning problem. Then three different frameworks for implementing the paradigm are presented and their advantages and disadvantages are discussed.

4.1. Parallel Program Optimization as a Planning Problem

The program optimization system can be viewed as a planning system. A planning system is a program that develops a course of actions, or a plan, to reach a desired goal. This plan is then used to guide the execution of planned activities. When the activities represented in a plan are timed, the plan is called a schedule.

Formally, a planning system $PS$ can be defined as a quadruple:

$$PS = (S, OP, S_0, S_G)$$

Where $S$ is the set of problem states, $OP$ is the set of operators defined by a state-transition mapping from one state to another, $S_0$ is the initial state and $S_G$ is a set of goal states. The planning process is to find a plan $\Psi$ (which is a sequence of operators) that will transfer the initial state to one of the goal states. That is:

$$S_0 \rightarrow S_G$$

where $S_G \in S_G$.

$\Psi$ is actually a sequence of operators that change the problem states:

$$\Psi_1 \Psi_2 \Psi_3 \cdots \Psi_n$$

$$S_0 \rightarrow S_1 \rightarrow S_2 \rightarrow S_3 \cdots \rightarrow S_G$$

Where $\Psi_i$'s are operators that map $S_{i-1}$ into $S_i$, that is, $\Psi_i(S_{i-1}) = S_i$. we have $\Psi(S_0) = S_G = \Psi_n(\Psi_{n-1}(\cdots (\Psi_2(\Psi_1(S_0) \cdots ))))$, or:

$$\Psi = \Psi_n \bullet \Psi_{n-1} \bullet \Psi_{n-2} \cdots \Psi_1$$

A parallel program (represented as an augmented program dependence graph) is a rough schedule for concurrently executing the computation specified in the program on a parallel architecture. The program dependence graph represents the constraints that the operations on the program must respect. The schedule generated by the compiler statically determines the flow of the control, the flow of the data, and the utilization of resources. The parallelism optimization process modifies the schedule of the operations to improve the performance of the program on the target machine.

There are many ways to formulate a parallel compiler as a planning system. The planner can use the dependence graph as constraints for generating plausible execution plans. Alternatively, programs can be viewed as problem states and transformations as operators to refine the states. For each node in the decision tree of the program optimization process, the children of the nodes are applicable transformations that can be applied to the program. The planner's objective is thus to generate a plan for refining the execution plan, or more specifically, to generate a list of transformations to improve the parallelism of the program. The program optimization process can be represented by the planning problem $PS = (S, OP, S_0, S_G)$, where $S$ is the set of program dependence graphs, $OP$ is the set of program transformation techniques, $S_0$ is the original program,
and \( S_G \) is the set of optimized programs. The objective of the program optimization process is to find an appropriate sequence of transformations \( \Psi_n \cdot \Psi_{n-1} \cdot \Psi_{n-2} \cdots \Psi_1 = \Psi \) to translate the program dependence graph into an optimal form for the target machine.

Once the program optimization problem is defined from the state-space transformation paradigm, the problem is then to find a solution path in a search tree whose nodes are programs and whose arcs are program transformations that modify the programs. The key issue is the selection of the most appropriate operator to apply at the given state, represented as a node in the search tree. We shall now examine how a plan \( \Psi \), the sequence of transformations, can be obtained. This approach differs from an ordinary planning problem in two respects: first, there is no clear definition of the goal states; second, even though optimization is desired, the user may not be able to afford the cost of finding the optimal solution, since the cost of verifying the applicability of the transformation is usually fairly high. In this case, a partial solution may be acceptable.

To guide the selection of the operators and identify the goal states, a performance objective function, \( E \), is defined. The function \( E \) is a mapping from the state space to a real number which represents the performance measure of the states. This performance objective function is usually based on certain heuristics. Search algorithms based on the performance evaluation function are called heuristic-guided graph-search algorithms. The objective of the program optimization process is then to find the transformation sequence \( \Psi, \Psi = \Psi_n \cdot \Psi_{n-1} \cdot \Psi_{n-2} \cdots \Psi_1 \), which transfers \( S_0 \) into \( S_f \) such that \( E(S_i) = E(S_f) \) for all \( 1 \leq i < n \). The definition of this performance objective function is subject to the degree of optimization, the affordable resources, the knowledge of the architecture, etc. Modifying this function will change the characteristics of the program optimization system.

4.2. Frameworks for Realizing the Feature-Directed Program Optimization Paradigm

Below we will examine three different frameworks for realizing the feature-directed program optimization paradigm. The first approach is to use heuristic-guided state space search algorithms. Under this approach, the program optimization process is to find the optimal path in the decision tree of the program transformation process. The algorithm searches through the decision tree to find the goal states and uses some heuristic functions to prune subtrees that are not promising. A good representative of such algorithms is the \( A^* \) algorithm. As will be explained below, the \( A^* \) algorithm is a variant of the best-first search algorithm that uses a heuristic function to estimate the cost of going from the starting state to a goal state in the decision tree. \( A^* \) is examined here because it guarantees that the algorithm will finish with an optimal solution.

The second approach, the heuristic hierarchy approach, and the third approach, the hier-blackboard approach, both utilize the hierarchical knowledge organization but with different flavors. The hierarchical knowledge organization is preferred over the flat structure of rule-based systems because heuristics are often fragmented during the knowledge acquisition process. Also, this loss of information (about the relationship between the rules) cannot be recovered after the knowledge is translated into rules. The hierarchical knowledge organization retains the relationship between rules in the knowledge base. The heuristic hierarchy utilizes the hierarchical knowledge organization but also provides a control and reasoning strategy. The hier-blackboard model is an extension of the heuristic hierarchy with the additional power of opportunistic reasoning and parallel processing. We will discuss these three frameworks and compare them in detail below.

4.2.1. Heuristic Guided State-Space Search

The selection of transformations may be guided by heuristic functions or other systematic approaches such as rules in a rule-based system or, instance, algorithm \( A^* \) [Nilsson80] can be incorporated. The algorithm \( A^* \) is a variant of the best-first search of a problem graph. It transforms the planning process into a graph search problem guided by a heuristic function \( f \). The evaluation function \( f(S_i) \) at any node \( S_i \) estimates the cost of the minimal path from the start node \( S_0 \) to the node \( S_i \) (denoted \( g(S_i) \)) plus the cost of a minimal cost path from node \( S_i \) to a goal node \( S_G \) (denoted \( h(S_i) \)). That is, \( f(S_i) \) is an estimation of the cost of a minimal cost path constrained to go through node \( S_i \).

\[
f(S_i) = g(S_i) + h(S_i).
\] (4.1)

At each stage of the node expansion, the algorithm chooses the node that achieves the minimal evaluation function to expand. This algorithm is called Algorithm \( A \).

Let \( cost_{\min}(S_i, S_j) \) be the actual cost of a minimal path between the two nodes \( S_i \) and \( S_j \). The function \( h^*(S_i) \) is defined to be the cost of the minimum cost path from node \( S_i \) to any of the goal states.
Also define \( g^*(S_i) = \text{cost}_{\text{min}}(S_0, S_i) \), which is the cost from a start node to the node \( S_i \). And \( f^*(S_i) = g^*(S_i) + h^*(S_i) \) is the cost of an optimal path from \( S_0 \) constrained to go through node \( S_i \). When the estimation function \( h \) is a lower bound of \( h^* \), this algorithm is called \( A^* \) [Nilsson80].

To map the algorithm to the program optimization process, the function \( g(S_i, M) \) is the estimated performance of the program \( S_i \) on the target machine \( M \). And \( g^*(S_i, M) \) is the actual performance of the program \( S_i \) on the target machine \( M \). The function \( h(S_i, M) \) is the estimated performance improvement the program optimization process can have on the program \( S_i \) on the machine \( M \). And the function \( h^*(S_i, M) \) is the maximum improvement that program optimization can achieve on the target machine \( M \). This definition realizes the feature-directed program optimization paradigm because the features of the program and the machine are cast into the performance estimation of the program on the machine.

**Lemma 4.1.** Algorithm \( A^* \) will terminate if there is a path from \( S_0 \) to a goal state \( S_g \) [Nilsson80].

**Lemma 4.2.** Algorithm \( A^* \) is admissible (that is, \( A^* \) will terminate by finding an optimal solution if there is a path from \( S_0 \) to a goal state \( S_g \)) [Nilsson80].

The efficiency of the \( A^* \) algorithm depends on the choice of the evaluation functions. The precision of \( h \) depends on the amount of heuristics it possesses. When \( h = 0 \), it reflects complete absence of any heuristic information about the problem and results in a breadth-first search. However, since such an estimate is a lower bound on \( h^* \), the algorithm is still an admissible algorithm. Another interesting property about \( A^* \) is that the more "informed" the algorithm is, the fewer nodes it will expand. This property is described in the following Lemma.

**Lemma 4.3.** Let \( A_1 \) and \( A_2 \) be two versions of algorithm \( A^* \) that use different evaluation functions. If \( A_2 \) is more informed than \( A_1 \) (i.e. \( h_1(S_i) \leq h_2(S_i) \) for all \( i \)), then at the termination of their searches on any graph having a path from \( S_0 \) to a goal state \( S_g \), every node expanded by \( A_2 \) is also expanded by \( A_1 \). It follows that \( A_1 \) expands at least as many nodes as \( A_2 \) [Nilsson80].

The major question in applying the \( A^* \) algorithm involves defining the evaluation function and goal states. There are many ways to define the evaluation functions; the more accurate the estimation is, the fewer the nodes the algorithm has to visit. On the other hand, accurate estimation of the program performance is usually very expensive to obtain. So the proper choice of the estimation lies in the compromise between the cost of computing the evaluation function and the cost of traversing the node (applying the transformations). More details about evaluation functions and their application in controlling the program optimization is discussed in detail in chapter 6.

Here we give a simple example. One heuristic for estimating the execution time involves using the operation counts. For a sequential statement block, this number is the sum of the number of the operations in each of the components. For loops, this is the number of iterations times the number of operations inside the loops. For conditional statements, a probability value can be assigned to each branch and the operation count for each branch is the number of operations in the branch times the probability that the branch would be taken. The operation count for the condition statement is then the maximum number of operations of the two branches. The operation count for a parallel loop is defined to be the maximum number of operations in each of the parallel tasks. This estimation function described above is rough but cheap to compute. Note that architecture dependencies such as the synchronization cost, memory utilization, and cache miss-ratio are all ignored in the estimation. However, this can serve as a framework for more sophisticated performance estimation. For example, for memory optimization, the operation count for a statement can be replaced by the cost of memory accesses in the statement. The sequential operation count \( OC^1 \) is the total number of operations to be performed in the program and the parallel operation count \( OC^P \) is the number of operations for concurrent execution on \( P \) processors. The speedup based on this performance estimation function is thus defined to be \( SP_{OC} = \frac{OC^1}{OC^P} \). For algorithm \( A^* \), the cost of the arc between a pair of nodes is defined to be the changes in operation count that the transformation would have on the program. And the heuristic functions \( g \) and \( h \) are defined as \( g(S_i) = 0 \) and \( h(S_i) = SP_{OC} \).

**Lemma 4.4.** Algorithm \( A^* \) defined above using the estimation functions \( g \), \( h \) and \( f \) is admissible.
Proof: Since the arcs in the state space graph represent changes in operation counts, the cost of the path from $S_0$ to node $S_j$ is the operation count of the program $S_j$. Subsequently, the function $h^*(S_j)$ is identical to the function $h(S_j)$. And the function $h$ is always a lower bound on $h^*$, so by lemma 4.3 we know that the $A^*$ algorithm will always find a program that would generate most parallel statements.

QED.

Since this heuristic ignores the impact of synchronization cost and differences in cost of different operations, the “optimal” program generated by the algorithm may not be optimal for general programs. However, this heuristic is useful for “embarrassingly parallel programs” since the lack of communication between the processes makes factors ignored by this heuristic unimportant, and the parallel operation count is thus a good indication of the concurrent performance.

Another possible way of defining the heuristic function is to define the function $g$ to be the estimated performance of the program based on the current state, and the function $h$ to be the estimated potential improvement for this state.

4.2.1.1. Non-linear Planning and the Coordination of Multiple Thread State-space Search

For a finer formulation of the planning problem where each node represents the scheduling of an operation, the goal of the system is to generate an execution plan. This problem can be translated into a multi-task scheduling process where nodes in the dependence graph are the operations to be performed and dependence arcs define the precedence relations between the operations. The output of the planning system is a P-thread parallel program with annotations for data decomposition and allocation. The control threads of the program compete for shared resources such as the memory, communication network and processors but cooperate to carry out the objectives of the program through synchronized communication. The resulting plan is partially ordered since the dependence relations need to be respected. This type of planning is commonly referred to as non-linear planning [Sacer77, Tate76, Wilkins84]. The complexity of the search algorithm depends on the number of nodes generated. The size of the search tree is bounded by $b^d$, where $b$ is the branching factor and $d$ is the depth of the tree. Obviously, the search tree for parallel program optimization grows very rapidly. To overcome this complexity, the problem can be decomposed into $P$ subproblems where each subproblem plans the execution for a particular processor. The algorithm $A^*$ can be applied to generate the plans for the subproblems. The coordination between these $P$ planning processes is a global strategy to avoid violating precedence constraints and resource-conflicts. The interaction between the processors is the data dependence between the blocks of statements assigned to each of the processors. The cost of an arc is defined to be the time to perform the operation that the arc points to. Communication and synchronization time needs to be added to the processing time of the operation if data must be obtained from remote processors. For this problem, the performance evaluation function $f$ is defined to be $g + h$, where $g(S_j)$ is defined to be the time it takes to perform operations from the beginning up to operation $S_j$, and $h(S_j)$ is the estimated execution time for the remaining operations. The parallel execution time is the maximum execution time of each of the processors. The goal of the compiler is then to find a schedule (a parallel program) so that the parallel execution time of the program on a $P$ processor machine is minimum.

Depending on the granularity of the schedule, the program dependence graph can be abstracted at different levels. It is generally impractical to schedule programs at a fine grain level, since this multiple task-scheduling problem is an NP-complete problem [Sarkar87] and there is a big overhead for scheduling large programs. Even at the task level, the problem is still relatively complex.

To summarize, the state-space search approach for parallel program optimization applies a heuristic function as the guideline for searching for the solutions. Heuristics are quantified into heuristic functions to help to choose the “best” node to expand. As indicated by Lemma 4.3, the quality of the algorithm depends on the quality of the heuristics used and the quality of the quantification of the knowledge. The advantage of this approach is clear: systematic processing is possible. Also, the behavior of the algorithm can be controlled by the heuristic function so that the characteristic of the algorithm can be modified by changing the heuristic functions based on the objective of the system. Based on this model, new heuristics can be tested or compared to existing heuristics. On the other hand, the disadvantage of the approach is that it is not always possible to characterize the heuristic by numerical values. Distortions to the heuristics are likely in the process. Also, for complex problems that involve many different heuristics at different stages of the problem (such as the problem for program optimization), trying to merge all heuristics into one heuristic function and applying it to every step in the search process is difficult and inefficient.
One important characteristic of the above approach lies in the specification of the problem. The separation of control knowledge (planning), data (state descriptions and goals), and problem-solving knowledge (operators) allows the system to be adaptive to different objectives of the problem at different stages of problem solving. This suggests an alternative approach which hierarchically decomposes the problem into subproblems and uses different sets of rules that are specialized for the subproblems in order to select the best node for the particular stage of the problem-solving process to expand. We will first look at the structural organization of the problem domain and then discuss two frameworks that base on this approach.

4.2.2. Hierarchical Decomposition of the Parallelism Improving Problem

The problem of program optimization is a very complex problem, therefore, decomposing it into simpler subproblems and coordinating the subproblems to solve it is beneficial. In this section we present one such decomposition method and this decomposition will serve as the foundation for the discussion of two other frameworks heuristic hierarchy hier-blackboard which are discussed in sections 4.2.3 and 4.3.5, respectively.

The process of program parallelism optimization can be classified hierarchically into three problem solving modules that we call the parallelism-defining layer, the parallelism-matching layer, and the parallelism-matching control layer. Depending on the complexity of the subproblem, each of these three layers may be further decomposed into finer subproblems.

The parallelism-defining layer abstracts the program parallelism and the machine parallelism into lists of machine and program features. The parallelism-matching layer matches the program onto the target machine by performing a sequence of program transformations. Since a single transformation may serve different purposes, it may belong to different categories. Therefore, we separate the heuristics in the program restructuring control layer into two sub-layers: the program restructuring subgoal selection layer and the transformation layer. The transformation layer contains the transformation techniques which we term transformation modules.

Each transformation module consists not only of the description of the transformation technique, the conditions for the transformation to be applicable and the procedures to carry out the transformation, but also the heuristics pertaining to the feasibility of the transformation under various circumstances, short-cut rules for applying the transformation, methods for estimating the effects of the transformation, etc.

The program parallelism improving process can be decomposed into the following five subproblems:

- **Improving general program parallelism.** The major purpose of this process is to improve the structure of the program to prepare for other processes below. This goal can be achieved by reducing the amount of data or control dependence present in the program dependence graph. Machine-independent transformations for removing redundant code, breaking dependence cycles, and improving localities can be applied.

- **Creating tasks.** The aim here is to decompose the control structure of the program so as to create tasks and vector operations. One major consideration involves balancing the load of the created tasks.

- **Scheduling tasks.** The scheduling of the tasks/processes is another important factor in obtaining optimal performance. Traditionally, this problem is viewed as the task of the operating system. However, studies have shown that static estimates done at compile time can simplify the task of the operating system at run time [Cyntron84]. There are techniques (e.g. do-across) that can estimate the required minimum process delay time to reduce unnecessary memory traffic due to pulling the lock variables prematurely. Compile time analysis can also help to decide what run-times to generate.

- **Minimizing synchronization.** When a sequential program is mapped to a multiprocessor machine, the proper synchronization operations must be inserted in the code in order to preserve the semantics of the original program. Synchronization costs penalize the program performance, and, in the worst case, may serialize the whole computation. Fewer synchronization points mean less processor idling time and better overall system performance. Grouping closely related micro-tasks into one task, copying repeatedly used data into local memories, and changing data access patterns may have a positive effect on minimizing the synchronization cost.

- **Optimization of memory accesses.** Since the data access time for different components of the memory hierarchy may be different, the utilization of fast memory components (like cache) and the removal of unnecessary data accesses will shorten the access time and speed up the computation. Array decomposition, data copying, scalar gathering, strip-mining, loop interchanging, loop blocking, and other transformations can be used to achieve a lower cache miss ratio and improve locality.
Each of these five subproblems may select any of the transformations in the underlying transformation layer. The selection of the transformations is based on the heuristics in the transformation layer and the features defined in the parallelism-defining layer. Since these five problems are interrelated, the restructuring control process coordinates the interaction between them.

The program fragment under consideration is called the current focus of the system. A program is decomposed into a list of focuses by the focus selection process. The topmost layer of the hierarchy is the parallelism-matching control layer. It selects the current focus and controls the optimization of the current focus.

Global coordination between different focuses is often needed. For example, the memory access optimization subgoal will try to optimize the memory accesses and decompose the array storages based on the program focus and the machine model to which it is assigned. The array decompositions chosen in the subgoal may be changed when global consideration and adjustments are made.

The performance evaluation process evaluates the performance of transformations on the program focus and provides quantified evaluation for the parallelism matching control layer to make decisions.

This hierarchical decomposition of the program parallelism optimization problem divides the problem into interacting processes based on the hierarchical structure we described above. It models the conceptual interactions between different functions of the program restructuring process into a concrete structure so that controls in these functional units can cooperate and interact with each other. This hierarchy decomposition also allows specialized heuristics to solve the problem so it can significantly improve the flexibility and efficiency of the transformation process. It also provides a model for the decomposition and organization of the heuristics.

4.2.3. Heuristic-Guided Reasoning and the Expert Systems Approach

For the rule-based approach, at each stage of the program optimization process, the control of the process utilizes a set of rules to decide how to restructure the program. A prototype implementation that used the rule-based expert system approach was reported in [Wang85]. In this experiment, control heuristics were
encoded into Prolog predicates which chose the "most appropriate" program transformation to apply. This experiment with an expert system achieved mixed results. While the system was able to generate efficient code for some particular programs, it failed in many other cases. The major drawback of the system was its lack of heuristics. It employed only about three dozen rules for choosing the transformations. On the other hand, this experiment exposed a problem common to flat-structured first generation rule-based systems: the fragmentation of the knowledge and lack of systematic knowledge acquisition tools. This makes enhancing the ability of the system a very involved process. We concluded that structured organization of the knowledge is necessary and that systematic integration of the heuristics is a key issue to knowledge enhancement and automatic learning of the system. The heuristic hierarchy reported in [WaGa89] was our first attempt in moving to more intelligent expert systems.

4.2.3.1. The Heuristic Hierarchy

While the modularity and integratability of the rule-based expert systems make modifying the knowledge base easy, its opacity of knowledge and inefficiency in execution are the major drawbacks. For example, translating a heuristic into a set of rules causes the knowledge to be fragmented across the rules. Even though there may be strong relations among many of the rules, the fragmentation causes an unfortunate loss of coherence. Furthermore, this makes maintenance and modification of the knowledge base difficult.

To improve the integration and modularity of the knowledge, we organize the heuristics based on the decomposition of the problem-solving methods. This organizes the rules into a hierarchical knowledge structure called the heuristic hierarchy [WaGa89]. A heuristic hierarchy consists of one or more hierarchical layers. Based on the functionalities of the rules, rules in the same layer are divided into groups of rules that are called actions. Each action has a goal associated with it; invoking the action is an attempt to accomplish the goal of the action. The top layer of a hierarchy contains only one action, which is the entrance point of the control flow, and the goal of this action is the goal of the hierarchy. The heuristic hierarchy is a way to simplify the modeling of the problem into structured units. Layers in the hierarchy represent the conceptual hierarchical levels of the problem-solving process where in each layer the different actions represent possible solution steps that can be utilized to achieve the goals of the subproblem that the layer faces. The heuristic hierarchy integrates rules into conceptually and logically related units whose relationship reflects the control flow of the problem solution. Horizontal relations among the actions represent the parallelism or independence that can be exploited in a layer by employing multiple actions at the same time, and vertical relations represent the inherited sequential control flows among the adjacent layers. This hierarchical structure-organization of the heuristics is simple, modular, efficient, and flexible.

Note that the purpose of introducing the hierarchical structure is not to impose a tightly coupled structure into the knowledge base, because not all knowledge can be represented in structured or procedural form. Also, if the structure of the rules is too tight, then the flexibility of the rule-based system may be lost. The purpose of the hierarchical structure is to provide a knowledge organization structure that matches the hierarchical structures in top-down problem-solving processes. The hierarchical structure preserves all the advantages of a rule-based system but has better efficiency, modularity, and flexibility in the way it represents knowledge.

An example which applies this technique to the hierarchical decomposition of the parallelism optimization process was presented in [WaGa89]. The implementation of the control in each layer determines the efficiency and effectiveness of the subsystem. One can apply forward reasoning, backward reasoning, or opportunistic reasoning to achieve the best result. By merging the flexibility in opportunistic reasoning of a blackboard architecture and the well-structured control in the heuristic hierarchy, we derived a new problem-solving model called the hier-blackboard. A hier-blackboard is a hierarchical problem-solving model that utilizes the inference power of opportunistic reasoning but follows the control flows inherited from the subproblem decomposition. This achieves a very flexible model that is well-suited to solving complex problems such as optimizing program parallelism.

4.2.4. Opportunistic Reasoning and the Blackboard Architecture

In this section, we will discuss a new problem-solving model called the hier-blackboard. The hier-blackboard extends the power of the heuristic hierarchy by employing the heuristic hierarchy for structured organization and dynamic control, opportunistic reasoning for inference, and blackboards for information sharing and communication. This results in a flexible and powerful problem-solving model that is well-suited to complex and ill-conditioned problems such as program parallelization and optimization.
4.2.4.1. The Blackboard Architecture

The blackboard architecture [Nii86b, Nii86c] combines the blackboard and the opportunistic reasoning model. The opportunistic reasoning model [Hayes83, Hayes85] is a problem-solving model in which pieces of knowledge are applied either forward or backward at the most opportune time; whereas the blackboard is a centralized knowledge representation method in which solution states and information are kept in a shared blackboard. In a blackboard system, the solution space is divided into one or more application-dependent hierarchical levels and is stored in the blackboard. Information at each level in the hierarchy represents partial solutions currently known to the level. The problem task domain is divided into loosely coupled subtasks which correspond to areas of specialization within the task. Accordingly, the knowledge for computing intermediate results and performing subtasks is organized into modules called knowledge sources. The knowledge sources are logically independent and specialized entities, and they communicate with each other only through the uses of the blackboard. During the problem-solving process, the knowledge sources post information or intermediate results onto the blackboard to update the state of the solution incrementally and they act according to the information in the blackboard. If more than one knowledge source is willing to make contributions, the conflict is resolved by a unit called control. The control uses control strategies to choose the most appropriate knowledge source(s) to update the solution state in the blackboard. Opportunistic reasoning is applied within the overall organization of the solution space and task-specific knowledge; that is, which module of knowledge to apply is determined dynamically, one step at a time, resulting in the incremental generation of partial solutions. This problem-solving process is repeated until an acceptable solution is found or the process cannot continue for lack of knowledge or information.

4.2.4.2. Blackboard Systems and Production Systems

Several factors distinguish blackboard systems from production systems. First, the knowledge is organized into independent or semi-independent models in the blackboard system, while in production systems all knowledge is represented as production rules. Second, in blackboard systems, the control decision is distributed into the knowledge sources, whereas in production systems the control is sequential.

4.2.4.3. Advantages of the Blackboard Model

The blackboard model has been a favorite choice for solving ill-conditioned or complex problems because of its following properties: modularity in knowledge organization, flexibility in opportunistic reasoning and potential for parallel implementations.

Studies have shown the effectiveness of the opportunistic reasoning in complex and ill-structured problem domains [EHLR80], [Nii86b]. An ill-structured problem is characterized by poorly defined goals and an absence of a predetermined decision path from the initial state to the goal state. In our case, the problem of optimizing program parallelism falls into this category. The blackboard approach requires no a priori determined path; the decision of what to apply next is made during the problem-solving process at run time.

4.2.4.4. Weaknesses of the Blackboard Model

The blackboard model has the following weaknesses:

1. Centralized and global data is a bottleneck for parallel implementation. All modifications to the blackboard are visible and monitored by all knowledge sources; this can be very difficult to implement efficiently on parallel machines. This problem can possibly be solved by designating private blackboard sections to knowledge sources.

2. Lacking general guidelines for implementation. The division and organization of the solution states, solution knowledge, and solution tasks make a great deal of difference in the efficiency, clarity and effectiveness of the implementation. General guidelines in this regard are needed, but it is difficult to come up with such criteria because of the diversity in the different problem domains. Also, the hierarchical structure of the domain knowledge is blurred by the flat structure of the knowledge sources and control.

3. Expensive to build. The blackboard model should be used only when its advantages justify the cost of building it.
4.2.5. The Hier-Blackboard Model

In this section, we introduce a hierarchical multi-blackboard model that we call the \textit{hier-blackboard}. The key idea here is to generalize the concept of knowledge sources to map the structure of knowledge sources to the structure of the solution method and localize the interaction between knowledge sources. A commonly used problem-solving method for complicated problems is the \textit{divide-and-conquer} approach in which the problem is divided into subproblems that can be solved directly or be further divided into subproblems until the subproblems can be solved. This achieves a hierarchical level of problem partitioning which is a natural structure for the organization of the problem-solving knowledge. When the task of the system is divided into analytic levels of knowledge sources that implement the subtasks, the knowledge sources can be implemented as a blackboard subsystem if the subtasks they are responsible for are complicated. By applying this methodology recursively to the derived blackboard sub-systems, we derive a model that is logically and structurally tailored to the particular problem at hand.

4.2.5.1. The Framework of the Hier-Blackboard Model

A \textit{hier-blackboard} system consists of the following four types of components: knowledge sources, blackboards, controls and communications.

\textbf{Knowledge Sources}

Knowledge in a \textit{hier-blackboard} system is organized into hierarchically structured knowledge sources according to the problem domain. In our model, a knowledge source is a conceptual unit that interacts with other knowledge sources which share the same blackboard through explicit information updates on the blackboard. In other words, a knowledge source can be a set of rules, a procedure, or a blackboard subsystem if the subtask warrants the creation of such a subsystem.

\textbf{Blackboards}

There is a \textit{master blackboard} which is the blackboard at the top level of the hierarchy that holds the global solution state of the problem. Optional blackboards can be added in the hierarchical tree structure. The blackboards in the sub-blackboard systems are used to hold private entities needed and produced by the local knowledge sources. Each blackboard subsystem works on its private blackboard until global information updates or accesses are needed; in that case, they simply act like other knowledge sources and compete to update the blackboard at the higher level.

\textbf{Control}

For each blackboard in the model, there is a blackboard controller which can be a set of knowledge sources or a separate module that monitors changes on the blackboard and decides what knowledge sources in the system should be executed in case of conflicts. The idea of having a control blackboard ([Hayes85]) can also be incorporated into this model.

Under the supervision of the control, the problem-solving process proceeds through a series of solution cycles. During each cycle, specialized knowledge sources check the blackboard; they self-nominate (if possible) by reporting their possible contributions to a special section of the blackboard that is called the \textit{registration-board}. The control checks the registration board and picks the most appropriate knowledge sources to perform their actions. User-supplied control strategies can be consulted by control to select the "most appropriate" knowledge sources among those who self-nominated. This process continues until the problem is solved or terminates in failure.

As an analogy, the control structure of a hierarchical blackboard system is very similar to the corporate hierarchy of a company. The divisions are connected by tree-structured command channels. Each subdivision can make decisions on its own, but inter-division matters need to be solved by going through their supervisors.

\textbf{Communication}

As the structure of the system is defined, the communication channels between the knowledge sources and the blackboards are defined implicitly. Interaction between the knowledge sources in the same blackboard subsystem is done through the updates of the local blackboard. Inter-blackboard communication is carried out through communication channels that are specified by the system organization. If a knowledge source is implemented as a blackboard sub-system, the communication control in the sub-system will coordinate its
knowledge sources and update the shared blackboard at the upper level under the request of its knowledge sources. The communication in the blackboard hierarchy is done by messengers who run up or down one level in the hierarchy to deliver messages between the levels. A messenger is a special knowledge source which monitors a designated area called a message box in the blackboard for communication. When certain data in the message box is updated, certain actions are triggered and the messenger delivers the message to the target blackboard. For example, if one blackboard subsystem decides to modify a piece of the global problem state, it gives the message to its messenger for its parent, and the messenger delivers the message to the upper level. The messenger in the upper level updates the information in its blackboard. The update of the information triggers an action which is to update the blackboard one more level up. In this way, the message will be propagated to the master blackboard. Note that the original knowledge source which initializes the chain of update actions may not even know that the information has been sent up the hierarchical ladder since it is only responsible for contributing to its own blackboard. The messenger mechanism helps to make the blackboard sub-systems modular and clean. The blackboard update operations can be implemented efficiently based on the target architecture to minimize the communication overhead.

Primitives for communication between blackboards include access and update of entities of the parent or children blackboards. For update operations, a condition may be sent along with the request. The condition will be checked on the target blackboard with information present in the target blackboard. This last operation is very powerful since the knowledge source does not need to know the state of the parent blackboard system to update information. This conceptual simplicity is accomplished by the messengers who act as representatives for the subsystems to their parent blackboards. This knowledge encapsulation shields the internal operations inside the subsystems and allows them to appear to their parent blackboards as regular knowledge sources. The messenger model we provide here is simple, but powerful, and efficient operations can be defined through this framework. For example, an entity in the message board can be set up so that whenever data is written to it, the data will be immediately sent up to the message board of the parent. In this way, data can be pipelined up the blackboard hierarchy.

4.2.5.2. Issues for Parallel Implementation

Most early research in exploring parallelism of blackboard systems was based on models of target hardware architectures. Examples of parallel implementations of blackboard systems are distributed systems such as TRICERO ([Wol85]) and the distributed vehicle monitoring test-bed ([LeCo83]), and concurrent blackboards such as CAGE and POLIGON ([Nii86a, Nii86b]). The distinction between the structures of the underlying computational model and the solution model allows the implementation of the solution to be constructed in a more clean and structured fashion. The multiple level structure of the hier-blackboard model can be mapped onto an actual hardware by a dynamic or static scheduling procedure. For an unlimited processor model, the mapping is simple, since a processor can be assigned to each basic knowledge source. When this unlimited processor model is mapped to the actual machine that has a finite number of processors, the static mapping will have to be based on the estimated costs, the structure of the hier-blackboard, and the locality of the data. Due to the nature of the uncertainty, the dynamic task-allocation scheme may have an edge on static task-allocation.

The actual instructions to update the blackboards can be tuned to the underlying hardware, but this is shielded from users with the blackboard update operations.

4.2.5.3. Simulation of Parallel Hier-Blackboard on Sequential Machines

When several knowledge sources need to share a processor, a special knowledge source called a scheduler to control the execution of a set of knowledge sources on a processor can be provided. The scheduler monitors the regions of the blackboard (not necessarily in the same processor) that its knowledge sources are interested in and activates them when appropriate. In the extreme case, all knowledge sources of a blackboard subsystem share a processor, and the scheduler enables a sequential simulation of the parallel model.

4.2.5.4. Comparison with Other Blackboard Models

The hier-blackboard is a generalized blackboard model. It inherits all the benefits of the blackboard problem-solving model but provides the following unique advantages over the traditional flat-structured blackboard model:
1. **Better framework for organization of problem-solving knowledge.** The *hier-blackboard* model provides a framework for better structuring of problem-solving knowledge by matching the structure of the knowledge sources with the decomposition of the problem space and the solution methods.

2. **Locality and efficiency.** Localized communication improves both the locality and the efficiency of the system.

3. **Flexibility in utilizing opportunistic reasoning.** Opportunistic reasoning can be applied only at the spots that need the power and flexibility of opportunistic reasoning. Simpler subproblems can be solved by using more straightforward approaches such as rule-based systems.

4. **Flexibility in structural organization.** The structure of the *hier-blackboard* model is very flexible. Its message-passing method can range from the centralized blackboard model to the distributed message-passing provided by the messenger mechanism. Depending on the problem domain, the structure of the knowledge sources can be flat or a complicated multiple level hierarchy. The flexibility in the structure and the specialized knowledge sources that is built-in make problem solving easier than in the traditional blackboard systems.

5. **Higher potential to be parallelized.** The *hier-blackboard* model is designed with concurrency in mind. Higher locality means higher potential for parallel implementation. Built-in knowledge sources such as the scheduler, control, and the messenger simplify the implementation of the parallel problem-solving model. Depending on the structure, the *hier-blackboard* model can be applied at different degrees of parallelism ranging from sequential to highly parallel.

4.2.5.5. Applying the Hier-Blackboard to Parallel Compilers

To apply the *hier-blackboard* model to parallel compilers, we decompose the process of optimizing program parallelism hierarchically based on the method we described in section 4.2.2. As can be seen from figure 4.1, the most complicated subproblems are the parallelism matching process and the five subproblems for improving general parallelism, creating tasks, allocating processors, minimizing synchronization, and optimizing memory access. These subsystems can be implemented as blackboard subsystems with the parallelism matching module managing the other five blackboard subsystems corresponding to the five subproblems for improving program parallelism. The topmost layer, the parallelism matching control layer that controls the transformation for different purposes for different kinds of programs and target architectures, and heuristics for selecting appropriate arguments to apply (methods of application). These modules form the knowledge sources for the subsystems for improving general parallelism, creating tasks, allocating processors, minimizing synchronization, and optimizing memory access. We also chose to implement the program parallelism analysis and machine parallelism analysis as rule-based systems that can be activated by the program parallelism matching subsystem and its knowledge sources.

4.2.6. Comparison Of The Three Frameworks

We discussed three different frameworks for realizing the program optimization process for parallel computers. We will compare these three frameworks from five aspects: optimisim, efficiency, flexibility, simplicity and parallelism.

The *hier-blackboard* is an extension to the heuristic hierarchy so they share most of the characteristics except that the *hier-blackboard* utilizes the parallelism within the program optimization process and features opportunistic reasoning which is much more sophisticated and flexible than the control in the heuristic hierarchy. The opportunistic control in the *hier-blackboard* model is a bit more complicated than the rule-base approach used in the control on the heuristic hierarchy and is more difficult to program (but it is still significantly simpler than the general blackboard architecture due to the modular organization and abstraction).

The A* algorithm guarantees that the resulting solution will be optimal as long as the heuristic function $h$ is a lower bound of the actual cost $h^*$. The other two approaches use heuristic rules to select the transformations and thus lose the optimim. The efficiency of the A* algorithm depends on how close the heuristic function $h$ is to $h^*$. In other words, the A* algorithm can be very efficient if the performance estimation function $h$ is very accurate. However, accurate performance estimation at compile time is as hard as the program optimization issue if not any harder. This means that a compromise between the accuracy of the performance
estimation and the efficiency of the program optimization process is needed.

The efficiency of the hierarchical reasoning framework depends heavily on the richness of the knowledge. AI techniques such as pattern recognition, constraint propagation, goal reduction, and learning can be used to improve the efficiency of the system.

The A* algorithm is not as flexible as the other two approaches since the heuristic functions are applied to the whole decision tree, while the decision-making processes of the other two approaches can have different control strategies at different stages.

The above comparison is summarized in table 4.1 below. Our original implementation of the prototype system used the heuristic hierarchy [WaGa89], but was later transferred to the hier-blackboard. We also studied the A* algorithm because of its optimal characteristic. The selection of the framework is based on many complicated considerations and does not imply that any of the framework is significantly better than the others.

Table 4.1. A subjective comparison of the three frameworks: the A* algorithm, the heuristic hierarchy, and the hier-blackboard.
4.3. Conclusion

In this chapter, we discussed three frameworks for implementing the feature-directed program optimization framework in a parallel compiler. The three frameworks are discussed in detail and are compared based on the optimism, efficiency, simplicity, flexibility, and parallelism. We will discuss issues that support the framework, such as machine knowledge manipulation, performance prediction, heuristics and transformation techniques to improve program parallelism, in the next three chapters. In chapter 8 we will describe a prototype intelligent parallel programming environment that are implemented based on the hierarchy-blackboard framework.
CHAPTER 5
MACHINE KNOWLEDGE MANIPULATION ISSUES
FOR PARALLEL COMPILERS

5.1. Introduction

In this chapter, we study issues related to the representation and manipulation of the knowledge of machine parallelism and the implication of these issues in parallel compilers. The main questions that we are concerned include what kind of machine knowledge a parallel compiler needs to have, how to analyze program optimization heuristics and identify machine features involved in them to describe the knowledge, how to represent the machine knowledge and the heuristics, how to acquire the inference capability, and how to support different classes of parallel computers.

An object-oriented hierarchical machine feature representation scheme that is designed to address these problems is presented. This representation scheme features modular knowledge representation, various degrees of abstraction, and hierarchical reasoning. It provides a foundation for systematic analysis of heuristics and allows parallel compilers to support different classes of target architectures. A machine knowledge manipulation system that realizes the representation scheme is also presented. The system is implemented in Prolog and provides a mechanism for interactive machine feature specification and classification; it also supports reasoning based on the program and machine features.

5.1.1. Feature-Directed Program Optimization

As discussed in the last chapter, methodologies for optimizing parallelism on a particular parallel machine are often based on features of the architecture. Under the feature-directed program optimization model, optimizing parallel compilers use the features of the program and machine explicitly to control the restructuring of the programs. Unlike other parallel compilers where decisions for program optimization are based on the implicit heuristics that are hardwired and scattered in the compilers, this approach allows the compiler to base its decisions on features of both the target machine and the program. In this way, the compiler is actually “programmed” by the features of the chosen target machine and the program to be optimized. For example, figure 5.1 shows the flow graph of a simple heuristic for loop blocking that is based on machine features.

The effectiveness of knowledge-based compilers and multiple target parallel compilers relies on a suitable knowledge representation and processing schemes for representation and manipulation of the machine parallelism and program optimization knowledge. The machine knowledge representation scheme needs to provide a foundation for the integration and organization of the program optimization knowledge and support for performance evaluation and reasoning. In section 5.2, we discuss machine features that are important to parallel program optimization and the requirements for knowledge representation in parallel compilers. In section 5.3, we present an object-oriented machine knowledge representation scheme which features modular knowledge representation, various degrees of abstraction, and support for hierarchical reasoning.

Recognizing and collecting useful heuristics and analyzing and separating machine features from the program optimization heuristics are very involved jobs. A good knowledge manipulation system can help knowledge engineers comb through the complex and ill-organized knowledge and identify the essential elements of the knowledge to help them transform fragmented heuristics into well-defined programs. Automatic tools to help knowledge engineers to program parallel compilers are highly desired and are long overdue. In section 5.4 we introduce a machine knowledge manipulation system that is based on the knowledge representation scheme discussed in section 5.3. The machine knowledge manipulation system can be used to interactively analyze heuristics for optimizing parallelism, comparing machine features, abstracting new machine
knowledge, and installing new target machines.

5.2. Machine Features and Parallel Compilers

5.2.1. Machine Features

Properties of the target machine that affect the concurrent execution of the machine are called machine features. Definition of the machine features records the distinct properties of the architecture that need to be considered in utilizing the parallelism on the architecture. The manipulation of machine knowledge includes representation and organization of machine features, inference and modification of machine features, and support for reasoning based on machine features.

A detailed discussion of machine features and their effects on program transformation was presented in [WaGa87]. In this section, we examine different aspects of machine features (such as interaction between features, abstraction and classification of the features) and the criteria that these aspects impose on the representation of machine features.

5.2.2. Important Machine Features for Parallel Compiler

Functionally, a parallel computer can be characterized into four components: the processing elements, the memory hierarchy, the communication networks, and the control unit.

The processing element is the hardware unit that carries out the computations. The memory hierarchy is a functional unit that provides data stores of different speeds. The communication network interconnects the different components of the system. The control unit is the functional device that controls the execution of the parallel computer. The processors can also be grouped into clusters. A cluster is a collection of processors that is capable of executing a collection of tasks in a tightly coupled manner. For example, the computational complex (CEs) of the Alliant FX/80 forms a cluster that is distinct from the interactive processor system in the FX/80. A system may support multiple clusters with multiple processors per cluster, as in the Cedar system [KDLS86], or it may be viewed as one tightly coupled cluster of processors, as in the Connection Machine, or a loosely-coupled system of one-processor clusters, as in the Cray XMP.

A parallel computer may have some or all of the above components. Since there are so many possible combinations of the machine configurations, it is impossible to describe all cases here. Instead, we will study variations of some important features and their effects on the programming methodologies and the parallelism optimization issues of parallel computers.
5.2.2.1. The Processing Elements

A processing element may contain one or more scalar arithmetic processors and vector processors. A scalar arithmetic processor processes data sequentially and can be characterized by the costs of basic operations and the number of functional units (adders, multiplier, etc). Parallelism which exists in this level is in very fine-grain and has been explored extensively in sequential compilers.

The vector processor contains one or more vector pipeline(s), vector registers and vector operation control. The vector pipeline overlays the execution of the operations, and can be characterized by the number of pipelines and the number of stages in each pipeline.

The vector operation control unit controls the loading, storing, chaining and execution of the vector pipelines. It can be characterized by the following features: vector instruction types, costs of vector operations, vector startup time, vector operation chaining, cost of non-uniform stride operations, cost of scatter-gather, and vector reductions. For a machine that has vector registers, it is important to keep the vector operands in the registers and to match the length of vector operations with length of vector registers. For a machine that has no vector registers, the operands of the vector operations need to be in the memory (e.g. Cyber205). Important issues for these kinds of machines include increasing vector lengths, avoiding bad strides, and chaining the vector operations.

Table 5.1. Machine features of processing elements of some parallel computers.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>nCUBE 2</th>
<th>iPSC/860</th>
<th>Alliant FX/8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of processors</td>
<td>64</td>
<td>512</td>
<td>8</td>
</tr>
<tr>
<td>Maximum number of processors</td>
<td>8196</td>
<td>1024</td>
<td>parallel+vector</td>
</tr>
<tr>
<td>computation mode</td>
<td>parallel</td>
<td>parallel</td>
<td>three-address</td>
</tr>
<tr>
<td>scalar instruction type</td>
<td>three-address</td>
<td>three-address</td>
<td>[user_control, self_scheduling]</td>
</tr>
<tr>
<td>scheduling method</td>
<td>[user control]</td>
<td>[user control]</td>
<td>[user_control, self_scheduling]</td>
</tr>
<tr>
<td>clock cycle rate</td>
<td>20</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>peak performance MIPS</td>
<td>7</td>
<td>40</td>
<td>11.75</td>
</tr>
<tr>
<td>peak performance FLOPS/PE</td>
<td>3.5</td>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>address bits</td>
<td>26</td>
<td>32</td>
<td>28</td>
</tr>
<tr>
<td>operation overlapping</td>
<td>[data_prefetch]</td>
<td>[alu_fpu_units, fpu_fpu_units]</td>
<td>[alu_fpu_units]</td>
</tr>
<tr>
<td>fpu-fpu overlapping operations</td>
<td>no</td>
<td>no(floating-point pipeline)</td>
<td>true</td>
</tr>
<tr>
<td>vector capability</td>
<td></td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>vector startup time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vector chaining</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vector operand</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vector reduction</td>
<td></td>
<td></td>
<td>[inner-product, min, max, ...]</td>
</tr>
<tr>
<td>number of pipelines(per proc.)</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>pipeline stages</td>
<td></td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

5.2.2.2. The Memory Hierarchy

A complete memory hierarchy may have global memory, cluster memory, local memory, cache memory, and vector memory. Most parallel computers utilize two or more levels of memory hierarchy, but some have only shared or private memories.

Global memory can be accessed by all processors, and can be either physically centralized in one memory module (as in the Alliant FX/8) or distributed among processor units (as in the BBN Butterfly and the IBM RP3). Cluster memory is shared by the processing units in the cluster (e.g. CSRD Cedar). Local memory is owned exclusively by individual processors. However, some computers have a centralized controller which can access all local memories (as in the Pringle [KGSF84, KWGCS84], or the Connection Machine [Hillis83]). Another extreme is the memory modules in the IBM RP3 where private and shared memories share the same module and the boundary between them is shiftable and controlled by software. Cache memory is usually a very fast memory module; there is usually a high bandwidth bus between memory
and cache so that data can be transferred in blocks. The vector registers are used to store the vector operands so that memory accesses can be minimized for vector operations. Important features about vector registers include the number and the size of the vector registers and the cost of loading and storing information into vector registers.

Important features about the structure of the memory hierarchy include the size of different memories, memory sharing (shared cache, private cache, shared memory, private memory, etc), cache coherence strategy (compiler management, snooping cache, etc), centralized or distributed memory modules, memory interleaving, cost ratios of different memory accesses, vector pre-fetch mechanism, and available memory synchronization commands (fetch-add, locks, memory tags, etc).

The major goal of memory management is to minimize the data access time. This can be achieved by removing unnecessary data dependencies, keeping data in the fastest memory, changing memory access patterns, overlapping memory accesses with other operations, using block memory accesses, deciding what data to cache, and so on.

Table 5.2. Machine features for memory hierarchy of some parallel computers.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>nCUBE 2</th>
<th>iPSC/860</th>
<th>Alliant FX/80</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of vector registers</td>
<td></td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>size of vector registers</td>
<td></td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>data cache size (bytes)</td>
<td>0</td>
<td>8000</td>
<td>128000</td>
</tr>
<tr>
<td>cache block size (bytes)</td>
<td>32</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>cache coherence strategy</td>
<td>write_back</td>
<td>write_back</td>
<td></td>
</tr>
<tr>
<td>shared cache</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>local memory size (Mbytes)</td>
<td>4</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>max local memory (Mbytes)</td>
<td>64</td>
<td>4000</td>
<td>0</td>
</tr>
<tr>
<td>global memory size (Mbytes)</td>
<td>0</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td>maximum global memory (Mbytes)</td>
<td>0</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>vector pre-fetch mechanism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>special synchronization instr</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>register/cache access cost ratio</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>cache/memory access cost ratio</td>
<td>3</td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

For machines with only global memory with uniform access times, the primary issues are minimization of synchronization and critical regions and utilization of fast registers.

For machines that have local memory, cache memory, or global memory with non-uniform access times, locality of the data becomes very important. In such situations, deciding where to put the data is generally based on the ratios of the different memory access times. Storing shared data in the local or cache memory introduces the data coherence problem along with the overhead of moving the data. Only when the gain in shorter accessing time outweighs the loss in overhead of transmitting and updating of the data should a local copy of the data be created. Some machines support block access of the data which can decrease the data transmission time and should always be used if possible. For a machine that has only local memory, message-passing strategies are the basis of all synchronization and accesses to shared information. Issues to be considered include domain decomposition, load balancing, ratio of communication and computation, and overlapping communication with computations. On most networks, the unit cost of transmitting data decreases as the message gets longer. Therefore, long messages are usually favored. On the other hand, long messages need more time for computing so may undesirably increase the synchronization cost. Striking a balance between the communication and computation costs is necessary and is non-trivial.

5.2.2.3. Interconnection Networks and Busses

The connections between components of the system (processors, memory modules, clusters, etc) can be either busses or more complex interconnection networks. A bus architecture has the advantage of simple and fast data transmission, but it allows only a small number of devices to be attached to it. For machines with busses, the primary concern is the cost of memory accesses. For machines with network connections,
important features of communication networks include network topology, network bandwidth, delay per network stage, packet or circuit switched, packet size, maximum number of pending memory references a processor can have in the network, network routing (self-routing, store-and-forward, worm-hole-routing, etc), and the performance penalty of self-routing.

Network topology is probably the most important property of a network. It affects the algorithms for solving the problem and the way the data are distributed in the system. On networks with low bisection widths, certain data movements are notoriously slow. For example, a matrix transpose is extremely costly on trees and rings. A complete study of the role of topology in parallel algorithm design is found in [GaVR84].

From the compiler's point of view, there are two critical issues in network management: the routing algorithms and minimization of network traffic. Some computers have self-routing hardware or software for which routing mechanisms like worm-hole routing ([Dally87]) can save significant data transmission time and ease the job of both programmers and compilers. For other machines such as the Pringle, the compiler needs to plan a path and generate code to perform the routing. Also, if the network is such that some processors are “nearer” than others, and if the message delay from a far processor is significantly more than from a near processor, optimal data placement becomes critical. Unfortunately, not only is this problem NP-complete, but there are also very few good heuristics for it. Techniques to solve this problem include minimizing intersections of subdomains, minimizing distances the messages need to travel, accumulating data into longer messages, and using code motion to minimize synchronization delays.

For machines that support self-scheduling loops, the program restructuring system can leave the task scheduling problem to the operating system of the machine at run time by changing the outermost loop into a self-scheduling loop. However, using the self-scheduling loops makes good global array decomposition almost impossible, since it can only be known at run time which loop will be run by which processor. For machines that have no combining network, balancing the computational load and avoiding network contention are among the major challenges to parallel compilers.

Table 5.3. Machine features for communication networks of some parallel computers.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>nCUBE 2</th>
<th>iPSC/860</th>
<th>Alliant FX/80</th>
</tr>
</thead>
<tbody>
<tr>
<td>interconnection type</td>
<td>network</td>
<td>network</td>
<td>network/bus</td>
</tr>
<tr>
<td>network topology</td>
<td>hypercube</td>
<td>mesh(16x32)</td>
<td>crossbar</td>
</tr>
<tr>
<td>memory-cache interconnection</td>
<td>channel</td>
<td>channel</td>
<td>bus</td>
</tr>
<tr>
<td>cache-PEs interconnection</td>
<td>NA</td>
<td>bus</td>
<td>crossbar</td>
</tr>
<tr>
<td>memory-cache bus bandwidth</td>
<td></td>
<td></td>
<td>150 MB</td>
</tr>
<tr>
<td>cache-PE network bandwidth</td>
<td></td>
<td></td>
<td>376 MB</td>
</tr>
<tr>
<td>network bandwidth (Mbytes/channel)</td>
<td>5.5</td>
<td>25</td>
<td>47</td>
</tr>
<tr>
<td>number of channels per processor</td>
<td>14</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>message start up init $\alpha$, $\mu$s</td>
<td>158.45</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>message start up per hop $\alpha$, $\mu$s</td>
<td>1.29</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>message transmit per word $\beta$, $\mu$s</td>
<td>2.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>min package size (bytes)</td>
<td>0</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>routing control</td>
<td>[self-routing]</td>
<td>[self-routing]</td>
<td>NA</td>
</tr>
</tbody>
</table>

5.2.2.4. The Control Unit and Processor Clusters

Some machines have control processors that control the execution of the processing units (for example, most SIMD machines have a single control processor). On other machines, the control exists only in the form of cooperating software at the operating system level. On machines with centralized control at the instruction level, such as SIMD machines, VLIW machines, synchronization overhead is small, so parallelism can be utilized at the fine-grain (instruction) level. In particular, for VLIW (very long instruction word) machines, all scheduling, runtime synchronization and communication are completely specified at compile time. This results in very expensive compilation and limited parallelism. Opposite to the VLIW machines are the data flow machines where processors are activated by the flow of the data. The control on a dataflow machine tends to be very fine grain and dynamic. The major optimization issue for dataflow machines is to minimize the depth
of the dataflow graph of the program. This can be done by common subexpression elimination, code motion, dead-code elimination, constant folding, etc.

Another type of control involves dynamic task scheduling on most shared memory MIMD systems. This kind of system usually utilizes the parallelism at the process level with dynamic process control. Depending on the configurations of the machines, the cost of process initialization and process switching may vary from very cheap (light-weight task) to very expensive (heavy-weight process). For machines that support light-weight processes (tasks), the major issues are the scheduling of tasks and the minimization of communications. For machines that do not support light-weight tasks, large processes need to be created. This usually results in matching the number of processes with the number of processors.

For machines with multiple clusters, there are two levels of scheduling: a "micro-task" level that manages jobs within each processor and a "process" level that assigns processes to each cluster. The major issue to consider is the granularity of the tasks and locality of data in the clusters.

Features of the control unit at the hardware level include the number of processors, hardware primitives for scheduling (for example, the fetch-and-add operation), types and features of shared resources, task scheduling time, process switching cost, and primitives for scheduling and their costs. The control features at the operating system level include the scheduling mode (self-scheduling, data-driven, etc), scheduling heuristics and system scheduling operations. At the programming level, the control includes user assertions, heuristics for process scheduling, explicit parallelism control constructs, and timing specification for real time control programs. Features at the cluster level category include cluster size, homogeneous or heterogeneous clusters, shared resources within clusters, task switching time within a cluster, and processor scheduling policy within cluster.

5.3. Design Considerations for Machine Knowledge Representation Schemes

The machine features listed in the last section represent fragmented knowledge of the machine and lack a comprehensive understanding of the whole architecture that they describe. In order for the system to build up an understanding of the target machine, the knowledge needs to be connected by relationships between the features and the knowledge of how these features affect the parallelism of the target machine. This implies that the knowledge representation will have to support the composition of the knowledge and mold pieces of the knowledge together to obtain a whole view. To avoid a tedious specification process, the task of finding relationships between features should be done only once for each pair of features and not repeated for other machines. In the next section we will describe an object-oriented knowledge representation scheme which allows one to build up the structure among the features. Before we get into the details of the representation scheme, we discuss several design decisions for supporting the reasoning capability of the feature-directed program restructuring model. Should the machine knowledge base be organized as a flat-structured feature list or a hierarchical-structured tree? Should the representation allow implicit knowledge implication or should all relationships be spelled out explicitly? These decisions affect both the power and elegance of the representation scheme.

Flat Structure Versus Hierarchical Structure

Representing the machine features in a flat structure has the advantage of being simple and explicit. In [WaGa87], a flat-structured, uniform machine feature representation scheme is used to represent and model parallel computers. All basic features are represented as facts in the database. When a target machine is specified, the features of the machine are loaded into the kernel of the expert system. The features are abstracted by applying a set of rules to the facts. This approach is simple and yet powerful enough to model the parallel architectures. Specification of the machine can be done feature by feature and is straightforward. However, the flat-structured representation does not have a mechanism to show the relationship and interaction between machine features. The relations between the features must be encoded by using other constructs such as the rules and pre-conditions used in the above system. To find the relationship between particular features, one must exhaust the rules to find the rules that define the relation between them. This makes manipulation and maintenance of the system an involved task.

A hierarchical knowledge representation scheme incorporates the interrelationship into the representation of the knowledge itself. The relationships between the machine features are mostly architecture independent and can be inherited from the previous known structures. Therefore, they do not need to be redefined when a new target architecture is defined. On the other hand, it is important to have the ability to define new
relationships so that similar architectures can share most of the knowledge but are allowed to specify the differences explicitly.

To effectively support the hierarchical knowledge representation, the knowledge representation scheme should support abstraction and classification. Classification allows grouping of relative features into distinct classes that possess special features, whereas abstraction defines relationships between features of different levels. For example, figure 5.3 (b) on page 125 shows an organization of the machine features; the vertical dimension shows the abstraction levels of the architecture and the horizontal dimension shows how related features are grouped together to form the base of the abstraction. Together, classification and abstraction provide a powerful mechanism for the integration of feature knowledge. Our representation scheme defines a hierarchical structure by using the relationship between the subclass and superclass along with relationship functions.

Explicit Versus Implicit Knowledge Representation

Knowledge of the machine can be explicitly expressed or implied by other knowledge. Explicit knowledge has the advantage of being simple and immediately available, but may contain redundant knowledge and inflate the size of the knowledge base. On the other hand, allowing implicit knowledge representation leads to more concise representation but increases the difficulty of maintaining the knowledge base. To balance the tradeoff, it is a good idea to make all knowledge implication rules explicit.

For example, in the following example, the feature cost ratio of global memory access and computation is defined to be the ratio of the cost of a global memory fetch and the cost of a floating point multiply. This property of the machine can be defined explicitly or implicitly by the features cost of a global memory fetch, cost of a floating point multiply, and rule 5.1 which explicitly defines the relation.

Rule 5.1 feature_value('cost ratio of global memory access and computation', R) :-
feature_value('cost of a global memory fetch', F),
feature_value('cost of a floating point multiply', M),
R is F / M.

The advantage of spelling out the relationship instead of specifying the value for the information is that when the feature is to be modified (for example, when the memory is upgraded into fast memory), the feature cost ratio of global memory access and computation does not need to be redefined. On the other hand, when optimizing a program for a particular machine, only the relative cost ratio will affect the decisions. So when the actual costs of memory access and computation are not required elsewhere in the system, the value of the ratio can be specified explicitly.

5.4. An Object-Oriented Knowledge Representation Scheme for Parallel Computers

From our point of view, an intelligent parallel compiler needs a "simple" machine knowledge representation scheme that can support reasoning, knowledge abstraction, organization, and heuristic comparison. The scheme we describe here is based on an object-oriented knowledge representation paradigm, in which features about machines are treated as objects and the understanding of a machine can be composed from feature objects.

The object-oriented paradigm is a sound knowledge representation methodology. Its modularity and hierarchical abstraction capability make it particularly appealing for the representation of complicated real world knowledge. The inheritance and chaining of this paradigm allows a compact and elegant representation of the relationships between objects; this also makes porting the system to new machines easy. On the other hand, just like any other knowledge representation paradigms, there are many tradeoffs in the object-oriented paradigm and design decisions in the implementation that must be made based on the application domain. In this chapter, we concentrate on just one application domain -- multiple-target parallel compilers -- although most of the principles and methodologies we have discussed here can be applied or extended to other problem domains as well.

Our knowledge representation scheme consists of three elements: the feature objects, relationship between objects, and operators on the objects. Under this scheme, the knowledge of the parallel computers can be decomposed into features and reassembled into hierarchical models based on feature organization and abstraction techniques. This knowledge representation scheme provides a vehicle for heuristic manipulation and intelligent compiler construction.
5.4.1. Feature Objects

We followed the convention of the object-oriented paradigm by which objects representing machine features are represented by a set of basic objects that we call feature objects. Feature objects are classes of objects that are the basic units for defining properties of parallel computers. A feature object represents a particular property of the target architecture and has slots to store information about the property. These slots are called the attributes of the feature object. The structure of the feature object varies by the type of the property it represents. Some attributes of the features are common to all features and some apply only to certain features. The template of feature objects is defined by a meta-class that we call a feature class.

Each entry in the feature class defines possible values for feature objects. An instance of a class is a particular instantiation of a class. An instance of the feature class identifies the properties of a machine feature. These properties include the name of the feature, type of the feature (used for type checking), conditions for this feature to be meaningful, relation of the feature with other features, and the attributes of this feature. The feature object, which defines what the instances of the feature should be, is the foundation of the representation. The example shown in figure 5.2 defines a feature named vector registers. In the example, the feature object vector registers is active only when the target machine has vector capabilities. This object is a subclass of the objects register and memory, so it inherits all properties of the two classes. Since all machine features are subclasses of the meta class feature object the latter can be omitted from all definitions.

In figure 5.2, slots in the first part of the template are common for all feature objects (inherited from the class feature object). Slots in the second part are the attributes of the feature.

A class describes the implementation of a set of objects that all represent the same kind of knowledge. The individual objects described by a class are called its instances. An instance of a feature object is defined when a value is associated with the object by a feature assignment statement: featureDefine. For example, the following Prolog function causes a message to be sent to the object vector registers and sets the values of the number and the size of the object to be 64, 32, respectively.

```
featureDefine(vector registers, number, 64)
featureDefine(vector registers, size, 32)
```

When defining the machine features, the following alternative form is also accepted:

```
the number of vector registers is 64.
the size of vector registers is 32.
```

The statement featureValue provides a uniform way of accessing the feature instances. For example, featureValue(vector registers, number, N) returns the value of the current instance of the number of the feature vector registers in variable N.

5.4.2. Attributes Associated with Objects

New attributes can be associated with a feature object through the feature-attribute assignment statements:
class vector_registers subclass_of register and subclass_of memory with
pre-conditions: has_vector_capabilities,
static/dynamic: static,
type: [boolean, true],
number: [integer, 64],
size: [integer, 32].

<table>
<thead>
<tr>
<th>feature name</th>
<th>vector_registers</th>
</tr>
</thead>
<tbody>
<tr>
<td>pre-conditions</td>
<td>has_vector_capabilities</td>
</tr>
<tr>
<td>static/dynamic</td>
<td>static</td>
</tr>
<tr>
<td>relations:</td>
<td>parent(vector_capabilities)</td>
</tr>
<tr>
<td>feature type:</td>
<td>boolean</td>
</tr>
<tr>
<td>feature value:</td>
<td>true</td>
</tr>
<tr>
<td>attributes:</td>
<td>type value</td>
</tr>
<tr>
<td>number of vector registers</td>
<td>integer 64</td>
</tr>
<tr>
<td>size of vector registers</td>
<td>integer 32</td>
</tr>
<tr>
<td>other attributes:</td>
<td>omitted</td>
</tr>
</tbody>
</table>

Figure 5.2. The definition of the feature object vector_registers.

featureAttribute(ObjectName, AttributeName)
featureAttribute(ObjectName, AttributeName, Type, DefaultValue).

The first statement defines the relationship between the attribute and the feature, and in the second statement both the relationship and the value are defined. A feature attribute assignment statement explicitly and dynamically defines the binding between the feature object and its properties.

A object defined to be dynamic may have more than one instance but only one instance can be current. In some cases, allowing more than one instance of the same object provides a degree of “non-determinism.” This is useful when the target machine contains multiple characteristics. For example, on hypercube computers, the communication network can simulate different kinds of networks such as rings, meshes, shuffle-exchange networks, and trees. Different algorithms can utilize any one of the communication patterns. On the other hand, the current instance mechanism provides a way to obtain the deterministic effects.

5.4.3. Feature Organization

Feature objects form the basis of the representation of parallel computers. In the real world, knowledge of objects is not isolated. Instead, relationships exist between knowledge on different levels of abstraction. Therefore, representation of the relationships between objects by using a higher level of abstraction and organization is needed so that the relationships can be recorded and manipulated. The bottom-up approach allows feature objects of similar properties to be grouped to form a feature object of higher level. Using a top-down approach, one may decompose the feature objects into more detailed descriptions and continue expanding until the feature is a basic fact. With either approach, the feature classes are organized into hierarchical structures based on relation functions. The relation functions explicitly define the relation between feature objects of different levels. This includes predefined relations such as parent, children, exclude, complement, associate, compose, along with user-defined relation functions. The relation functions serve two purposes. First they define the relationship between objects; second, they define the flow of control and messages. The collection of the relation functions organizes the machine knowledge into a hierarchy of features. Some of the relationships, such as parent and children in the class hierarchy, are inherited from the organization of the hierarchy and are defined by the superclass or subclass_of relations; others need to be explicitly defined.

The organization of the features can simplify the representation of the features. For example, the precondition 'has_vector_capabilities' listed in the example in figure 5.2 is redundant because the feature vector_registers is the descendant of the feature vector_capabilities, and this pre-condition is actually implicitly encoded in the hierarchy of the features.
5.4.4. Operations on the Objects

5.4.4.1. Inheritance, Specification and Qualification

The notion of classes and meta-classes provides a mechanism for sharing information between different objects via inheritance. Inheritance allows a subclass to inherit its properties from a superclass. For example, defining the class `local_memory` to be a subclass of the class `memory` implies that `local_memory` inherits all properties of `memory` unless otherwise specified.

Different subclasses or instances of a class can have distinct properties through the use of specification. For example, `cachememory` is also a subclass of `memory`, but it has the property `cachecoherencescheme` that the class `localmemory` does not have.

A class can have more than one superclass, and it inherits all the properties of its superclasses. For example, the class `vector_register` defined above is a subclass of both `memory` and `register`.

Inheritance and specification are used to group closely related knowledge into the same class so that the information can be accessed locally in the system. Specification helps to distinguish objects in the same class, while inheritance keeps the size of the system manageable.

Inheritance and specification are usually associated with qualification. That is, an inheritance or specification for an attribute is applied to an instance of a class when certain conditions are satisfied. For example, in distributed computing, achieving a balance between computation and communication is important. Also, communication with processors that are far away is generally more expensive. These heuristics can be inherited by knowledge of all distributed computers.

```plaintext
class 'distributed memory' subclass_of 'global memory'
heuristics: [heuristic('balance computation and communication ratio'),
  heuristic('avoid far access'), ...],

However, when the cost ratio of far-access and near-access is close to unity, sending messages to far away processes does not incur a significant penalty. In this case, the restriction can be lifted by changing the attribute 'avoid far access' to 'far access OK' as below. In the following example, the heuristic 'far access OK' is a specification that overwrites the inherited heuristic 'avoid far access'; and the conditions in the qualification statement in_case validate the specification statement.

'distributedMemory' instance_of 'distributed memory' with
  heuristic('far access OK',
  in_case (featureValue(distributedMemory, 'far/near access ratio', A),
    isSmall(A-1.0)))
```

5.4.4.2. Feature Modification

Some machine features can be changed during the course of program optimization. This provides flexibility in both matching the algorithm with the machine and reasoning. We call features that can be modified `tunable` features, and features that cannot be changed are called `static` features. Possible modifications to a feature object include updating the feature value, changing the feature attributes, and modifying the heuristics associated with the feature. An instance of a feature object can be modified by the `featureDefine` statement that we described above. For example, suppose the target machine is a hypercube computer. Since the hypercube can simulate other network topology (like mesh, trees, and shuffle exchange networks), at certain stages of the algorithm, a particular type of communication topology may match the algorithm better than others. The communication pattern can be easily changed by the following statements:
featureDefine(networkTopology, network, mesh, OldTopology).
...... communication using mesh ......
featureDefine(networkTopology, network, OldTopology, _).
...... communication using OldTopology ......

The feature modification operation can only be applied to the tunable properties of the architecture and attempts to modify static features will fail.

5.4.4.3. State Adjustment with Dependencies

One problem that arises from object modification involves maintaining integrity and consistency. In our object-oriented scheme, this problem is addressed by providing a dependence-mechanism to notify an object of changes in related objects. The relation functions explicitly define the dependence relations between the objects involved. When the source of the dependence is changed, the target object is notified. And the target object may examine the change to decide whether to change its own state or not. For example, the heuristic object utilizing vector registers depends on the feature objects available vector registers and vector operations. If the object available vector registers is changed and no vector register is available, then the object utilizing vector registers needs either to move certain data in vector registers to memory to reclaim the vector register for the next operand or get the next operand from the memory. What action to take depends on the heuristics in the heuristic object.

5.4.5. A Simple Example

The specification of a feature involves defining the template (class) and the value (instance) of the object. The former is normally the task of the system implementor and the latter is the task of system maintainer who installs a new machine. For example, the following is a fragment of the program that specifies the template for the global memory in a shared-memory architecture.

```
class memory_hierarchy with
    type: one_of [shared, distributed, hybrid],
    structure: list_of [global, cluster, local, cache].

class memory with
    type: one_of [shared, distributed, hybrid],
    size: integer, % 1 unit = 1K bytes
    ratio_of_fetch_and_multiply_op: real,
    ratio_of_fetch_and_register_fetch: real,
    interleave: {integer, 4},
    read_cost: real, % in clock cycles
    write_cost: real, % in clock cycles
    prefetch: [boolean, false],
    prefetch_size: integer in case prefetch == true,
    connection: one_of [bus, network], % to processor
    network_topology: one_of [hypercube, omega, crossbar, ...]
    in_case connection == network.

class local_memory subclass_of memory with
    type: local,
    size: [integer,4000], % specify default value
    connection: bus.
```

Under the above definition, the local memory on a nCUBE 2 can be defined as:
memoryHierarchy instance of memory_hierarchy with
   type: distributed,
   structure: [LocalMemory].

LocalMemory instance of local_memory with
   size: 4000 in case pid < 16, % has uneven memory distribution
   size: 1000 in case pid >= 16,
   ratio_of_fetch_and_multiply_op: 0.14,
   ratio_of_fetch_and_register_fetch: 3,
   prefetch: true,
   prefetch_size: 8,
   connection: bus.

The entries can be accessed or updated in the following way:

   featureValue(LocalMemory, size, K).
   the size of LocalMemory is K.
   the connection of LocalMemory is bus.

An interactive feature-specification scheme is described in section 5.6.2 as an alternative way to interface
with the machine feature manipulation system. Different types of people involved with the system (users, sys­
tem implementors, or system programmers) can use different interface schemes.

5.4.6. Features of the Parallel Machine Knowledge Representation Scheme

The most important feature of our knowledge manipulation scheme is in the flexibility and the modular­
ity of the scheme. The representation scheme can be used to achieve the following features.

1. Allows dynamic modification of machine knowledge.
2. Has high flexibility in knowledge characterization and organization.
3. Has various abstraction levels of the knowledge.
4. Supports knowledge hiding and global visibility.
5. Supports inference and knowledge encapsulation.

5.4.6.1. Static and Dynamic Knowledge Representation

Although most features of a parallel architecture are fixed after the configuration of the system is set up,
some features of the machine should be allowed to change dynamically. Allowing dynamic modification to
some machine features has the following advantages. First, conceptual decomposition of the machine is possi­
ble. This means that the programmer can decompose the computational model to match the algorithm decom­
position such as divide-and-conquer algorithms. Second, users are allowed to define “virtual machines” based
on the existing machine features and knowledge. This is ideal for testing new machine designs or program­
ming heuristics. Third, computer vendors usually provide many different configurations to suit specific needs
of the users. Fourth, specification for similar architectures can be more elegant and compact. The representa­
tion scheme we defined above allows the representation of both static and dynamic knowledge in a uniform
structure. Machine features that can be modified at run time are marked as dynamic features by setting the
attribute dynamicFeature to be true. Dynamic machine features include the number of processors used
in computing, system load, algorithmic network topologies, and task control strategies. Features that are static over
time are termed static features and attempts to modify static features will be rejected by the system.

5.4.6.2. Flexibility in Knowledge Characterization and Organization

Knowledge characterization is the basis for knowledge organization. Machine features can be character­
ized in different ways under different constraints. For example, features of a parallel computer can be catego­
rized by the physical component modules (such as processing units, memory modules, communication medium,
clusters, and control) or by the functionality of the features (such as program partitioning, data decomposition,
process scheduling, memory utilization, communication minimizing, and synchronization). Each of these
modules can be further characterized by smaller modules. For instance, the physical configuration of the
memory hierarchy is composed of global memory modules, cluster memory modules, local memory modules, and cache memory modules. Features of the modules can be refined by further decomposition. Different ways of organizing the machine features have different advantages and tradeoffs. Our knowledge representation scheme allows the application to choose the desired way of organizing the knowledge according to the requirements of the application. Figure 5.3 shows two different ways to represent the hierarchical structures of the parallel computers based on different characterizing schemes. In figure 5.3(a) the organization is simpler but features are not as detailed as the ones shown in figure 5.3(b). For applications requiring minor optimization, the one in figure 5.3(a) may be enough, but for more complicated optimization, a finer representation such as the one in figure 5.3(b) would be better. As a matter of fact, the representation can be refined by adding more feature objects and relationship functions as the system implementation progresses. Thus, this refinement can be done incrementally without affecting the part of the software that has already been done, although the behavior of the system should be improved with more detailed machine knowledge. One good strategy in adding new machine features is to check if this added feature can distinguish between conflicting knowledge and help in making a better decision. On the other hand, new features may lead to discovery of new relationships or heuristics.

![Diagram of memory hierarchy and relationships](image)

**Figure 5.3.** Two highly simplified examples for characterizing parallel architectures.

### 5.4.6.3. Various Abstraction Levels of Features

A key idea in automatic generation of high performance parallel programs is to express the knowledge of the machine and the program at an appropriate level of abstraction. Abstracted features of the machines range from high level concepts such as "shared-memory MIMD" or "distributed memory MIMD" or "topology of the interconnection network" to detailed properties such as "vector startup time" or "memory reference costs." The most appropriate abstraction level for the specification of the machine knowledge depends on the current state and goals of the compiler and the types of applications that utilize the parallelism of the machine.
Different types of applications will require different levels of abstraction to express the computation model of the application. In some cases, it is determined by the extent of optimization that the compiler is seeking. For example, to decide the patterns of data movement, only the topology of the communication network is required. But to get the optimal data movement, other information such as the dimension of the hypercube, the startup and unit costs for message transfers, network protocols, and optimal communication/computation ratio for the architecture are needed. Allowing different abstraction levels simplifies the implementation of parallel compilers, since different tasks of the compilers can deal with computational models at different abstraction levels that are suitable for the tasks. On the other hand, it complicates the implementation of the knowledge representation. Our program representation scheme allows dynamic abstraction of the knowledge by encoding the relationship between the knowledge at different abstraction levels. And the machine knowledge can be mapped to the appropriate abstraction level at the run-time of the compiler.

5.4.6.4. Global Visibility Versus Knowledge Hiding

Data abstraction hides the internal data representation of an object from the uses of the object. This concept has been proven to be useful in conceptual abstraction of the objects and in the practice of modular programming. On the other hand, there are many cases where the ability to access the states of the objects is desirable. For example, the objects that define the relationships among objects are better visible globally. This is particularly useful in keeping the representation scheme flexible enough so that accommodating new architectures is easy. Also, a uniform structure for systematic access and support for representing heuristics also requires individual features to be accessible globally. Our representation scheme provides some mechanisms for knowledge to be encapsulated in objects but also globally visible.

5.5. Implementation of the Machine Knowledge Manipulation System

In this section, we provide some details of a prototype machine knowledge manipulation system that we implemented to support the parallel compiler we are constructing (see chapter 8). The knowledge manipulation system uses the object-oriented representation scheme we described above, and it supports interactive feature specification, update, query, and reasoning. It is designed for parallel compilers but may also be applied to other software systems require detail hardware knowledge.

5.5.1. A Machine Knowledge Manipulation System

The machine knowledge representation system consists of a machine feature database, an inference engine, an SQL relational database interpreter, and an interactive machine feature specification system.

The machine feature database contains three kinds of knowledge about machine features: knowledge of feature definitions, knowledge of feature usages, and knowledge of features of parallel computers. The inference engine can be used to compare and deduce features to help the specification and classification of the features. A subset of the SQL relational database language is implemented in Prolog to compare the features of the machines and help the knowledge expert to abstract machine features from heuristics; this provides a powerful mechanism for the manipulation of machine knowledge. The interactive machine feature specification system provides the man-machine interface for interactive specification and manipulation of the features of parallel computers. The interactive machine feature specification system is interfaced to both the SQL database server and the inference engine so that the user can query or analyze features of the machines.

The machine knowledge manipulation system is implemented in Prolog. The system is menu-driven and the user is allowed to pick a fact or predicate known to the system from the menu or to specify a new fact interactively. Details of the procedures for machine feature installation are given in the next section.

To effectively utilize parallel computers, a program optimization system needs to have enough knowledge in two areas: the hardware features of the machine and the heuristics of using the machine. The machine knowledge manipulation system can assist the parallel compiler writer in manipulating the parallel machine knowledge by providing the following functionalities: specifying of new machine features to the system, specifying of machine features for a new machine, finding relations of a feature with other features, comparing features of different machines, and supporting the reasoning for intelligent compilers. The last three abilities are especially important when analyzing the machine features to construct the system or collecting new heuristics to enhance the capability of the system.

The process of installing new knowledge includes identifying, translating and representing new machine features and heuristics. Human interaction is needed for this process, but systematic assistance from the
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system can reduce the complexity of the task significantly.

5.5.2. Machine Feature Abstraction and Installation

The process of collecting machine features is illustrated in figure 5.5. The figure shows four components in the process: installing features for the machine, installing heuristics for the machine, installing new machine features to the system, and installing new heuristics to the system. These procedures are interrelated and can be carried out interactively.

5.5.2.1. Interactive Machine Feature Specification

New machines can be added to the system interactively with a user interface that allows the user to specify the features one by one. The system composes queries to ask for the features of the new machine based on its knowledge in its database and the machine features specified so far. A top-down approach based on the hierarchical structure of the known machine features is adopted and the query session begins with high-level specification of the machine, such as computational modes, distributed or shared memory, and gradually gets to the details of the machine features. The user does not need to know the structure of the machine features. Based on the pre-conditions and the organization of the features, the system is intelligent enough to ask only for the related features. There are also commands to allow the user to input features that the system did not ask for or does not know at all.

This interactive machine feature specification contains three kinds of activities:

1. The system asks the system programmer values of the related features of the machine.
2. The programmer specifies the features that the machine does not know about.
3. If the feature specified by the programmer is new to the system, the user also needs to specify relationships between the feature and other features, possibly with help from the machine knowledge manipulation system. The system will also help the user in specifying the value of the new feature for machines already in the database of the system but whose corresponding feature values have not been specified yet.

To specify a feature that the system already knows (has feature object definition for the feature), the system prompts the user for the value of the feature with a menu dynamically constructed at run time. The user can also input the values of the features through the keyboard.
A new feature is added to the system by defining the template of the new feature (by defining the feature object) first. This process is illustrated by the example as shown in figure 5.7.

After the new feature object is defined, the next step is to find relationships between the new object and other features. This process is normally non-trivial and the reasoning ability of the system may provide the user with help. After the user specifies some basic relations, the system tries to help by finding all features that are related to these features and providing this information to the user.

Finally, after the new feature is installed, an attempt is made to relate this new feature to the parallel computers already known to the system. In other words, the system will try to enhance its database by figuring out whether other machines in the database have this feature, and if so what the values of the features are for these machines. The user will have to decide whether the new feature can be applied to particular target machines in the knowledge base of the system, but the system will be able to rule out machines that cannot have the feature based on the relationship specified by the user.

After the machine features are installed, the heuristics of using the machine can be installed. One problem is to figure out what machine features are involved in a given heuristic. The machine feature comparison and deduction provided by the machine feature manipulation system is very useful. To specify a heuristic, the user uses menus to specify the preconditions and the actions of the rules. The menu can lead users through the hierarchy of machine features from the top down and the knowledge base keeps a list of abstractions of the program features so that the user can relate machine features and the program features to the heuristics. The structure of the hierarchy and the computational models helps the user in analyzing the relationship between the features and the heuristics. After the related features are picked, the system uses information in the feature objects to generate the preconditions and actions for the heuristics and translates them into rules. If the heuristic involves features that are not in the knowledge base, then the new features need to be installed.
As we noted above, getting a complete description of the machine features is difficult but is usually unnecessary. Using a partial list of the machine features to represent the machine adds two requirements in manipulation of the machine knowledge:

1. Knowing what features are relevant to the system and
2. Knowing the relationship of the new knowledge with the existing knowledge of the system.

One simple methodology to decide what machine features to represent is based on the heuristics of the system. When installing the heuristics, users represent the heuristics and methodologies of utilizing the machine parallelism as a function of the machine features and program properties. After the user finishes the
Figure 5.7. An interactive session to specify template of a feature.

specification of the heuristics, the system collects the list of machine features used and compares the list with the list of features that it already knows. In this way, new features can be discovered and installed systematically.

The procedures outlined above rely on two things: human interaction and the reasoning ability of the knowledge manipulation system to help the human expert sort out the complex relationship between the heuristics and the machine features. Systematic knowledge manipulation can significantly reduce the complexity of the machine knowledge abstraction and installation process. From our point of view, this is one of the basic requirements for all retargetable software systems.
5.5.3. Feature Deduction and Comparison

Heuristics are knowledge without a theoretical background. In order to generalize the heuristic to other parallel computers, heuristics need to be analyzed to determine the fundamental elements behind the heuristics. In this way, a new target machine can utilize the heuristic if the machine possesses all the features involved in the heuristic.

The ability to analyze relationships between machine features is needed because not all machine features are represented at the same level. Some features may be derived from other features and some may be obscured by other features. Similarly, when trying to abstract the features of a machine or distill effective features from a new heuristic, it is often necessary to compare features of the machines. The machine knowledge representation scheme we propose supports both operations plus other reasoning mechanisms. A knowledge base that features a simplified SQL database language plus inference mechanism is implemented to support the task of analyzing machine features and heuristics.

For example, it is possible to collect all machines that have feature F or find all features that can be derived by a set of features with the simple reasoning mechanism we described above.

Feature deduction is supported by the relation functions which are part of the object-oriented representations. Feature comparison of different machines is available by the implementation of a relational database. For example, we can find all common features or different sets of features of two machines with a relational database command: “find all common features of A and B” or “find all features A subst B.”

\[
\text{select rule from machine}
\quad \text{where machine.memory.cache_size} > 0
\quad \text{and machine.processor.special_instructions.block_transfer} = P
\quad \text{and nonvar}(P)
\]

Figure 5.8. A sample query to retrieve all rules that the system know about block-transfer for machines with caches.

5.5.4. Specializing System Knowledge

The advantage of having a general purpose machine knowledge manipulation system is that knowledge can be accumulated and shared among different architectures. The price paid is that when reasoning is performed, the performance suffers because of the added tests for checking the applicability of the heuristics at the compile time. We use a methodology called knowledge caching to improve the performance of the inference system. The method works as follows: As the compiler is being constructed, maintained and enhanced, the system encodes the knowledge with the multiple target paradigm. By the time the compiler is ready to be distributed for a particular machine, the vendor may choose to specialize the compiler for a particular target machine by validating or invalidating rules in the knowledge base. This is done by pre-evaluating the rules based on the features of the target machine. All conditions that are implied by the static features are eliminated from the rules, and the resulting simplified rules are "cached" in the specialized compiler. Also, rules that are disqualified by the static features are deleted from the knowledge base of the new compiler. This approach has the advantage of code re-use and knowledge sharing but does not suffer loss in system efficiency.

The method is called knowledge caching because it also provides a runtime mechanism to optimize feature access. The same procedure can be used at run time to further eliminate redundant conditions or invalid rules based on the dynamic features. The most recently accessed or generated objects are kept in the system memory so that subsequent access will be much cheaper. On the other hand, if other information is needed, they can be loaded when the system detects that it lacks the information (this is supported by an indexing mechanism supported by the underlying expert system shell described chapter 7). The resulting parallel compiler is specialized for the target machine with the features of the machine implicitly built into the rule base of the system. The rules for the program transformation can be linked with the machine features by attributes of the features. Therefore, after the features of the machine are specified, a personalized knowledge base can also be built for the particular architecture and thus improve both space utilization and execution efficiency.
5.6. Other Applications of the Representation Scheme

The machine knowledge manipulation system we described above can be applied to many other software systems that need details of the target machines. Two such examples are given here.

5.6.1. Distributed Computing Environments

A distributed computing environment is a system that contains a set of loosely connected computers. Although not every distributed system needs detailed machine information of the computers in the system, some applications do require the system to have low level knowledge of its members. An interesting example of this is as follows: in a network that contains a wide spectrum of architectures (for example, a network of workstations, graphic workstations, main frames, and supercomputers), and applications. Suppose the goal of the operating system is to assign a task to a machine that is most appropriate (the objective may be adaptive) for the application; the system requires a clean understanding of the capabilities of each machine in the system and some information about the applications to make a smart decision. Our machine knowledge manipulation system allows the system to possess and manipulate knowledge of many computer systems and support the match of machines and applications. Thus, it is possible to build a smart task scheduler for distributed, heterogeneous, computing environments based on the machine knowledge manipulation system.

5.6.2. Flexible Simulation Systems for Parallel Architectures

A product design cycle consists of requirement, specification, design, prototyping, testing, and modification. The design of new computer architectures usually goes through this cycle many times before the final product emerges. At each iteration of the design cycle, requirement, specification, and design of the machine may be changed because of technical difficulties, marketing considerations, and other unexpected problems. Any changes can affect the subsequent phases and complicate the designing problem. Building a hardware prototype is very time-consuming and expensive. In contrast, an electronic prototype can shorten the design-testing cycles and decrease the product-developing lead time. The machine knowledge manipulation system we discuss here provides a foundation for building software simulation systems for parallel computers. When coupled with the performance evaluation system discussed in chapter 6, a very flexible general purpose parallel architecture simulation system can be built. Under this model, revising the architecture design is relatively easy since the machine knowledge manipulation system provides easy modification of the machine feature entries. Furthermore, when integrated with the program transformation system, the resulting system has two significant advantages:

- The domain that the architecture is targeting can be used to test and evaluate the design before a hardware prototyping system is built. Problems in design can be discovered at the early phase of the developing cycle.
- The experience accumulated from other parallel computers can be applied to the new machine. Thus, a great deal of heuristics for using the machine exist even before the machine is actually built.

5.7. Conclusion

In this chapter, we have presented a machine knowledge representation scheme for parallel computers that supports reasoning. Intelligent reasoning is possible because decisions can be made from analysis of machine features. The machine knowledge manipulation system forms the basis of a parallel programming environment we are implementing which can restructure the program structure intelligently.

The knowledge representation scheme we propose has the following significant features:

1. Knowledge sharing. Separating the machine knowledge from the system heuristics allows heuristics to be shared among different parallel computers.
2. Object-oriented representation. The object-oriented representation scheme allows modular and elegant knowledge representation and ease of manipulation. With abstraction and classification operations, the parallel machines can be abstracted into different levels of computational models.
3. Tolerance. Incomplete machine specification as well as incomplete system knowledge is allowed in this representation scheme. When a feature is not present, the system simply assumes that the target machine does not have it. Even though the performance may suffer, the more detailed knowledge about a machine the system contains, the better the approximation of the computational model is to the real machine. However, the system works even with incomplete knowledge of the machine so that
knowledge about a new machine can be incorporated incrementally.

4. Flexibility in the organization of the knowledge. The machine knowledge can be organized on different criteria. For example, at the higher level, the machine knowledge can be classified on the levels of parallelism (the multiprogramming level, multiprocess level, inter instruction level, and micro instruction level). At the lower level, the machine knowledge can be grouped on the physical organization of the system (processing units, memory hierarchy, communication network/bus, clusters of processors, and control unit).

5. Test beds for complex systems. The proposed representation scheme allows easy construction of test beds for complex software or hardware systems. Features and relation functions can be added or removed to test the consequence of the action. This property of the system can also be used to evaluate or study the effectiveness of the features, relation functions or heuristics.

Although we are targeting the methodologies to the parallel compilers, the methodologies can be applied to any software systems that require detailed knowledge of the underlying architectures, such as parallel simulation systems, distributed operating systems, and runtime environments.

The entire machine knowledge manipulation system and the SQL database interpreter are implemented in Prolog. The feature objects are stored as facts in the internal database of the Prolog interpreter. The user interface is still clumsy but is expected to improve greatly when the X Window interface is constructed.
CHAPTER 6
PERFORMANCE PREDICTION AS A BASIS FOR INTELLIGENT PROGRAM OPTIMIZATION

6.1. Introduction

Optimizing parallel compilers use heuristics and program transformation techniques to modify the program structure to improve the parallelism of the user programs. The ability to accurately estimate the performance of a program on a target machine and assess the improvement in performance or other aspects that a transformation can have for the program under consideration is vital in the decision-making process of parallel compilers. This process, call the performance prediction, involves evaluating the match between the characteristics of a program and the constraints of an architecture and then using this match to estimate the performance of the program.

The most important criterion for a performance prediction module in an intelligent parallel compiler to meet is that it needs to be inexpensive, accurate and flexible. It has to be inexpensive because the compiler needs to use it repeatedly for evaluating the merits of the applicable transformations during the program restructuring process. It has to be accurate because proper decisions of the compiler rely on a good estimation of the performance. It has to be flexible because the program optimization process in an intelligent parallel compiler uses different objectives at different stages of the process and for different architectures. A mechanism to fine-tune the performance prediction model to suit different objectives is needed so that the system can adjust itself to face different challenges in the decision-making.

In this chapter, we describe an analytical performance prediction model for estimating the performance of programs on different classes of parallel architectures with high accuracy and efficiency. We define a template for implementing this analytical model so that it can be integrated into the decision-making process of a parallel compiler. Many performance factors are considered and listed in section 6.4. One distinct feature of our model is that it is extremely flexible: different performance prediction functions can be incorporated for different purposes, and different amounts of resources can be utilized. The performance prediction model utilizes some heuristics to handle unstructured programs, loops with unknown bounds, conditional statements, and can minimize run-time tests for these cases. This makes it an ideal candidate for intelligent parallel compilers.

6.2. Performance Prediction Models

The performance of a program on an architecture can be estimated with either the simulation or the characterization model. The simulation model estimates the performance of the program by simulating or profiling the execution of the program or interpreting the execution-time on a computational model of the architecture. The accuracy of the prediction depends on how faithful the computational model is in simulating the actual hardware and whether the performance of the program is sensitive to the input of the program. The characterization model characterizes the performance of the machine by certain aspects of the machine. The accuracy of the characterization model depends on how representative the selected aspects are. This model utilizes a set of easy-to-compute functions called performance factors. Each performance factor represents a particular aspect of the performance of programs on a target machine and is quantified by a corresponding function called the performance evaluation function. Each performance evaluation function is a function of the program fragment, \( P \), and the target machine, \( Machine \). The estimated performance, \( EP \), is a function that combines the results of the selected performance evaluation functions \( E^i \).

\[
EP(P, Machine) = \sum_{i=1}^{m} g^i(E^i(P, Machine)).
\]  

(6.1)
where $E_i$, $1 \leq i \leq m$ are $m$ performance evaluation functions, and $g^i$ is an adjustment function for $E^i$. When $g^i(E) = Weight^i * E$ for all $i$, then $EP$ is a weighted linear combination of the evaluation functions $E^i$. That is:

$$EP(P, Machine) = \sum_{i=1}^{m} Weight^i * E^i(P, Machine).$$  \hspace{1cm} (6.2)

Variations of the evaluation function model that use a certain formula to quantify the performance of programs have been applied to many other parallel compilers. However, most of these applications use fixed equations to compute the with little consideration to machine variance and objectives of the compiler. This has the following problems:

1. **Not suitable for a wide variety of architectures.** Most models do not take the architecture variations into consideration. Paraphrase [Husm86] uses several different parameters for computing program execution time for seven different virtual shared-memory machines, but the number of parameters that are considered are too few to be accurate for real parallel architectures.

2. **Inflexible for different needs at different stages of parallel compiling.** A more critical part of the program requires more accurate but expensive performance estimations. Existing performance prediction models are inflexible to accommodate different objectives of the program optimization.

3. **Cannot deal with programs that contain variables in control flows.** Run-time tests are essential for programs that have dynamic behaviors. The existing performance prediction model does not have provision to decide the minimum run-time tests that are needed. This can lead to excessive run-time overheads.

In the next section, we propose a highly flexible performance prediction framework that can be integrated into intelligent parallel compilers to solve the above problems. The framework, which is called refined combined characteristic model, is augmented with a knowledge base which can dynamically selects evaluation functions to apply based on features of the machine and objectives of the program optimization. Different weights can be given to the evaluation functions dynamically so that their effects can be adjusted. Inexpensive performance evaluation functions are combined into a single-valued real function as an indication of the performance of the program on a parallel architecture and to compare representations of semantically equivalent programs.

### 6.3. A Framework for Performance Prediction

Based on the characterization model, a framework for predicting performance of programs on different parallel compilers can be defined. This framework consists of a rich set of performance evaluation functions, and a control to choose the evaluation functions and decide how to combine the results.

The control of the performance estimation can be divided into four modules: the prediction-setup module, the prediction-construction module, the prediction-update module, and the prediction-refining module. Each of these modules can be adjusted by rules in the knowledge base based on the objectives of the compiler. A list of evaluation functions is discussed in the next section. We will examine the four modules first.

The prediction-setup module is invoked by other modules to prepare for prediction estimation. Its tasks include selecting the set of performance evaluation functions to use, setting architectural-dependent constants for the selected evaluation functions based on the machine features, setting weights for the selected evaluation functions based on objectives of the optimization, and choosing the method for accumulating and combining the results of the evaluation functions.

The prediction-construction module estimates the performance of the program by applying the set of evaluation functions to each node in the program dependence graph according to a depth first search order based on the control dependence (with back edges being ignored). The process of performance construction can be decomposed into the following steps. First, it invokes the prediction-setup module to set up the constants. Then, the evaluation functions are applied recursively on elements of compound statements and the results are aggregated by an accumulation procedure. Third, the prediction-combining procedure is applied to integrate the results of the evaluation functions.

A simple example of the combining procedure is the weighted linear combination as described in equation (1) in section 6.4; more complicated combination functions can be supplied by the user. Also, depending on the setup, the performance results can be combined while they are computed at each node or they can be computed individually and combined at the task level.
The performance-construction process can be summarized in the following procedure:

\[
\text{PerformanceConstruction}(\text{Node, PDG, ListOfEvalFunctions, Results})
\]

\[
\text{Begin}
\]

\[
\text{if (Node is a compound statement) then}
\]

\[
\text{for each Child of Node in PDG do}
\]

\[
\text{PerformanceConstruction(Child, PDG, ListOfEvalFunctions, Result0);}
\]

\[
\text{endfor}
\]

\[
\text{Accumulate(ListOfEvalFunctions, Result0, Result1);}
\]

\[
\text{else}
\]

\[
\text{Evaluation(Node, ListOfEvalFunctions, Result1);}
\]

\[
\text{endif}
\]

\[
\text{if (combine at node or Node is a task) then}
\]

\[
\text{Combine(ListOfEvalFunctions, Result1, Result);}
\]

\[
\text{else}
\]

\[
\text{Result = Result1;}
\]

\[
\text{endif}
\]

\[
\text{end}
\]

Figure 6.1. Performance construction procedure.

The prediction-update module is applied during the course of the program optimization process. The evaluation functions involved in this process estimate the \textit{changes} that a transformation might have on the performance of the program and adjust the prediction accordingly. The performance evaluation functions and the method to combine the result used in this module do not need to be the same as those used in the performance-construction module. Only the region of the program that will be affected by the transformation needs to be updated. Also, the overall performance prediction can be adjusted incrementally.

The prediction-refining module can be engaged optionally during the program optimization process to refine the estimation by using a set of more detailed evaluation functions. It can either compute the estimation from scratch using a set of more sophisticated evaluation functions or it can refine the original estimate by updating certain aspects of the estimation.

6.3.1. Dynamic Performance Prediction and Run-time Tests

There are programs for which the static analysis of the compiler may fail to predict the control flows of the programs. These cases are normally programs that have variables or indirect references in the control structures (such as loop bounds or conditions), or conditional statements for which probabilities of the branches cannot be estimated. These cases present challenges to the performance prediction.

If the unknown variable involved in the estimation is a loop index, the problem can be easily solved. For example, for the following nested loops, the loop bound of the inner loop depends on the outer loop, but can be easily computed.

\[
\text{for } i \text{ in } 1 .. N \text{ loop}
\]

\[
\text{for } j \text{ in } i+1 .. k \times i \text{ loop}
\]

\[
\text{\ldots}
\]

\[
\text{end for;}
\]

\[
\text{end for;}
\]

If the evaluation of loop instant \( j \) of the inner loop \( j \) is \( f_0 \), then the evaluation function for loop \( j \) is \( \sum_{j=N}^{k} f_0 = (k-1) \times i \times f_0 \). And the evaluation function for loop \( i \) is \( \sum_{i=1}^{j} (k-1) \times i \times f_0 = \frac{N \times (N+1)}{2} \times k \times f_0 \).

For programs where unknown variables appear in the loop bounds or conditions in the conditional statements, the performance prediction model we described here can be applied by utilizing the inference capability of the system. For each performance evaluation function there is a list of parameters that are used to compute the evaluation. The inference engine evaluates the evaluation function by unifying the variables with their
values first. If variables remain undefined after the unification stage (for example, if there are variables in loop bounds), the evaluation function will be evaluated as a function of the undefined variables by a common compiler optimization technique called constant folding [AhSeU86].

Operations (such as adds, multiplies, comparisons) can be performed on results of evaluation functions (including those with non-instantiated variables) to merge different evaluations or use them to compute other evaluation functions.

For variables that do not depend on the input, the values of the variables or the bounds of the variables can be estimated by an AI technique called constraint propagation. This can normally solve the problem or limit the range of the performance estimation.

For variables that depend on the input data, there is not much a compiler can do to estimate the values of the variables. It can then either query the user for possible values or generate some conditions on the performance based on the uninstantiated variables in the performance function. These conditions can be used to generate run-time tests when the control decisions need to be decided at the run-time.

### 6.4. Performance Evaluation Functions

In this section, we first discuss how performance evaluations can be defined and combined, then give a survey of some useful performance prediction functions.

A performance evaluation function is a quantification of the quality of an aspect of the match between the program and the machine. Typically, the definition of an evaluation function has two parts: evaluation of a non-compound statement and the accumulation of the results of applying the function to components of a compound statement. For example, the equation (6.1) defined below is used by several of the evaluation functions defined in section 6.4.1 to aggregate results of applying an evaluation function recursively on children of a compound statement.

\[
F(S) = \begin{cases} 
\sum_{i=1}^{n} f(S_i) & \text{if } S = \{S_1, S_2, \cdots, S_n\} \\
\max_{i=1}^{n} f(S_i) & \text{if } S = \{S_1 \mid S_2 \mid \cdots \mid S_n\} \\
\sum_{i=1}^{u} f(S(i)) & \text{if } S = \text{for}(i = 1 \ldots u) \ S(i) \text{ endfor} \\
\max_{i=1}^{u} f(S(i)) & \text{if } S = \text{forall}(i = 1 \ldots u) \ S(i) \text{ endfor} \\
p(S_T)f(S_T) + p(S_F)f(S_F) & \text{if } S = \text{if(cond)} \ S_T \text{ else } S_F \text{ endif} \\
f(S_{fb}) & \text{if } S \text{ is a function and } S_{fb} \text{ is its body} \\
F(S) & \text{otherwise} \quad \cdots \cdots \quad (*)
\end{cases}
\]

where \( p(S) \) stands for the probability that the condition statement will branch to statement \( S \) and \( S(i) \) stands for the \( i \)-th instance of the loop statement \( S \). Also, \( \{S_1 \mid S_2 \mid \cdots \mid S_n\} \) denotes that the statements \( S_i \) are to be executed concurrently.

Evaluation functions can be defined by changing the definition of \( F(S) \) in the line marked with (*) in equation (6.1) into some specific functions.

### 6.4.1. Examples of Performance Factors and Their Evaluation Functions

The evaluation functions defined by the performance factors map the analytical match of a program and a machine into numerical values. Below we list some sample performance factors and their corresponding evaluation functions. Each of these performance factors represents a particular aspect of the performance of the program. In the next section, we will discuss methodologies for integrating these factors into a framework for predicting program performance on target machines.

* Statement count:

The statement count characterizes the algorithm by counting the number of statements in each of the control threads. The execution time of the program may be estimated by multiplying by a constant called the
average_statement_cost with the statement count. The statement count can be computed by replacing $F(S)$ in equation (1) by

$$F(S) = \begin{cases} 1 & \text{if } S \text{ is not a compound statement} \\ \end{cases}$$

*Operation count:

A more accurate estimation, called operation counts, can be computed by counting the number of operations instead of just the statements in the control threads. An evaluation function for computing the operation count $f()$ for a program fragment $S$ can be obtained by replacing the line marked with (*) in equation (1) with the following definitions:

$$f(\text{expr}) + 1 \quad \text{if } S = \text{operand op expr}$$
$$\alpha' + \beta' \cdot n \quad \text{if } S \text{ is a vector operation of length } n$$
$$0 \quad \text{otherwise}$$

where $\alpha'$ and $\beta'$ are constants representing the vector startup time and unit time using the cost of a floating point operation as units.

The estimated program execution time can be obtained by multiplying the operation count with a constant called average_operation_cost. For RISC processors, this constant can be computed easily at the assembly instruction level since most manufacturers have studied and made assumptions about the distribution of operations in the target applications. On the other hand, for CISC processors or for operations at the language level, the variation in the execution time of operations can be quite large, as is the discrepancy between the estimated operation cost and the actual cost. An improvement to this approach is to classify the operations into groups of different costs and use different average-time estimations for each operation group. For example, integer operations often take less time than floating point operations, additions usually take less time than divisions, and array references usually take several integer operations to compute their addresses. Even more detailed estimation can be done by using the actual cost of each of the operations. For example, the machine knowledge base may record the costs of floating-point multiply, integer addition, array address calculation, startup and element time for vector add operations, and startup time and element time for triadic operations, etc. Note that the costs of some operations (especially floating point operations) on certain machines vary time depending on the operands, so estimations of the average costs of these operations are still needed.

*Number of memory loads and the number of memory stores:

The number of memory loads and stores are two special types of operation counts that we would discuss separately. The unit cost for memory load and store operations ($C_{\text{load}}$ and $C_{\text{store}}$) are usually constant. So the cost of memory access may be estimated by counting the number of memory load and store operations. For machines with a multiple level of memory hierarchy, the number of global memory loads, global memory stores, cluster memory loads, cluster memory stores, local memory loads, and local memory stores should be counted separately since their costs are usually different.

For machines that support block-accesses, the memory load and store costs for referencing a data block of size $n$, $T_{\text{load}}^{\text{block}}$ and $T_{\text{store}}^{\text{block}}$, can be computed by:

$$T_{\text{load}}^{\text{block}}(n) = C_{\text{load}}^{\text{start}} + C_{\text{load}}^{\text{unit}} \cdot n$$
$$T_{\text{store}}^{\text{block}}(n) = C_{\text{store}}^{\text{start}} + C_{\text{store}}^{\text{unit}} \cdot n$$

where the superscript $t$ in above formula is either $g$, $c$, or $l$, which stands for global, cluster, and local memory, respectively. Also, $C_{\text{load}}^{\text{start}}$, $C_{\text{load}}^{\text{unit}}$, $C_{\text{store}}^{\text{start}}$, and, $C_{\text{store}}^{\text{unit}}$ are constants for the starting cost for block-load, unit cost for block-load, starting cost for block-store, and unit cost for each block-store, respectively.

*Cache hit ratio:

The cache hit ratio of an array is the ratio of the references to the elements of the array that are already in the cache. It represents the degree of the locality of the array in the program and can be used not only in deciding cache allocation problems for architectures that have cache, but also in utilizing block-access operations in machines that support them. Following [GaJaGa87], we define the image in the computation of an array $x$ of dimension $d$, $Im(x)$ as:
\begin{align*}
\text{Im}(x) = \{ w \in \mathbb{Z}^d \mid x[w] \text{ is referenced in the computation} \}
\end{align*}

where \( \mathbb{Z}^d \) is the bounded integer interval space of the indices of \( x \). Assuming that \( R \) is the total number of references to array \( x \) in the program, the cache hit ratio is defined as [GaJaGa87]:

\begin{align*}
\text{hit}(x) = \frac{R - |\text{Im}(x)|}{R}
\end{align*}

For example, in the following program fragment

\begin{verbatim}
for i := 1 .. N loop
    for j := 1 .. M loop
        for k := 1 .. L loop
            a[i,j] := b[i,k] * c[k,j];
        end for
    end for
end for
\end{verbatim}

the number \( R \), which is the total number of references to array \( c \), is equal to \( N \cdot M \cdot L \). Furthermore, \( \text{Im}(c) = \{(k,j) \mid 1 \leq j \leq M, 1 \leq k \leq L\} \) and \( |\text{Im}(c)| = M \cdot L \). So the cache hit ratio for the array \( c \) in the program fragment is:

\begin{align*}
\text{hit}^L(c) = \frac{N \cdot M \cdot L - M \cdot L}{N \cdot M \cdot L} = \frac{N - 1}{N}
\end{align*}

On the other hand, if we focus on the loop \( j \), then \( R = M \cdot L \) and \( \text{Im}(c) \) is the same, so the cache hit ratio of array \( c \) in loop \( j \) becomes 0.

* Data transmitting cost.

The time it takes to transmit a set of data of size \( n \) over the network or bus can be computed by the following formula:

\begin{align*}
T_{\text{block}}(n) = \alpha + \beta \cdot n
\end{align*}

where \( \alpha \) and \( \beta \) are the constants for start-up cost (for hand-shaking, setting up routing connections, etc.) and unit-transmitting cost. For distributed computers such as the hypercube where data may need to be transmitted by several hops through several processors, these two constants \( \alpha \) and \( \beta \) can be computed by the following formula:

\begin{align*}
\alpha(hops) &= \alpha^0 + \alpha^1 \cdot hops \\
\beta(hops) &= \beta^0 + \beta^1 \cdot hops
\end{align*}

where \( hops \) is the number of hops along the path. More precisely, the constant \( \alpha^0 \) for a distributed machine actually includes the time for a zero-length send and a zero length receive; the constant \( \beta^0 \) is the time for the sending task to access the data and the time for the receiving task to store the data. As an example, these constants for NCUBE/1 and nCUBE 2 are shown in the following table (table 6.1).

<table>
<thead>
<tr>
<th>MACHINE</th>
<th>( \alpha^0 )</th>
<th>( \alpha^1 )</th>
<th>( \beta^0 )</th>
<th>( \beta^1 )</th>
<th>mach. cycle</th>
<th>fl. add</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCUBE/1</td>
<td>261</td>
<td>193</td>
<td>4.25</td>
<td>4.5</td>
<td>0.137</td>
<td>2.47-3.84</td>
</tr>
<tr>
<td>nCUBE 2</td>
<td>158.5</td>
<td>13</td>
<td>2.49</td>
<td>0.0</td>
<td>0.05</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Therefore, sending a one word message to a neighbor takes 461.75 microseconds on NCUBE/1 and 162.3 microseconds on nCUBE 2. And sending a 1000-word message across a 128 node cube takes 37362.0 microseconds on NCUBE/1 but 2657.6 microseconds on nCUBE 2.

* Voided data-prefetch ratio.

For architectures that support data-prefetch, most data accesses can be overlapped with the computation if they are not void by conditional or unconditional branch statements. Therefore, the cost of data
synchronization is a function of the ratio of prefetched data that are voided by the control statements. A simple heuristic to estimate this ratio is to count the number of statements, \( N_{\text{stmt}} \), in the statement block following a branch, and assume that all but one of them are benefited by the data prefetching. This gives us a ratio which is \( \frac{1}{N_{\text{stmt}}} \). And the data synchronization cost can be estimated as:

\[
C_{ds}(S) = C_{ds}(S) \cdot p_{\text{ds}}(S) = C_{ds}(S) \cdot \frac{1}{N_{\text{stmt}}}
\]

As the formula shows, the longer a non-interrupted statement block is, the more data access can be overlapped with the computation.

- **Ratio of data access overhead.**

  This function characterizes the ratio of the non-overlapped cost of data access over the total execution time. The difference between this ratio and the voided data-prefetch ratio is that the first ratio is the data access overhead over the total execution time of the statement, whereas the second ratio is over the total data access time of the data in the statement. This means that this factor is used in case the computation of data access time is to be avoided. Of course, the non-overlapped cost of data access depends on the features of the architecture (prefetching mechanism, data cache, etc.) and the program (density of the local/external memory references, distribution of the external references, etc.) and is hard to estimate without computing the data access cost. This evaluation function assumes that the cost of data access is proportional to the cost of computation which may not always be true. We can estimate this cost by analyzing a set of representative program structures and finding the ratio of data access that can be overlapped with the computation, then using these patterns as the basis for interpolating non-overlapping data access cost for general programs. With this ratio, the data synchronization cost, \( C_{ds} \) over a program region \( S \), becomes:

\[
C_{ds}(S) = C(S) \cdot p_{\text{ds}}(S)
\]

where \( C(S) \) is the cost for computing in \( S \), and \( p_{\text{ds}}(S) \) is the ratio of the data access overhead in \( S \).

- **Do-across delay.**

  A good measure for data synchronization cost is the do-across delays. Do-across delay is the artificial idle-time in the shared-memory environment that the compiler inserts into a do-across loop to minimize the load (the hot-spot effect) that a busy-waiting processor induces on the memory, bus, or network in checking the global synchronization data. This delay represents the expected data synchronization cost of the loop instance and is the minimum delay that satisfies all control (condition and unconditional branching statements) and data dependencies in the parallel loops. The do-across delay of a parallel loop is computed by finding the maximum static time interval between the pairs of statements involved in lexically backward data dependencies in the loop and then spreading the delays into loop instances [Cytron84]. Given the do-across delay \( d_{L_i} \) for loop \( L_i \), assuming that the loop has \( N \) loop instances, the estimated execution time for distributing the do-across loop over \( p \) processors is given in the following formula:

\[
T = \begin{cases} 
(N-1)d_{L_i} + T_{L_i} & \text{if } T_{L_i} \leq p \cdot d_{L_i} \\
\left(\frac{(N-1)}{p} + 1\right) \cdot T_{L_i} + \text{mod}(N-1, p) \cdot d_{L_i} & \text{otherwise}
\end{cases}
\]

- **Do-across parallelism degree.**

  Do-across parallelism degree [Cytron84] is the reciprocal of the ratio of the do-across delay over the actual execution time of the loop body. Assume that \( T_{L_i} \) is the execution time of the body of loop \( L_i \) and \( d_{L_i} \) is the do-across delay for loop \( L_i \), then the do-across parallelism degree of the loop can be computed as:

\[
\text{Para}^{\text{doacross}} = 1 - \frac{d_{L_i}}{T_{L_i}}
\]

It follows that given the parallelism percentage, the do-across delay can be computed by the following formula:

\[
d_{L_i} = (1 - \text{Para}^{\text{doacross}}) \cdot T_{L_i}
\]
Doacross parallelism degree is an indication of the parallelism presented in the do-across loop.

- **Number of data synchronization points.**

  Synchronization adds overhead and may cause processors to idle but is needed to enforce data dependencies that cross the task boundaries (to be more precise, for those dependencies that cross processor boundaries). To estimate the effect of synchronization on the proposed task scheduling, the number of cross processor data dependencies can be used. This number can be collected by simply counting the cross-task data dependencies and eliminating those among the tasks that are assigned to the same processor.

- **Uniformness of the execution time.**

  Let \( P = \{ P_i \mid i = 1, \ldots, n \} \) be a set of \( n \) tasks, \( T(P_i) \) the estimated execution time of the tasks, \( T_{\text{max}} \) be the maximum of the estimated execution time, and \( T_{\text{mean}} \) be the mean of the estimated execution time. The uniformness of the execution time is defined to be:

  \[
  \text{Unif} = 1 - \frac{\sum_{i=1}^{n} |T(P_i) - T_{\text{mean}}|}{n \cdot T_{\text{max}}}
  \]

  For tasks that have more uniform execution time, load balance is easier to achieve and static scheduling can be used. On the other hand, for tasks whose execution times vary, dynamic scheduling may be better.

- **Hot-spot percentage.**

  A hot-spot is a module in the multi-stage blocking network that has sufficient concentration of the traffic. The non-uniform network traffic of hot-spots can produce effects (called tree saturation) that severely degrade all network traffic [PN085]. Although message combining is an effective technique for solving this problem when the sources of hot-spots are global shared locks, the hardware needed for supporting the combining is quite expensive (Pfister and Norton [PN085] estimated that the combined network increases the size and cost of the switch in a factor of 6 to 32).

  Let the number of processors be \( p \), and the number of network packets emitted per processor per switch cycle be \( r \) (0 ≤ \( r \) ≤ 1), the hot-spot percentage, \( h \) [PN085], is defined to be the fraction of the data references directed at the hot-spot (i.e. each processor emits packets directed to the hot-spot at a total rate of \( r \cdot h \)). Then the effective data rate into the hot module is \( r(1-h) + rh \). And the asymptotic limit of the total communication bandwidth available is:

  \[
  B = \frac{p}{1 + h(p - 1)}
  \]

  This function gives a limit on the available speedup for a given number of processors. The function was originally derived in [PN085] for shared memory-modules on multi-stage networks, but can be generalized to more general distributed systems. This limit imposed by the hot-spot degradation is very significant. For example, for a 1000-processor system, a hot-spot percentage of 0.125% can limit the potential speedup to 50%. The hot-spot percentage can be estimated by analyzing patterns of the data dependence graph. The hot-spot percentage can be used to generate network traffic in simulations, but is very difficult to compute for real programs except in synchronized parallel loops.

6.5. Parallel Execution Time of the Program

The execution time of a program on a multiprocessor system can be broken down into four categories: computation cost, data synchronization cost, control synchronization cost, and control overheads. The computation cost is the time the processor spends in doing the computation. The data synchronization cost is the length of time that a processor is forced to idle while waiting for needed data to arrive. Two sources of the data synchronization are local data accesses that cannot be overlapped with the computation and the synchronization introduced by the data dependence between a pair of statements that are executed by different processors. The cost of a data reference can be broken down into the memory fetch cost, which is the time taken for the request to reach the memory, and the data transition cost, which is the cost of transmitting the data through the network or bus. The control synchronization is the time it takes to synchronize the control between two or more processors (semaphores, barrier synchronization, conditional or unconditional branch statements, etc.). The control synchronization is usually introduced by explicit control structures, while the data synchronization is normally defined implicitly by the data dependence relations. The control overhead is the overhead for concurrent execution; this includes factors such as vector start-up time, process start-up time,
Based on the above discussion, a sample estimation of the execution time, \( T \), of a program structure can be defined as:

\[ T = T_c^e + T_d^e + T_c^a + T_c^o = T_c^e + T_d^a - T_d^e + T_c^o. \]

where \( T_c^e \) is the computation cost, \( T_d^e \) is the data synchronization cost (which is the difference of the data access cost \( (T_d^a) \) and the data overlapping time \( (T_d^o) \)), \( T_c^a \) is the control synchronization cost, and \( T_c^o \) is the control overhead. This is only one of the many different estimations that can be defined.

### 6.5.1. Example of Estimating Program Execution Time with the Model

The execution time of the program can be estimated to different degrees of accuracy with different sets of evaluation functions. The selection of the evaluation functions and the method for integrating the functions are done by a set of rules and depend on how much computing resources can be allocated to the estimation.

In this section, we use a simple example to illustrate the performance prediction process under our framework. We chose to use the nCUBE 2 to demonstrate how the estimation is established because the nCUBE 2 has some interesting characteristics that present a challenge to the performance prediction system. For example, integer addition and subtraction takes one machine cycle, but an operand decoding and fetching takes up to 3 cycles; array address calculation is expensive (the code generated by the nCUBE 2 compiler takes about 11 cycles for one dimensional arrays and about 31 cycles for 2 dimensional arrays); integer multiply (7 cycles) is slower than floating point multiply (6 cycles); integer division (38 cycles) is much slower than floating point division (7–18 cycles); communication between processors is very expensive (156 cycles start-up time per message for one hop), etc. These factors imply that data prefetch has dominant effects on the cost of the computation; simply classifying operations into floating point and integer operations may not be fine enough, and interprocessor communications need to be overlapped with computation as much as possible. All these factors plus the fact that the compiler on the nCUBE 2 does not generate optimal code complicate the estimation of the performance on the nCUBE 2. Nevertheless, this presents a good opportunity for examining our performance prediction model.

The program that we chose is the matrix-vector multiply program as shown in figure 6.2. We assume that the program has been previously decomposed to be executed on \( P \) processors and that arrays \( a \) and \( y \) have been distributed by blocks across the processors, a local copy of \( x \) is available on all processors, and the result \( y \) is to be collected at processor 0. This example is chosen because it is simple but presents some communication imbalance for distributed-memory computers because processor 0 is a hot-spot. The purpose of the example is not to show how accurate the estimation can be since this varies with programs, but to show the process for constructing and refining estimations under the control of a rule base.

During the performance-setup process, the following performance factors are selected based on the architectural features of nCUBE 2: counts for floating point operations, integer operations, memory loads, and memory stores, array references, data synchronization, data transmitting cost, and control synchronization cost. All of the above factors except the data transmitting cost are in the list of default evaluation functions. The data transmitting cost over the network is needed because the nCUBE 2 is a distributed machine and the balance between the communication and computation is very important. The results of the evaluation functions will be combined at the task level. The performance of the program based on this setup is then:

\[ T_{\text{computation}} = (N_{\text{fop}} * C_{\text{fop}} + N_{\text{nop}} * C_{\text{nop}} + N_{\text{ar}} * C_{\text{ar}} + N_{\text{load}} * C_{\text{load}} + N_{\text{store}} * C_{\text{store}} + N_{\text{bo}} * C_{\text{bo}}) * m * \ln^i \]

where \( N_{\text{fop}}, N_{\text{nop}}, N_{\text{ar}}, N_{\text{load}}, N_{\text{store}}, \) and \( N_{\text{bo}} \) are the counts for floating point operations, integer operations, array references, memory loads, memory stores, and loop overheads, respectively, in the loop instance \( (k, i) \). Also \( C_{\text{fop}}, C_{\text{nop}}, C_{\text{ar}}, C_{\text{load}}, C_{\text{store}}, \) and \( C_{\text{bo}} \) are the unit costs for a floating point operation, integer operation, array reference, memory load, memory store, and loop overhead, respectively.

The constants that are used by the evaluation functions are provided by the machine knowledge manipulation mechanism and are listed in the following table:

A simple tree traversal reveals that there are 2 floating point operations, 3 array address calculations, 9 load operations and 1 store operation in the loop instance \( (i, j) \). Since the loop bounds of loops \( i \) and \( j \) are unknown, the evaluation functions are computed from the variables \( \ln^i \) and \( m \) which are the loop bounds of
procedure matrix_vector_multiply(ln, m, a, x, y) returns (mbuf);
begin
forall pid in 1 .. P do
--- ln := [n/P].
local a : array [1..ln, 1..m] of real;
x : array [1..m] of real;
y : array [1..ln] of real;
for i := 1 .. ln loop
--- the simple part
for j := 1 .. m loop
y[i] := y[i] + a[i,j] * x[j];
end for
end for
if (pid == 0) then
--- the harder part
received = 0;
for i := 1 .. P-1 loop
wait_for_message(source, type);
recv(source, mbuf[source*ln], mbufin, flags);
end for
else
--- send vector y to processor 0;
send(0, y, ln, flags);
end if
end forall;
end procedure;

Figure 6.2. Sample program and the array distribution for the arrays in the matrix vector multiply example.

Table 6.2. Constants for evaluation functions for nCUBE 2.

<table>
<thead>
<tr>
<th>Evaluation constants for nCUBE 2 (in microseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>performance factor</td>
</tr>
<tr>
<td>floating point op, C\text{op}</td>
</tr>
<tr>
<td>local memory load, C\text{ld}</td>
</tr>
<tr>
<td>message startup cost, \alpha^0</td>
</tr>
<tr>
<td>data trans.(per word), \beta^0</td>
</tr>
<tr>
<td>loop overhead, C\text{lo}</td>
</tr>
</tbody>
</table>

loop i and j, respectively. There are totally 2*m*ln floating-point operations, 3*m*ln array address calculations, 9*m*ln load operations, and m*ln store operations for loop i. Also, the loop overhead for each processor is m*ln times the unit cost for each loop instance. Since m and ln are both unknown to the procedure at compile time, the resulting estimation is a function of m and ln. The execution time of the loop i in each processor is then estimated by the performance construction model to be the following expression:
\[
T_{\text{computation}} = (2 \cdot C_{\text{lop}} + 0 \cdot C_{\text{lop}} + 3 \cdot C_{\text{ar}} + 9 \cdot C_{\text{load}} \cdot p_{\text{dr}} + \\
1 \cdot C_{\text{store}} + 1 \cdot C_{\text{dr}}) \cdot m \cdot n
\]  
(6.6)

where \(C_{\text{lop}}, C_{\text{lop}}, C_{\text{ar}}, C_{\text{load}}, C_{\text{store}},\) and \(C_{\text{dr}}\) are the unit costs for a floating point operation, integer operation, array reference memory load, memory stores, and loop overhead, respectively. And \(p_{\text{dr}}\) is the percentage of data that cannot be overlapped with computation.

For processor \(P\), \(In= n - (P-1) \cdot \left\lfloor \frac{n}{P} \right\rfloor\), and for all other loop instances, \(In= \left\lfloor \frac{n}{P} \right\rfloor\). A rule in the knowledge base suggests that for loops with only one statement in the innermost loop, data prefetching has very little effect unless the expression in the statement is very long. Since the statement in the inner-most loop, \(j\), of figure 6.2 is relatively simple, the data synchronization overhead is set to be 100\% of the memory load cost. Suppose \(N\) is 6400, \(M\) is 100, and \(P\) is 64, then \(In= 100\). By substituting the constants in table 6.2 into the formula, the estimated computation time for the loop \(k\) is 4600 microseconds. As a comparison, the measured computation time for loop \(i\) is 4823.6 microseconds.

The only cross-task data dependence in the program is caused by the communication statements corresponding to the collection of the array \(y\), so the data-synchronization is computed with these statements. The control synchronization is hard to predict on the nCUBE 2 because there is no non-trivial cost in loading the node programs so most programs do not synchronize the program unless it is necessary. This means that tasks on the nodes start at different times depending on how the programs are loaded (broadcast or not), the size of the node program, and the position of the node in the hypercube. The control synchronization is needed only when values of \(y\) are needed later (which is out of the scope of the program that we discuss here).

Lacking the control synchronization at the beginning of the program makes the estimation of the data synchronization cost difficult since tasks are not started at the same time.

To estimate the cost of sending messages, we need to estimate the cost for read/write and data transmission. Since message sending on nCUBE 2 is non-blocking, on tasks that send the data only the time to copy the data into system buffer needs to be counted. On the other hand, on the receiving side, the data synchronization cost includes the time for the sender to send out the data, the transmitting time, and the time for the reader to receive and store the data. This time is a function of the message length and the distance between the processors, and can be computed by the equation (6.7) below.

Since all the data is sent to processor 0, the processor 0 becomes a hot spot and the computation time of processor 0 dominates the computation time of the program. For processor \(i\), the distance to processor 0 is the number of 1's in its binary representation of the processor identified, represented as \(\text{dist}^0(i)\). Therefore, the cost of transmitting the vector \(y\) computed in processor \(i\) to processor 0 is:

\[
T^d(i) = \alpha^0 + \alpha^1 \cdot \text{dist}^0(i) + \ln * (\beta^0 + \beta^1 \cdot \text{dist}^0(i))
\]

\[
= 158.45 + 1.293 \cdot \text{dist}^0(i) + 2.492 \cdot \left\lfloor \frac{N}{P} \right\rfloor
\]  
(6.7)

Although the receive statements in processor 0 are executed sequentially, the data synchronization cost is not the sum of costs of transmitting vector \(y\) from all other processors because the data is transmitted simultaneously. If all processors are synchronized, then the data synchronization cost would be:

\[
T^d = \max \left\{ \min \left\{ T^d(i): i \in [1..P] \right\} + \sum_{i=1}^{P} T'(i), \max \left\{ T^d(i) + T'(i): i \in [1..P] \right\} \right\}
\]

where \(T'(i)\) is the cost of moving the message from the system buffer into the data structure of the user program.

For our sample program, \(\min \{T^d(i): i \in [1..P]\} = 159.743 + 2.492 \cdot \left\lfloor \frac{N}{P} \right\rfloor\), \(\max \{T^d(i): i \in [1..P]\}\)

\[= 158.45 + \text{dim} \cdot 1.293 + 2.492 \cdot \left\lfloor \frac{N}{P} \right\rfloor\], and \(T'(i) = 80 + 0.11 \cdot \left\lfloor \frac{N}{P} \right\rfloor\). We also add a term \(60*P\) to compensate the hot spot effect.
By substituting different values of $n$, $m$, and $P$, we obtain the estimations as shown in table 6.3. The measured execution times for these parameters are also shown for comparison.

Table 6.3. The predicted and measured performance of the matrix-vector multiply program.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>$p$</th>
<th>Predicted performance</th>
<th>Measured performance</th>
<th>% off</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Computation</td>
<td>Communication</td>
<td>Total</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>2</td>
<td>122800.00</td>
<td>981.74</td>
<td>123781.74</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>4</td>
<td>61400.00</td>
<td>1012.74</td>
<td>62412.74</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>8</td>
<td>30700.00</td>
<td>1448.24</td>
<td>32148.24</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>16</td>
<td>15350.00</td>
<td>2583.99</td>
<td>17933.99</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>32</td>
<td>7675.00</td>
<td>4714.87</td>
<td>12389.87</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>64</td>
<td>3837.50</td>
<td>9179.31</td>
<td>13016.81</td>
</tr>
<tr>
<td>1600</td>
<td>1000</td>
<td>4</td>
<td>122800.00</td>
<td>1891.74</td>
<td>124691.74</td>
</tr>
<tr>
<td>1600</td>
<td>1000</td>
<td>8</td>
<td>61400.00</td>
<td>2953.74</td>
<td>63353.74</td>
</tr>
<tr>
<td>1600</td>
<td>1000</td>
<td>16</td>
<td>30700.00</td>
<td>2824.74</td>
<td>33524.74</td>
</tr>
<tr>
<td>1600</td>
<td>1000</td>
<td>32</td>
<td>15350.00</td>
<td>4940.24</td>
<td>20290.24</td>
</tr>
<tr>
<td>1600</td>
<td>1000</td>
<td>64</td>
<td>7675.00</td>
<td>9537.99</td>
<td>17203.99</td>
</tr>
<tr>
<td>2400</td>
<td>1000</td>
<td>16</td>
<td>122800.00</td>
<td>4099.74</td>
<td>26379.74</td>
</tr>
<tr>
<td>2400</td>
<td>1000</td>
<td>32</td>
<td>61400.00</td>
<td>5841.74</td>
<td>67251.74</td>
</tr>
<tr>
<td>2400</td>
<td>1000</td>
<td>64</td>
<td>30700.00</td>
<td>12212.74</td>
<td>42912.74</td>
</tr>
</tbody>
</table>

The performance prediction established in the performance-construction module provides a foundation for estimating the effects of program transformations on the program. During the program optimization process, we can use this estimation and apply the performance-update module to adapt the estimation based on the program transformations. For example, in the above program, $y[i]$ has an output dependence and a flow dependence on itself in loop $j$. This means that the result of $y[i]$ is loaded and updated right after it is stored in the previous loop iteration. So if we allocate $y[i]$ into the register during the execution of loop $j$, then only one load and one store of $y[i]$ is needed. This is a reduction of $m-1$ loads and $m-1$ stores for each $y[i]$. Therefore, by allocating $y[i]$'s into registers, the load and store counts are each reduced by $(m-1)*P$.

Note that the performance of the matrix-vector multiply program is far short of the advertised peak performance of the nCUBE 2. This is because there is only one statement in the loop body and the loop branches prevent the prefetching mechanism of the nCUBE 2 from pre-loading the operands. Consequently, the computation of the operands dominates the computation time. By applying the transformation loop unrolling, we may increase the size of the code between the conditional branch of the loop, thus allowing the data loading to be overlapped with the computation. For example, if we unroll the loop $m$ times, the estimated data fetching time becomes one-fifth of the original cost since $p^{de}$ is now $1/5$. The loop overhead is also decreased by a factor of $5$. This implies that by applying loop unrolling the cost for loading can be decreased significantly. This is confirmed by the result as shown in table 6.4:

Note that in tables 6.3 and 6.4, the estimation of the computation is fairly close to the actual cost of the computation. Although there are instances where the simple-minded estimation for the effects of the data prefetching is not accurate enough, this model can be utilized by the program optimization process to estimate the effects of program transformations on the performance. More detailed estimation of the data prefetching effects is needed only when this factor is important, for which case, the performance-refine module can be used to improve the accuracy of the estimation. On the other hand, the performance estimation for the communication is good for some cases but far from accurate in some other cases. This is because we did not consider the hot-spot effects of the message passing in the example. Since all nodes are sending messages to node 0, node 0 becomes the hot-spot, and when the message is long and the size of the cube is large, performance
Table 6.4. The predicted and measured performance of the matrix-vector multiply program with innermost loop unrolled 5 times.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>p</th>
<th>Computation</th>
<th>Communication</th>
<th>Total</th>
<th>Computation</th>
<th>Communication</th>
<th>Total</th>
<th>%off</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>200</td>
<td>2</td>
<td>71128.00</td>
<td>981.74</td>
<td>72109.74</td>
<td>69392.00</td>
<td>730.00</td>
<td>70062.00</td>
<td>2.92</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>4</td>
<td>35564.00</td>
<td>1012.74</td>
<td>36576.74</td>
<td>34691.00</td>
<td>889.00</td>
<td>35580.00</td>
<td>2.80</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>8</td>
<td>17782.00</td>
<td>1448.24</td>
<td>19230.24</td>
<td>17357.00</td>
<td>1247.00</td>
<td>18604.00</td>
<td>3.37</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>16</td>
<td>8891.00</td>
<td>2505.99</td>
<td>11396.99</td>
<td>8689.00</td>
<td>2261.00</td>
<td>10950.00</td>
<td>4.08</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>32</td>
<td>4445.50</td>
<td>4714.87</td>
<td>9160.37</td>
<td>5881.00</td>
<td>3004.00</td>
<td>8885.00</td>
<td>3.10</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>64</td>
<td>2222.75</td>
<td>9179.31</td>
<td>11402.06</td>
<td>5127.00</td>
<td>5899.00</td>
<td>11026.00</td>
<td>3.41</td>
</tr>
<tr>
<td>1600</td>
<td>100</td>
<td>4</td>
<td>71128.00</td>
<td>1891.74</td>
<td>73019.74</td>
<td>69498.00</td>
<td>1972.00</td>
<td>71470.00</td>
<td>1.60</td>
</tr>
<tr>
<td>1600</td>
<td>100</td>
<td>8</td>
<td>35564.00</td>
<td>1953.74</td>
<td>37517.74</td>
<td>34977.00</td>
<td>2056.00</td>
<td>37033.00</td>
<td>1.31</td>
</tr>
<tr>
<td>1600</td>
<td>100</td>
<td>16</td>
<td>17782.00</td>
<td>2814.74</td>
<td>20606.74</td>
<td>17499.00</td>
<td>2950.00</td>
<td>20449.00</td>
<td>0.77</td>
</tr>
<tr>
<td>1600</td>
<td>100</td>
<td>32</td>
<td>8891.00</td>
<td>4940.24</td>
<td>58241.24</td>
<td>8758.00</td>
<td>5065.00</td>
<td>13823.00</td>
<td>0.05</td>
</tr>
<tr>
<td>1600</td>
<td>100</td>
<td>64</td>
<td>4445.50</td>
<td>9357.99</td>
<td>13803.49</td>
<td>4406.00</td>
<td>9266.00</td>
<td>13672.00</td>
<td>0.98</td>
</tr>
<tr>
<td>6400</td>
<td>20</td>
<td>16</td>
<td>14225.60</td>
<td>4069.74</td>
<td>18325.34</td>
<td>14913.00</td>
<td>6478.00</td>
<td>21391.00</td>
<td>14.3</td>
</tr>
<tr>
<td>6400</td>
<td>20</td>
<td>32</td>
<td>7112.80</td>
<td>5841.74</td>
<td>12954.54</td>
<td>7488.00</td>
<td>7703.00</td>
<td>15171.00</td>
<td>14.6</td>
</tr>
<tr>
<td>6400</td>
<td>20</td>
<td>64</td>
<td>3556.40</td>
<td>10072.74</td>
<td>13629.14</td>
<td>3761.00</td>
<td>37045.00</td>
<td>40806.00</td>
<td>66.6</td>
</tr>
</tbody>
</table>

degradation occurs. Especially for the case where (n, m, P) = (6400, 20, 64), the cost of sending 64 messages of 100 words each to node 0 is more than five times that of sending 32 messages of 200 words each to node 0. Since the nCUBE 2 uses the worm-hole routing mechanism where a channel is reserved for a message and the data is pipelined to the destination, messages that need to use the busy links will be blocked until the previous message is finished with the channel. The longer the messages, the greater the chances that a message will be blocked at the sender side.

When a more accurate performance prediction is required, the performance-refine module can be invoked. For example, one way to refine the estimation is to use a finer classification of the operations. This will not help much for our sample program here since it does not contain any expensive operations such as divisions. For distributed architectures like nCUBE 2, one way to better estimate the data synchronization cost is to analyze the performance degradation due to the communication hot-spot. The performance degradation of the network caused by the hot-spot saturation can be estimated by the hot-spot percentage. However, the computation of the hot-spot percentage is very expensive and is generally not accurate due to the dynamic behavior of the program. A more practical approach is to model the performance degradation with a set of selected patterns of different degrees of congestion (as described by the data dependence graph). For data dependence that does not match any of the pre-selected patterns, an interpolation to the nearest pattern is done to find an estimation of the degradation. The more patterns we use, the better the estimation will be. However, matching complex patterns is an expensive operation, so this method can be used only when the user can afford the needed computing resources. For our example, the compiler can easily recognize that processor 0 is a hot-spot and adjustment for hot spot effects can be applied.

6.6. Applying Performance Prediction to Intelligent Decision-Making

The performance prediction model can be applied to intelligent parallel compilers in the following areas:

1. To choose among a list of prospective transformations.
2. Provide a measure for selecting pre-optimized algorithms when several algorithms are available under the algorithm substitution approach.
3. Decide when to stop the optimization model.
4. Help to generate minimal run-time tests for situations where the compiler cannot make decisions by static analysis.

The performance prediction model we have proposed is designed to be integrated into the decision-making process for optimizing program parallelism. In particular, it is used in the *feature-directed program optimization model* to guide the decision-making process. When applied to systematic decision-tree traversing algorithms (such as the A* algorithm as we discussed in chapter 4), automatic parallel program optimization can be achieved. Furthermore, the flexibility of our model makes it easy to refine the heuristic functions at different parts of the decision tree, which makes the framework more dynamic. It can also be combined with rule-based systems to improve the quality of the optimization. An evaluation function or the combination of several evaluation functions can be used to decide the effects of program transformation techniques. Heuristic driven rules can use the prediction to select appropriate program transformations or pre-optimized algorithms. In an interactive program optimization session, it provides users with performance information for them to make optimization decisions.

For a pre-optimized algorithm substitution approach, there are cases where difficult decisions need to be made. For example, there may be more than one algorithm that are equivalent to the program under consideration; or the same algorithm may be optimized for several different parallel architectures but not for the current target machine. For the former case, the performance prediction may help the system to decide which algorithm is most efficient for the problem. For the latter case, the performance prediction model can be integrated with the machine knowledge manipulation system to find the architecture that fits the target machine most.

In the program optimization process, the optimal solution for the program optimization is usually not known until the entire decision tree is traversed. This makes deciding the termination condition difficult. Since the performance estimation mechanism can be used to find the lower bound of the execution time, this number can be used to decide the termination condition of the optimization. First, a tolerance for the lower bound can be selected; the greater the optimization degree is, the smaller the tolerance will be. When the estimated performance falls into the tolerance range of the “optimal execution time,” the optimization process can be terminated.

The compiler may not be able to make decisions based on the performance estimation which has uninstantiated variables in the expression. In these cases, multiple branches [BDHLW87] of the control may be generated, and when dynamic decisions are needed, these conditions of the performance with uninstantiated variables are used to find and generate the minimum run-time tests to decide the control flow.

Although any performance prediction model can be applied to the above tasks, our model is more flexible and efficient and can be easily integrated into the decision-making process of parallel compilers.

6.7. Related Work

There are many existing performance prediction tools for parallel architectures. For example, Faust [GGJMG89] and IPS [MiYa87] allow program behavior to be described at many levels of detail and abstraction including the program, process, procedure and instruction levels. PIE, developed at CMU [SeRu85], uses a metalanguage to provide support for an efficient manipulation of parallel modules and programming for observability. These systems are designed to be used as a semi-automatic performance evaluation tool for the user. The Parafraze system [AbKw85] provides a performance prediction module based on a similar program hierarchy but is designed to be used in the compiler and is inexpensive to compute. The "load/store" modeling method is used in [GJMW89, BWIALG90] to characterize the performance of shared memory architecture by a set of template sequences of vector load, store and "nop" instructions. There are many other environments that evaluate the performance of a particular type of architecture or characterize the potential parallelism of the program on the architecture. However, none of the existing systems can be used to predict program performance for a wide range of architectures accurately and inexpensively. Also, none of the systems provide a systematic framework that is flexible enough to be utilized in an intelligent parallel compiler. Our framework fills this gap by providing a flexible mechanism for the knowledge base system to adjust the prediction model dynamically to suit different optimization objectives and different architectures. [Leung90] derived several equations for static compile-time estimation of the overhead costs and execution time for several shared-memory machine models. However, our work is more general, flexible, and accurate.
6.8. Conclusion

To summarize, our framework for the performance prediction of parallel computers has the following advantages:

1. Different classes of parallel computers can be handled under the same framework. The performance prediction model can be adjusted to suit different architectures.
2. The estimation can be tuned to suit different objectives by adjusting the performance combining procedure and the weights associated with the evaluation functions.
3. Different amounts of resources can be committed at different stages of the compiling process by using evaluation functions of different complexities.
4. The selection of evaluation functions and weights offers a good opportunity for the compiler to learn to improve itself. This point will be investigated in [Wang91].
5. The prediction update process is inexpensive; only the effects of the related transformations are computed. It can be applied repeatedly during the program optimization process.

Intelligent parallel compilers need an accurate, inexpensive, and flexible performance prediction model to make critical decisions. Our framework is simple and yet flexible enough to be integrated into intelligent parallel compilers with multiple target machines. It can be used by systematic state-space search algorithms such as $A^*$ and other best-first search algorithms to find optimal program transformation sequences. It can also be used by heuristic-driven rule-based systems to choose the program transformations at compile time.
CHAPTER 7
ABSTRACTING PARALLELISM FOR
MIMD PARALLEL COMPUTERS

The key issue in optimizing a program for a target architecture is to match the program parallelism with
the available machine parallelism. Chapter 4 discussed different approaches for systematic analysis and inference
to match the program and target architecture. In this chapter we discuss methodologies based on performance
estimation, evaluation functions and heuristics to support this matching process. The heuristic functions
discussed in the next section quantify the match between the program parallelism and the machine parallelism
and form the basis for performance estimation and program optimization.

7.1. Improving Parallelism with Feature-Directed Program Optimization

In this section we discuss the methodologies and heuristics for program optimization based on the
feature-directed program restructuring model.

The program optimization process first decomposes the program into units of execution call tasks. To
parallelize a program or increase the concurrency of a program, the program is restructured for concurrent execution
by converting loops into parallel loops and executing tasks concurrently. The tasks and inter-task
dependence relations form a graph that is called the task graph. To preserve the correctness of the program,
synchronization is needed for concurrent execution. There are two kinds of synchronization: explicit synchronization,
defined by synchronization statements in the control flow (such as barrier synchronization, conditional statements), and implicit synchronization, defined by the data dependence relation between a pair of tasks allocated
to different processors.

For shared-memory machines, explicit synchronization instructions such as locks, shared semaphores,
protection bits or words, etc. are generated for inter-task data and control dependencies. For do-across loops,
do-across delays [Cytron84] are also inserted to minimize the stress of constant polling at the shared variable
on the network and memory modules.

For distributed-memory machines that use a message passing paradigm, the inter-task dependence relations
are replaced by explicit message read/write instructions that transmit the data between processors. The
overhead for sending and receiving messages is usually very high (when compared to computation, with the
exception of Pringle, in which sending a word costs about the same as a floating point operation). Thus,
minimizing the number of messages is of major concern.

7.1.1. Focus of Program Optimization

Since a program is usually fairly large, it is divided roughly into modules that we call program focuses.
A program focus is a program unit (usually loops or a large block of code) that is the central focus of the
parallelism-optimization. Program focuses usually define a sequential thread of executions. However, focuses
can be merged or the target machine can be decomposed and parts of the machine assigned to different focuses
for concurrent execution.

One major reason for decomposing a program into program focuses is for better utilization of the limited
resources. For most programs, the major part of the execution time is spent in a small portion of the program;
therefore, concentrating limited computing resources on the most important program focus is critical to the success
of the compiler. A program focus which is small in size also makes the optimization process easier. The
decomposition of the program can be guided either by profiling or by heuristic evaluation functions. The
profiling of a program can usually expose the most computation or communication intensive portion of the
program for programs whose performance is not sensitive to input data. The advantage of using heuristic
evaluation functions is that the results of the evaluation functions can be functions of variables whose values are only available at run time. This allows the generation of multiple thread controls that can be decided at run time based on the values of those variables. Also, heuristic evaluation functions such as the operation counts are simple to compute and often do a fairly good job without the program actually being executed.

Our heuristic for selecting focuses in a program is as follows:

1. Use profiling to find the few subroutines or functions that take the longest execution time.
2. The top level loops in these subroutines form focuses of their own. Statements between these loops also form focuses.
3. After the focuses are decided, they are ordered on the basis of heuristic evaluation functions such as operation counts or the estimated execution time.
4. The program optimization process is applied to each of the focuses starting from the program focuses with highest priorities until the computer resources are exhausted. The allocation of the computer resources can be determined by heuristics based on the optimization degree specified by the user or dynamically determined by the estimated execution time of the focus.

Decomposing a program into a set of focuses has the following advantages:

1. It is easier to optimize since the size of the program focuses is much smaller than the original program.
2. The resources are spent on the most important part of the program.

The disadvantage of this approach is that local optimization of the focuses may produce conflicts among focuses. To solve this problem, a global optimization phase to resolve conflicts between the focuses can be applied after all the focuses are optimized. Our approach of ordering the focuses also serves to prevent some of the problems since conflicts can be avoided by respecting the decisions made by the optimization on the most “important focus” before the current focus is selected.

7.2. Heuristic Guided Program Optimization

A hierarchical framework for feature-based program optimization was discussed in section 3.4.2. This framework classifies the program optimization process into the following five groups: general program parallelism optimization, task decomposition, processor allocation and assignment, memory utilization, and synchronization minimization. Based on the hierarchical problem decomposition, each of these five processes utilizes a different set of program transformation heuristics to explore different aspects of the concurrency. These five processes cooperate to achieve global optimization. The architecture of the hierarchical-blackboard allows non-determinism to be exploited at different levels of the hierarchy in the form of knowledge sources. We will discuss some methodologies for program parallelization and optimization based on the hierarchical structure of the program optimization process. Our methodology for controlling the decision flow is to use heuristic-driven rules at the upper levels of the hierarchy and use the hierarchical blackboard control to exploit the concurrency and non-determinism at the lower levels.

7.2.1. General Optimization of the Program Parallelism

The first step in program optimization is to apply machine-independent program restructuring transformations to expose all the parallelism inherent in the program and thus improve its potential for further machine-specific optimization. General program optimizations include dependence cycle breaking, locality improvement, and eliminating redundant instructions. Breaking program dependence cycles or eliminating dependence relations is always beneficial because a program dependence creates synchronization delays and a dependence cycle forces the statements in the cycle to be serialized. For most parallel architectures, better locality means faster data accesses and fewer processing delays. For these reasons, a fixed sequence of applicable machine-independent program transformations can be applied to the program focus. The following is a list of program optimization techniques that are applied to improve the parallelism of the program:

- Scalar expansion: breaks output- and anti-dependence associated with the expanded variable.
- Variable renaming: breaks output- and anti-dependence associated with the expanded vector.
- Statement splitting: breaks the dependence cycle by repositioning the anti-dependence arcs.
- Forward substitution: removes flow dependencies associated with the expression.
• Statement reordering: moves statements out of dependence cycles, improves locality, etc.
• Array gathering: compresses the array to improve locality.
• Array reshaping: reshape the array to improve locality (discussed in the next section).
• Loop interchanging: improves locality
• Code motion: moves loop invariant code outside of loops.
• Dead-code elimination: eliminates redundant code
• Loop merging: saves loop overhead.

7.2.2. Task Decomposition and Processor Assignment

Program fragments that are executed as a unit sequentially are called tasks. A task is the basic unit for processor allocation and scheduling. To decompose the program focus into a series of sequential tasks, the following simple heuristic is used:

Heuristic 6.1. (Task definition)
1. Instances of the top level loops form tasks by themselves.
2. Conditional or unconditional branch statements (if and exit statements) form tasks.
3. All other statements form a task of their own. We then apply topological sorting to these statements based on the program dependence graph and the strongly connected components in the program dependence graph form tasks.

The above heuristic decomposes the program into a graph of tasks connected by inter-task dependencies. Statements in strongly connected components are grouped into a task because dependence relations require control and data synchronization. This implies that the group of statements has little concurrency and gives rise to the following heuristic:

Heuristic 6.2. The communication cost resulting from executing a strongly connected component on multiple processors usually overshadows the benefit from the concurrent execution.

Tasks that are not top-level loops can be assigned to processors by a high-level task-spreading algorithm. For example, there is a task composition algorithm TACOM in [Poly86] that merges tasks on the basis of a shared-memory model. The algorithm merges two tasks when their concurrent execution causes large communication costs. Since loops have regular patterns, contain abundant parallelism, and are easier to parallelize, they are usually handled differently than other tasks. A loop is parallelized when its loop instances are selected as parallel tasks. The selection of parallel loops is usually based on the estimated parallel execution time.

The task assignment and memory utilization form a classical chicken-and-egg problem; the optimal task assignment must take the memory access time into consideration, and the estimation of memory access time is only possible when the tasks are allocated. In our approach, we take a two-phase approach for the task creation and allocation problem. The tasks are first created by using some criteria such as the ones listed in heuristic 6.1, and are adjusted by an algorithm such as TACOM or a parallel-loop selection algorithm. Then the memory access optimization and synchronization minimization is performed based on the tentative tasks and processor assignment. During the program optimization process, the tasks may also be merged to form larger tasks or be further decomposed into smaller tasks, depending on the requirements of the current goals. The task composition and processor assignment are finalized after this process. This two phase approach is necessary because optimizing memory access and minimizing synchronization need to be based on the task assignments, but, on the other hand, optimal task assignment needs to have good estimation of the execution time of the restructured program to balance the computation load.

7.2.3. Memory Utilization for Shared-Memory Architectures

In this section we investigate some heuristics and techniques for optimizing the memory utilization on shared-memory architectures. In [Husm86] Husmann uses the following heuristics for array allocation on shared-memory machines:

Heuristic 6.3. Assuming the tasks have been created and allocated, the following heuristics are used to allocate the arrays.

1. An array can be allocated to a local memory only when it is neither declared as a global variable nor referenced by multiple CPUs.
2. An array can be allocated to cluster memory only when it is neither declared as a global variable nor referenced by CPUs in multiple clusters.

3. All other arrays are allocated to the global memory.

This heuristic is simple to implement and it can be used by the task creation and assignment algorithms to estimate the data reference and program execution time. However, this approach is very conservative and ignores many possible ways of speeding up the data references. For example, a more aggressive data allocation strategy involves breaking down the array and allocating portions of the array to different processors. Another approach is to copy a subset of the array into local memory and use the local copy instead of the global.

Furthermore, [Husm86] assumes that the costs of all memory operations, data accesses, and computation are constant, which forms the basis of the estimated execution time used to select the parallel loop. This assumption (especially that the costs of network accesses and memory references are constant) is unrealistic and affects the accuracy of the result. Data block-access is used in Husmann's algorithm but only under the condition that no multiple PE write the same elements of a block and a PE not write to an element in multiple blocks. Also, multiple level parallel loops and interactions of array references in different blocks are not considered. Husmann's algorithm can be used to generate initial data allocation and other heuristics can be used to improve the performance. We will list some extensions here.

- Copy repeatedly used shared arrays (such as the variable \( x \) in the matrix-vector multiply problem) into local memory to decrease network traffic and increase locality for target machines that have no cache.
- Use the transformation array reshaping discussed in the next section to move a subset of an array to local memory to increase locality.
- When any part of an array is updated by multiple processors, Husmann's algorithm will not attempt to block-transfer the array to local memory. We can use array reshape to separate the array into two parts with one half containing elements that are block-transferable and the other half containing elements that are not block-transferable (elements that are updated by multiple processors or by a single processor but in different blocks).

7.3. Array Reshaping -- a Mechanism for Optimizing Array Usage

In this section, we introduce a program transformation technique called array reshaping. Array reshaping is a program transformation technique to modify the storage pattern of an array (called the shape of the array). The shape of an array is the way the elements of the array are physically stored and is defined by the declaration of the array. This transformation is not to be confused with some existing transformations such as index shifting, loop skewing, and linearization, that change the view of an array. A view of an array is an index set of the elements of the array and is a function defined by subscripts of an array reference. An array can have many views but only one shape. When an array reference appears inside loops, the subscripts of the array reference are functions of indices of the loops. Program transformations can change the view of an array by changing array subscripts or loop indices. For example, an \( n \) by \( n \) tri-diagonal matrix with only three non-zero diagonal elements has a square shape of size \( n \) by \( n \). By altering the subscripts of the array reference in the loop nest, the view of the array can be changed and only the elements that are on the tri-diagonal need to be referenced. However, the change of the views does not affect the physical pattern of the array storage.

If array reshaping (as shown in the example in the next section) is applied on the array, the shape of the array may be changed into a filled array with only non-zero elements of the original array, i.e. the array has a rectangular shape of size \( n \) by 3.

**Definition 7.1** The shape of an array \( a \) can be characterized by bounds of the array and can be defined as:

\[
\text{shape}(a) = [l_1 \ldots u_1] \times [l_2 \ldots u_2] \times \ldots \times [l_L \ldots u_L].
\]

where \( l_k \) and \( u_k \) are the lower and upper bounds of the \( k \)-th subscripts of the array.

The size of the array is then defined to be:

\[
\text{Size}(a) = \prod_{i=1}^{L} (u_i - l_i).
\]

By nature, array reshaping is a global program transformation that can be applied only after global analysis of the program to determine which shape and storage pattern of the array can yield the best program performance or minimal program storage. Whether any elements thrown out by the reshaped array are used
anywhere in the original program also needs to be checked. These can be analyzed with the define-use chain of the program dependence graph and the program performance prediction model that we proposed in chapter 6. Another important usage of array reshaping is to identify the portions of arrays that are used by certain parts of the program and to make a local copy of these portions. This means that instead of the original array being replaced, the reshaped array is placed in the local memory of a processor and the code is generated to move the data from the original array to the new array.

7.3.1. Array Reshaping Functions

Array reshaping represents a group of one-to-one functions that operate on the shapes of arrays. A reshaping function defines how the storage of an array is to be changed as well as the relation between the elements of the original and the generated array. There are two kinds of array reshaping that we are particularly interested in: truncation/extension and linear transformation. Truncation changes the lower and upper bounds of the subscripts by removing or adding spaces to the arrays. The extension extends the boundaries of an array beyond its original bounds by enlarging the bounds of its subscripts. Linear transformation applies linear functions to the subscripts of the array and changes the shape of the array. The difference between these two types of reshaping functions is that for linear transformation, the same linear function is applied to both subscripts of the elements and bounds of the array; whereas for truncation or extension, only the bounds of the array are changed (an identity function is applied to the subscripts of the elements). A truncation or extension is often accompanied by a linear transformation function.

A truncating or extending array-reshaping function (represented as $[l .. u_i]$) that changes the bounds of the i-th subscript of an array $a$ into $[l .. u]$, changes the shape of the array $a$ from

$$[l_1 .. u_1] \times ... \times [l_d .. u_d]$$

into

$$[l_1 .. u_1] \times ... \times [l .. u] \times ... \times [l_d .. u_d].$$

A linear reshaping function $(f_1(l), f_2(l), ... , f_L(l))$ maps the element $a(l_1, i_2, ... , i_L)$ in the array $a$ into $a'(f_1(l_1), f_2(l_2), ... , f_L(l_L))$, where $a'$ denotes the new array. And the shape of the array $a$ is mapped from

$$[l_1 .. u_1] \times [l_2 .. u_2] \times ... \times [l_d .. u_d]$$

into

$$[f_1(l_1), f_2(l_2), ... , f_L(l_L)] \times ... \times [f_1(u_1), f_2(u_2), ... , f_L(u_L)]$$

where $x_i$ denotes a vector whose entries are all zero except the i-th entry, which has the value $x$. For convenience, the linear array reshaping function is denoted as:

$$I \rightarrow (f_1(l), f_2(l), ... , f_L(l)).$$

7.3.2. Variations of Array Reshaping

Although array reshaping can be used to change the shape of array into many different shapes, the primary purpose is to reduce the size of the array. Only elements whose images of the reshaping function fall into the new shape of the array have slots in the new array. Some basic reshaping functions are listed as follows:

- **Projection**: $(i, j) \rightarrow (I) \text{ or } (i, I) \rightarrow (I)$.

  This function can be used when the interval corresponding to the dropped subscript in the shape of the array is trivial, that is, it has only one constant in the interval. If one subscript of an array $a$ in a for loop is loop invariant, then the array can be projected into a lower dimensional array inside the loop. For two-dimensional arrays, the projection $(i, j) \rightarrow (i)$ maps the original array into the i-th row and the projection $(i, j) \rightarrow (j)$ maps the original array into the j-th column. The projection can be viewed as a special case of truncation; when the range of a subscript of the array is truncated into only one integer, the corresponding dimension of the array can be dropped in the task.
• **Transposing:** \((i,j) \rightarrow (j,i)\).
Two subscripts of the array are exchanged. In this case, an array of shape \([1..N] \times [1..M]\) will be changed into an array of shape \([1..M] \times [1..N]\).

• **Compaction:**
A linear function that can compact the bounds of the array subscript is called a compacting function. For example, \((i) \rightarrow (i/2)\) reduces the size of the array in half.

• **Expansion:**
A linear function that expands an array into a larger array is called an expansion function. For example, \((i) \rightarrow (2^i)\) doubles the size of the array. The expansion is usually applied on arrays that were compacted to map them back to the original arrays.

We denote compaction and expansion as:
\[
a' \leftarrow f_1(i) \rightarrow f_2(i)
\]
and
\[
(i) \rightarrow f_1^{-1}(i) \rightarrow f_2^{-1}(i)
\]
respectively, where \(f_1^{-1}\) denotes the inverse function of \(f_1\).

To reduce the data transmitting cost in distributed systems, for a compacting reshape the compacting is usually done before the data is sent; and for expanding reshape, the expansion is usually done at the receiving processor.

• **Integer linear functions:**
An integer linear function is a linear function whose coefficients are all integers. A general form for the linear functions is
\[
a \leftarrow \sum_{k=1}^{n} a_k i_k,
\]
where \(a_k\)s are integer coefficients and \(i_k\)s are the indices of the array subscripts.

### 7.3.3. Opportunities for Applying Array Reshaping

"How can array reshaping be used in program restructuring to improve the parallelism of a user program on a target architecture?" Array reshaping can be used to copy the data into the local memory of a processor or change the storage pattern of an array to reduce space or the access time. The latter includes simplifying array subscript-calculations, improving cache-hit ratio, changing array strides without interchanging the loops and reducing unnecessary traffic on the network. We list a few cases here and study these cases through examples.

**Case 1. Minimising the array storage.**
For example, consider a band matrix \(a\) of size \(n\) by \(n\) with width \(w\) declared as:
\[
a: \text{array}[1..n, 1..n] \text{ of real};
\]
The matrix uses \(n^2\) spaces. By reshaping the band matrix into a rectangular array of size \(n\) by \(2^w+1\), the storage requirement is decreased to \(n \times (2^w+1)\). This situation can be recognized by observing that the second subscript \(j\) of the array reference \(a(i, j)\) is always bounded by \(i-w\) and \(i+w\). By transferring the array based on the function \((i,j) \rightarrow (i, j-i)\), the array \(a\) is mapped into a new array \(a'\) with the elements being repositioned. And the declaration of the array becomes:
\[
a: \text{array}[1..n, -w .. w] \text{ of real};
\]

**Case 2. Changing the physical reference order of the array to improve performance.**
For example, transposing a vectorizable array that has a long array stride but happens to be in a pair of non-interchangeable loops may yield a stride-1 vector. Even if the loop is interchangeable, we still have a case where in a doubly-nested loop we have two references to two arrays for which one has stride-n reference and another has stride-1 reference. By interchanging the loops, we would change one reference into stride-1 and another into stride-n.

The reshaping function can also be compounded with other reshaping functions to change both the view and shape of the array.
For example, for the illustration in case 1, if the array is better transposed (for it to be vectorized or for other purposes) for other parts of the program, the transposing function \((i,j) \rightarrow (j,i)\) can be applied. By applying \((i,j) \rightarrow (j,i)\) to the above example we obtain a combined reshaping function \((i,j) \rightarrow (j-l,i)\), and the array declaration becomes:

\[
 a: \text{array } [-w \ldots w, 1 \ldots n-1] \text{ of real};
\]

![Diagram](image)

**Figure 7.1. Example of reshaping a band matrix.**

**Case 3. Minimizing messages in distributed-memory systems.**

The data communication between processors of distributed-memory systems can be significantly reduced when the sub-array that is used is compacted and copied over. If the sub-array is modified, the part of the array that is modified can be stored back to the original processor by transmitting the results back and expanded into the original array.

For example, suppose array \(a\) is stored in processor \(i\) but used by processor \(j\) in the following loop:

\[
\text{for } i := 0 \ldots P-1 \text{ do (* parallelized loop *)} \\
\text{for } k := 0 \ldots M-1 \text{ do} \\
\quad b[i, k] := a[i-1, 2*k]; \\
\text{end for} \\
\text{end for}
\]

In a distributed-memory system, the reference to array \(a\) will be replaced by a copy of the array \(a\) as shown below:

\[
\text{forall } i := 0 \ldots P-1 \text{ do} \\
\quad \text{local } \text{alloc: array } [0 \ldots M-1] \text{ of real;} \\
\quad \text{if } (i \neq 0) \text{ alloc}[0..M-1] := a[i-1, 0..M-1]; \\
\quad \text{for } k := 0 \ldots M-1 \text{ do} \\
\quad \quad b[i, k] := \text{alloc}[2*k]; \\
\quad \text{end for} \\
\text{end forall}
\]
Then array $a$ has to be sent from processor $i$ to processor $j$. By reshaping $a'$, the copy of the array $a$ in the processor $j$, with the reshaping function $i ightarrow (i/2)$ on the local array $a_l$, the program becomes:

```plaintext
forall i := 0 .. P-1 do
    local $a_l$: array [0 .. M/2] of real;
    if (i ! = 0) $a_l[0..M/2] < (a[i+1, 2*j], j = 0..M/2);
    for k := 0 .. M-1 do
        $b[i, k] := a_l[k];$
    end for
end forall
```

As can be seen in the example, the conversion is done in the sender and the size of the array that is sent through the network is halved and the array subscript computation is also simplified.

Note that this transformation is based on the specific shape and usage of the array; numerical analysts have been doing this by hand for decades. However, this hand optimization usually obscures the clarity of the algorithm and sometimes it also creates difficulties for the compiler in optimizing the program. Having the compiler perform these kinds of optimizations automatically not only eases the burden on the programmers but also makes the optimization easier on the compilers. This point is made even more clear in the following example:

**Case 4. Avoiding obscured algorithms due to optimization.**

Excessive program optimization often leads to obscured algorithms. For example, consider factorizing a band matrix using Gaussian elimination. The following program is a direct coding of the Gaussian elimination with the additional knowledge that array $a$ is a band matrix.

```plaintext
a: array [1..n, 1..n] of real;
for i in 1 .. n-w do
    for j in i+1 .. i+w do
        $a[i][j] := -a[i][j] / a[i,i];$
        for k := i+1 to i+w do
            $a[j,k] := a[j,k] + a[i,j] * a[i,k];$
        end for
    end for
end for
```

For large $n$, most “space” in array $a$ is unused and wasted. In order to save space, a “competent” programmer would implement the above algorithm as follows:

```plaintext
a: array [1..n, -w..w] of real;
for i in 1 .. n-w do
    for j in 1 .. w do
        $a[i+j, i-j] := -a[i+j, i] / a[i,0];$
        for k := 1 to w do
            $a[i+j+k-j] := a[i+j+k-j] + a[i+j, i-j] * a[i,k];$
        end for
    end for
end for
```

Unfortunately, this program is so obscure that most people have to spend quite a bit of time to comprehend the meaning of the subscripts and the program. By examining the above example more carefully, we will find that the second program can be obtained by shifting the loop indices of loop $j$ and $k$ by $i$ and then applying the reshaping function $(m,n) \rightarrow (m,n-i)$ to the first program. This optimization can be obtained by a simple heuristic encoded as rules in the rule base. By letting the compiler optimize the usage of storage, the program can be specified as close to the original algorithm as possible.

† The same effect may be obtained by using other transformations but array reshaping is a more powerful and more general transformation.
Case 5. Array Copying for the Functional Semantic of Forall Loops.

For languages whose parallel loops have functional semantics, copy-arrays may need to be created in each loop instance that uses or updates the array to preserve the copy-in and copy-out semantic [Wang86]. Array reshaping can be used to reshape the local copy-array of the original array for each loop instance. Since memory accesses inside for loops are usually very regular, this means that array reshaping can reduce the size of the copy-array to the minimum. This will guarantee that only the necessary data is copied into the parallel loops. On distributed systems, only the remote array elements that are used by the local processors need to be copied. This minimizes the cost of copying arrays in the implementation of functional FORALL loops and makes it practical.

For example, consider the Jacobi iteration shown in the next program fragment:

```pascal
var
    A, New_A: array [0..N, 0..N] of real;
    pid: integer;

forall i in 1..N-1, j in 1..N-1 do
endforall;
```

Note that this forall loop is usually surrounded by an outer loop that iterates until the solution converges. At the end of the iteration there is code to copy contents of the array New_A into A (or an optimization-minded user might interchange the array New_A with array A to avoid the copying). For shared memory architecture, the array A and New_A can be in global memory, but it is beneficial to create a local copy of the array. The local copies of the array Old_A are block-transferred to the processors before the first iteration and the results are copied back after the last iteration. This model is similar to the distributed-memory model. To execute this program on a distributed-memory machine, one simple decomposition is to partition the arrays into $p^2$ blocks of size $M x M$, where $M = (N+2)/P$. This yields the following program:

```pascal
forall k in 0..P-1, i in 0..P-1 do
    const
        low1 = k*M; low2 = i*M;
        high1 = min(low1+M-1, N+1); high2 = min(low2+M-1, N+1);
    var
        Old_A, New_A: array [low1-1..high1+1, low2-1..high2+1] of real;
        DATAMOVEMENT();
    for i in 1..M, j in 1..M do
    end for
end forall
```

In the above program, the array Old_A is the reshaped array of the original array A that the iteration uses for each process. There is an overlapping area of the array with processors that compute the adjacent blocks. If we only look at the forall loop, the array New_A should be declared as follows:

```pascal
New_A: array [low1..high1, low2..high2] of real;
```

However, since the array Old_A is copied into (or switched with) array New_A, after the forall loop, the boundaries of the array New_A are extended (array reshaping replaced the above declaration by the extended array). Based on the dependence analysis of the original program, the statement DATAMOVEMENT() represents the code to move data into the local processor at the first iteration of the outer loop of the forall loop and moving data from adjacent processors and copying inside the processor in the subsequent iterations. This simple example actually represents a very sophisticated process of program restructuring.

7.3.4. Heuristics for Applying Array Reshaping

How does a compiler recognize opportunities for applying array reshaping? When is array reshaping beneficial? Since array reshaping changes the declaration of the arrays, it is only applicable when all the
expressions involved are resolvable at compile time. In the last section, we listed some opportunities for applying the array reshaping. Here we list some simple heuristics that a parallel compiler can use to decide when to apply array reshaping.

1. If a subscript of an array is a constant for all references of that array inside a task, then the projection can be applied to the array to map the array to a new array with the subscript dropped. Inside loops, the precondition means that the said subscript of all references to the array is loop invariant.

2. If the range of one subscript in all references of the array is a subset of the bounds of that subscript, then the shape of the array can be shrunk by truncation to truncate the bounds of that subscript into the actual range.

3. If a subscript of the array is a multiple of a loop index by an integer, such as $a^* i$, then the array can be compacted by the array-reshaping function $i/a$ in that subscript. This heuristic was used in the last example.

4. If the expression of a subscript appears in another subscript of the array, this expression can be eliminated by array reshaping. For example, for the program in the example in case 4 in the last section, the index of loop $i$ appears in the loop bounds of loops $j$ and $k$. Consequently, array references in the loop that use indices $j$ and $k$ are determined by the value of $i$ implicitly. Just to see the relations more explicitly, we apply the index shifting transformation to the original band matrix factorization program shown in the above example and obtain:

\[
\text{for } i \text{ in } 1 \ldots n-w \text{ do}
\]
\[
\quad \text{for } j \text{ in } 1 \ldots w \text{ do}
\]
\[
\quad \quad a[j+i,i] := -a[i,i] \text{ / } a[i,i];
\]
\[
\quad \quad \text{for } k := 1 \text{ to } w \text{ do}
\]
\[
\quad \quad \quad a[j+i,k+i] := a[j+i,k+i] + a[i+i,i] \text{ * } a[i,k+i];
\]
\[
\quad \text{end for}
\]
\[
\text{end for}
\]

From the above transformed program it is clear that the index $i$ appears in every subscript of every reference. For each loop instance of loop $i$, $i$ is a constant for the loop instance. Therefore, the shape of the array $a$ in the loop instance is:

\[
[i+1..i+w] \times [i] \cup [i] \times [i+1..i+w] \times [i+1..i+w] \cup [i] \times [i+1..i+w] = [i+1..i+w] \times [i+1..i+w].
\]

The shape of all references for $a$ in the loop is $[i+1..i+w] \times [i+1..i+w]$, where $1 \leq i \leq n$. This implies that the array references of $a$ in the loop all fall into a band of width $w$. Our heuristic says that by applying the function $(i,j) \rightarrow (i,j-i)$ to the subscripts of the array reference, the shape becomes $[i+1..i+w] \times [i+1..i+w]$. And for loop $i$, the shape of the array becomes $[1..n] \times [w..-w]$, achieving a reduction of $(n-2w-1)^n$ in space. The second subscript in the new array represents the distance of the element to the diagonal in the original array.

7.3.5. Some Remarks for Array Reshaping

The methodologies that we described in this paper can serve as a starting point for studying array reshaping for program optimization. Array reshaping is a powerful but complicated program transformation technique. It is particularly useful for minimizing data communication cost for architectures that have non-trivial data transmission costs and programs that only utilize parts of the arrays. It can also be used to minimize data storage for machines that have limited memory available (such as the hypercube computers). Since array reshaping has significant effects on data references and communication costs, its usage should be carefully planned to avoid disastrous counter effects. The effects of array reshaping on the performance of the program depend on the architectural features of the target machine and can be estimated by the performance prediction model. This warrants a more thorough study about the potential benefit of array reshaping in optimizing programs for parallel machines, especially when combined with other program transformation techniques.
7.4. Message Consolidation

7.4.1. Introduction

Automatic program generation for distributed memory parallel computers is a very difficult problem and has been largely ignored until recently. Nevertheless, the difficulties in programming distributed memory parallel computers make this problem ever more important as the distributed memory architectures such as nCUBE 2 [NCUBE90], iPSC/2, iPSC/860 [Intel90], and Intel Touchstone, etc. become more powerful and popular. The major issue in programming distributed memory parallel computers lies in the distribution and communication of the data. One approach being followed by several groups is to support a global shared name space at the program level and to automatically generate the communications required for non-local references [CoKe88], [KoeI90], [MeVR89a], [MeVR89b], [RoScWe89], [RoPi90], [RiAn90], [ZiBaGe88]. Although such a distributed shared memory approach provides users with a global memory space and allows them to program distributed memory systems in a style close to shared memory computers, the fundamental problem of reducing the communication and synchronization overhead remains to be solved by the underlying compilers. The techniques we describe in this paper can be used to minimize the communication and synchronization overheads in compilers that support program parallelization or distributed shared memory models.

For distributed memory architectures that use the message-passing paradigm, non-local data references need to be converted into explicit send/receive instructions. The simplest approach is to generate a pair of send/receive statements for each data dependence and utilize a set of control libraries that use message passing for control dependencies. The problem is that message passing is an expensive operation and the communication overhead along with the serialization effects of the send and receive operations might destroy any benefits of parallel execution.

One possible way of reducing the communication cost is to consolidate the messages into longer messages. This technique has been practiced by many parallel programmers in programming distributed parallel computers for a long time, but its use in parallel compilers for the automatic program optimization of distributed parallel computers has come into use only recently. This optimization is currently being studied by several distributed memory compiler research groups are currently studying this optimization in the context of loops [CoKe88], [RoPi90], [GeCm90]. The basic approach followed by these groups is to first spread the iterations of a loop across the processors. Any non-local reference within the iterations is then preceded by a send/receive pair so as to communicate the appropriate data element. Where possible, such communication statements are extracted out of the loop and then "vectorized" into a single communication statement. Thus, instead of each iteration generating its own message, a single message is utilized between any two pairs of processors to exchange the required non-local data. This optimization of messages in loops has been incorporated in some of the above compiler efforts, however, the theoretical foundations and technical details of this approach for general code have not yet been fully investigated.

Consolidating messages has two apparent effects: decreasing message passing overheads and increasing data synchronization delays. Whether two messages can be profitably consolidated depends on the tradeoff between the above two factors and the data dependence. Careless message-merging may slow down the program, generate incorrect results or cause communication deadlocks. In this paper we examine the tradeoff of consolidating messages and present an algorithm for deciding the optimal clustering of the messages.

7.4.2. Foundation of Message Consolidation

In the following discussion, we presume that a compiler has already generated the tasks to be executed asynchronously on a distributed memory machine. In such a situation, each cross-task data dependence gives rise to a data synchronization point so as to ensure the correctness of the concurrent execution. Enforcing these data synchronization points has a high overhead on distributed memory systems because data communication is a very expensive operation on these machines. For example, the cost of sending a 4-byte number to a neighbor on an nCUBE 2 processor costs about 160 microseconds as compared to a floating point multiply which costs only 0.35 microsecond. In order to minimize the overhead of data and control synchronization, the compiler can attempt to merge multiple messages into single longer messages and overlap communication with computation. In other words, a single data synchronization point for multiple data dependence between two tasks is preferred. Unfortunately, merging data synchronization points means delaying the startup time of the data transfer and thus decreases the overlapping of the data transmission of the message with the computation at the receiving processor and thus increases the data synchronization cost. It is therefore necessary to
derive an algorithm that decides when and how data synchronization points can be merged beneficially.

Before we discuss the algorithm for performing such an optimization, it is necessary to examine some theoretical foundations for the approach. In the following discussion, we assume that the architecture supports read, write and test operations. The write statement sends the message, the read statement receives the message, and the test operation checks if the designated message has arrived. We further assume that the write is non-blocking and the read is blocking, that is, the sending processor can proceed with other computation after the message is transferred to the underlying network transport hardware, but the receiving processor will have to wait in the receive statement until the message has arrived.

In the following discussion, we assume that $T_1$ and $T_2$ are two tasks and $\delta$ is a flow or output dependence from statement $S_1$ in $T_1$ to $S_2$ in $T_2$. Let $t(S_1)$ be the execution time of the statements between the first statement in $T_1$ and $S_1$, including that of $S_1$, and $t'(S_2)$ be the execution time of the statements between the first statement in $T_2$ and $S_2$, excluding that of $S_2$. Let $M$ be the size of the data that causes the data dependence, and $\text{trans}(M)$ be the cost of transmitting data of size $M$.

**Lemma 7.1.** The data synchronization delay in the receiving processor caused by the data dependence $\delta$ is given by:

$$delay = \max \left\{ 0, t(S_1) + \text{trans}(M) - t'(S_2) \right\}$$

**Proof:**

The data sent by task $T_1$ will arrive at task $T_2$ at time $t(S_1) + \text{trans}(M)$. As shown in figure 7.1 on the next page, if $t(S_1) + \text{trans}(M) \leq t'(S_2)$ then the data arrives before the statement $S_2$ is reached, so there is no synchronization delay. On the other hand, if $t(S_1) + \text{trans}(M) > t'(S_2)$ then the processor that runs task $T_2$ will have to be idle until the data arrives, so the idle time is $t(S_1) + \text{trans}(M) - t'(S_2)$. Combining the two cases, the synchronization delay caused by the dependence $\delta$ is then

$$delay = \max \left\{ 0, t(S_1) + \text{trans}(M) - t'(S_2) \right\}.$$  

QED.

Conventional data dependence graphs [Wolfe89] have no provision for representing the concept of merging multiple data dependencies in a single synchronization point. Thus, we introduce here a new dependence relation called the data dependence cluster.

**Definition 7.2.** A data dependence cluster, $\Psi$, is a quadruple $(\Omega, \Delta, S_1, S_2)$ where $\Omega$ is a set of data dependencies from task $T_1$ to task $T_2$, $\Delta$ is the union of the data involved in the dependencies in $\Omega$, $S_1$ the last statement in $T_1$ that must be executed before the data can be sent to $T_2$, and $S_2$ is the first statement in $T_2$ where the data involved in the dependencies in $\Omega$ must arrive or the execution of $T_2$ will be blocked.

The data dependence cluster is a generalization of a single data dependence. A data dependence $\delta$ involving the data $d$ from statement $S_1$ to statement $S_2$ defines a data dependence cluster: $(\{\delta\}, \{d\}, S_1, S_2)$. And the effect of this data dependence cluster on the performance of the program is the same as that of the single data dependence.

**Corollary 7.1.** The data synchronization delay for a data dependence cluster that contains one data dependence is the same as the data synchronization delay caused by the dependence.

Many operations can be defined on the data dependence cluster, but here we will discuss only the union (called merge below) operation. We define the union of two data dependence clusters $(\Omega^a, \Delta^a, S_1^a, S_2^a)$ and $(\Omega^b, \Delta^b, S_1^b, S_2^b)$ to be $(\Omega = \Omega^a \cup \Omega^b, \Delta = \Delta^a \cup \Delta^b, S_1, S_2)$, where $S_1$ is $S_1^a$ or $S_1^b$, depending on which statement occurs later lexicographically, and $S_2$ is $S_2^a$ or $S_2^b$, depending on which statement occurs first lexicographically.

**Definition 7.3.** Two data dependence clusters $\Psi^a = (\Omega^a, \Delta^a, S_1^a, S_2^a)$ and $\Psi^b = (\Omega^b, \Delta^b, S_1^b, S_2^b)$ are called mergeable if there is no dependence $\delta$ from statement $S_1$ to $S_2$ such that $S_1$ is between $S_2^a$ and $S_2^b$ in $T_2$ and $S_2$ is between statements $S_1^a$ and $S_1^b$ in $T_1$.

Trying to merge two data dependence clusters that are not mergeable would violate the data dependence by moving the source of a data dependence beyond a statement that depends on it. Furthermore, this would cause the two tasks to deadlock since task $T_1$ would have to wait for data from $T_2$ before it could process the statement $S_k$, and task $T_2$ will have to wait for data from $T_1$ before it can process statement $S_l$. 
The data dependence cluster can be used to guide the code generation for distributed memory architectures. For example, a write statement is generated after statement \( S_1 \) which sends the data in \( S_1 \) and a read statement is generated in front of the statement \( S_2 \) to receive the data. Note that the data dependence clusters have mutually exclusive data dependence sets and form a partition of the data dependencies. A cluster \( \text{Cluster}_1 \) is defined to be \( \prec \) \( \text{Cluster}_2 \) if all statements in \( T_1 \) that are involved in the dependencies in the \( \text{Cluster}_1 \) are before those in \( \text{Cluster}_2 \). This defines a partial order of the clusters. Two clusters are said to be adjacent to each other if there are no clusters between them.

**Lemma 7.2.** Let \( \delta^1 \) and \( \delta^2 \) be two data dependencies from tasks \( T_1 \) to \( T_2 \), where \( \delta^1 \) is from statements \( S_1 \) in \( T_1 \) to \( S_2 \) in \( T_2 \) and \( \delta^2 \) is from statements \( S_3 \) in \( T_1 \) to \( S_4 \) in \( T_2 \). Let \( t(S_i) \) be the execution time of the statement between the first statement in \( T_1 \) and \( S_i \) including that of \( S_i \), and \( t'(S_j) \) be the execution time of the statements between the first statement in \( T_2 \) and \( S_j \), excluding that of \( S_j \). Let \( M' \) be the size of the data that causes the data dependence \( \delta' \), and \( \text{trans}(M') \) be the cost of transmitting the data of size \( M' \). Then, the delay in \( T_2 \) caused by the two data dependencies is the maximum of the two delays. In other words, the delay for task \( T_2 \) is:

\[
\text{delay} = \max \{ t(S_1) + \text{trans}(M') - t'(S_2), t(S_3) + \text{trans}(M') - t'(S_4) \}
\]

(7.2)

**Proof:**

By lemma 7.1, we know that the delay caused by dependence \( \delta^1 \) is

\[
\text{delay}^1 = \max \{ 0, t(S_1) + \text{trans}(M') - t'(S_2) \}
\]

The problem may be divided into two cases based on the order of statements \( S_2 \) and \( S_4 \).

**Case 1:** \( t'(S_2) \leq t'(S_4) \) (as shown in figure 7.2);

Due to the dependence \( \delta^1 \), a delay of \( \text{delay}^1 \) has to be inserted before the statement \( S_2 \); as a result, every statement in task \( T_2 \) after \( S_2 \) is delayed by this amount of time. So the statement \( S_4 \) will be reached at time \( t'(S_4) + \text{delay}^1 \), and by lemma 7.1, the delay caused by the dependence \( \delta^2 \) becomes

\[
\text{delay}^2 = \max \{ 0, t(S_3) + \text{trans}(M') - (t'(S_4) + \text{delay}^1) \}
\]
\[
\begin{align*}
\text{max} &= \max\left\{ 0, (r(S_3) + \text{trans}(M^2) - r(S_4)) - \text{delay}^1 \right\} \\
\text{max} &= \max\left\{ 0, \text{delay}^2 - \text{delay}^1 \right\} 
\end{align*}
\]

Therefore, the delay for both dependencies is given by
\[
\text{delay} = \text{delay}^1 + \text{delay}^2 = \text{delay}^1 + \max\left\{ 0, \text{delay}^2 - \text{delay}^1 \right\} \\
\text{max} = \max\left\{ \text{delay}^1, \text{delay}^2 \right\} 
\]

Case 2: \(r(S_2) > r(S_4)\) (as shown in figure 7.3):

Since the statement \(S_4\) is in front of the statement \(S_2\), \(\text{delay}^2\) has to be inserted before statement \(S_4\) delaying the time statement \(S_2\) gets executed. So the new delay for statement \(S_2\) is:
\[
\begin{align*}
\text{delay}^* &= \max\left\{ 0, r(S_1) + \text{trans}(M^1) - (r(S_2) + \text{delay}^2) \right\} \\
\text{max} &= \max\left\{ 0, (r(S_1) + \text{trans}(M^1) - (r(S_2) - \text{delay}^2) \right\} \\
\text{max} &= \max\left\{ 0, \text{delay}^1 - \text{delay}^2 \right\} 
\end{align*}
\]

This implies that the synchronization delay caused by dependencies \(\delta^1\) and \(\delta^2\) is
\[
\begin{align*}
\text{delay} = \text{delay}^2 + \text{delay}^* = \text{delay}^2 + \max\left\{ 0, \text{delay}^1 - \text{delay}^2 \right\} \\
\text{max} = \max\left\{ \text{delay}^2, \text{delay}^1 \right\} 
\end{align*}
\]

This concludes the proof.

\textbf{QED.}

Note that the case b in figure 7.3 can occur on architectures that support alternative routing when the message size \(M^1\) is very large. For other machines that use fixed routing between two processors, the first message will block the second message so this case is not possible. The lemma still holds because the transmission time for sending the second message will be much longer, thus causing a longer delay.

A direct generalization of the above lemma leads to the following lemma.

\textbf{Lemma 7.3.} When there is more than one data dependence between two tasks, the synchronization delay in task \(T_2\) is determined by the dependence that causes the longest delay. That is, if there are \(n\) data dependencies from tasks \(T_1\) to \(T_2\) where the \(i\)-th dependence \(\delta^i\) is from statements \(S^i_2\) to \(S^i_1\), and the \(i\)-th delay, \(\text{delay}^i\), is caused by \(\delta^i\), then the delay for task \(T_2\) caused by the data dependencies from task \(T_1\) is:
\[
\begin{align*}
\text{delay} &= \max_{i=1}^{n} \left\{ t(S^i_2) + \text{trans}(M^i) - r(S^i_1) \right\} \\
\text{max} &= \max_{i=1}^{n} \left\{ \text{delay}^i \right\} 
\end{align*}
\]

\textbf{Proof:}

The lemma can be proved by induction. The base case is when there are two data dependencies and is proven in lemma 7.2. Assuming that the lemma is true for any \(m\) data dependencies where \(m < n\), we now proceed to prove for the case of \(n\) data dependencies. We also assume that the dependencies are ordered by
Figure 7.3. The synchronization-delay caused by two data dependencies between tasks $T_1$ and $T_2$ (statement $S_2$ is before $S_4$).

the order of the statements in task $T_2$. For the first $n-1$ data dependencies between the two tasks, assume that $delay^k$ is the largest delay in the delays caused by the dependencies; then by the assumption, the combined delay for the first $n-1$ dependencies is $delay^k$. Now consider the dependence $S^n$, the statement $S^n$ is delayed for $delay^k$ by the previous $n-1$ dependencies. The delay for the $n$-th dependence is then:

$$delay^n = \max \left\{ 0, \, t(S^n) + trans(M^n)-(r(S^n)+delay^k) \right\}$$

$$= \max \left\{ 0, \, delay^n - delay^k \right\}$$

So the overall delay of all $n$ data dependencies is

$$delay = delay^k + \max \left\{ 0, \, delay^n - delay^k \right\}$$

$$= \max \left\{ delay^k, \, delay^n \right\}$$

$$= \max \left\{ \max_{i=0}^{n-1} \left\{ delay^i \right\}, \, delay^n \right\}$$
Figure 7.4. The synchronization-delay caused by the two data dependencies between tasks $T_1$ and $T_2$ (statement $S_4$ is before $S_2$).

\[ = \max \left\{ \text{delay} \right\} \]

This completes the proof. QED.

The following formula determines the new delay in task $T_2$ when the first message is merged into the second. The two cases that can occur are depicted in figure 7.4.

**Lemma 7.4.** If the two messages as defined in lemma 7.2 are merged into one, then the synchronization delay for task $T_2$ becomes:

\[
\text{delay} = \max \left\{ 0, t(S_3) + \text{trans}(M^1 + M^2) - \min(t(S_2), t(S_4)) \right\}
\]

**Proof:**

When the first message is merged into the second message, the data dependence from statement $S_1$ to statement $S_2$ is changed into a dependence from statement $S_3$ to statement $S_2$, and the size of the data to be sent from task $T_1$ to task $T_2$ is increased into $M^1 + M^2$. At time $t(S_3) + \text{trans}(M^1 + M^2)$ the message will be available on task $T_2$ so the delay is this time minus the time the first statement involved in the data dependencies is reached which is $\min(t(S_2), t(S_4))$. This proves the formula.
The drawback of merging two messages is that the corresponding statements in task $T_2$ have to wait for the message to arrive, which might increase the data synchronization time.

On most distributed systems, long messages are preferred over short messages since the overhead for message startup is generally very high. The message transmission time $\text{trans}(\cdot)$ is given by:

$$\text{trans}(N, \text{hops}) = \alpha(\text{hops}) + \beta(\text{hops}) \cdot N$$

where $N$ is the size of the message, $\text{hops}$ is the distance between the two processors, $\alpha(\text{hops})$ is the message startup time and $\beta(\text{hops})$ is the unit cost for data transmission.

Below we seek to determine the condition for which two mergeable messages can be profitably merged. Assuming that the same conditions exist as defined in lemma 7.2 and the two message are mergeable, let the delay between the two tasks after the two messages are merged, to be $\text{delay}$. We define $C^m$, the difference in delays before and after merging the messages, to be the difference between the new and the old delays. In other words, $C^m$ is defined to be $\text{delay} - \max\{\text{delay}^1, \text{delay}^2\}$. The two messages can be profitably merged only if $C^m < 0$.

Note that if the original delay between the two tasks, $\max\{\text{delay}^1, \text{delay}^2\}$, is less than or equal to 0, that is there is no delay due to synchronization, then there is no point in merging the two messages.

The next lemma describes how $C^m$ can be computed.

**Lemma 7.5.** If $\max(\text{delay}^1, \text{delay}^2) > 0$ then $C^m$ is given by:
Proof:

By definition $C^m = delay - \max(\text{delay}^1, \text{delay}^2)$.

If $t'(S_4) \geq t'(S_2)$ and $\text{delay}^1 \geq \text{delay}^2$ (as in figure 7.2 case a) then the delay caused by the two data dependencies is $\text{delay}^1$. Since $\text{delay}^1 > 0$, the extra cost of merging the two messages is

$$C^m = (t_2(S_3) + \text{trans}(M^1 + M^2) - t_2(S_4)) - (t_2(S_1) + \text{trans}(M^1) - t_2(S_4))$$

$$= (t_2(S_3) - t_2(S_1)) + (\text{trans}(M^1 + M^2) - \text{trans}(M^1))$$

$$= t_2(S_3) - t_2(S_1) + \beta(hops) \cdot M^2.$$ (7.6)

If $t'(S_4) \geq t'(S_2)$ and $\text{delay}^1 < \text{delay}^2$ (as in figure 7.2 case b) then the delay caused by the two data dependencies is $\text{delay}^2$. Since $\text{delay}^2 > 0$, the extra cost of merging the two messages is then

$$C^m = (t_2(S_3) + \text{trans}(M^1 + M^2) - t_2(S_4)) - (t_2(S_1) + \text{trans}(M^2) - t_2(S_4))$$

$$= (t_2(S_3) - t_2(S_1)) + (\text{trans}(M^1 + M^2) - \text{trans}(M^2))$$

$$= t_2(S_3) - t_2(S_1) + \beta(hops) \cdot M^1.$$ (7.7)

If $t'(S_4) < t'(S_2)$ and $\text{delay}^1 \geq \text{delay}^2$ (as in figure 7.3 case a) then the delay caused by the two data dependencies is $\text{delay}^1$. Since $\text{delay}^1 > 0$, the extra cost of merging the two messages is

$$C^m = (t_2(S_3) + \text{trans}(M^1 + M^2) - t_2(S_4)) - (t_2(S_1) + \text{trans}(M^1) - t_2(S_4))$$

$$= (t_2(S_3) - t_2(S_1)) + (\text{trans}(M^1 + M^2) - \text{trans}(M^1))$$

$$= (t_2(S_3) - t_2(S_1)) - (t_2(S_4) - t_2(S_2)) + \beta(hops) \cdot M^2.$$ (7.8)

If $t'(S_4) < t'(S_2)$ and $\text{delay}^1 < \text{delay}^2$ (as in figure 7.3 case b) then the delay caused by the two data dependencies is $\text{delay}^2$. Since $\text{delay}^2 > 0$, the extra cost of merging the two messages is

$$C^m = (t_2(S_3) + \text{trans}(M^1 + M^2) - t_2(S_4)) - (t_2(S_3) + \text{trans}(M^2) - t_2(S_4))$$

$$= (\text{trans}(M^1 + M^2) - \text{trans}(M^2))$$

$$= \beta(hops) \cdot M^1.$$ (7.9)

QED.

Merging two messages into a single message has two distinct effects:

1. It increases the synchronization delay of the receiving processor that runs task $T_2$ as described in lemma 7.5 by delaying the sender.

2. It decreases the execution time of the processor running task $T_1$ by $C^{\text{send}}$ (overhead of sending a message).

Although there is no clear-cut method for estimating the combined effects on the overall performance of the program, lemma 7.5 can be used as a guideline for deciding when to merge two messages. Messages should be merged only when the overhead for sending a message justifies the extra data synchronization cost caused by delaying the sending of the first data.

Heuristic 7.1. Assuming $C^m$ is the overhead in task $T_2$ for merging the two messages and $C^{\text{send}}$ is the overhead for sending a message then the messages can be merged when the following condition is satisfied:

$$C^m = delay - \max(\text{delay}^1, \text{delay}^2) \leq C^{\text{send}}$$ (7.7)

where $C^m$ is defined in lemma 7.5.
The above heuristic assumes that the delays in different tasks have the same effects on the overall performance of the program. This assumption is again conservative. Although changes in the execution time of any task would affect all tasks that interact with it, more than likely the overhead in task $T_2$ can be masked by overlapping the communication with computation. On the other hand, the saving by eliminating one message communication will directly decrease the execution time of $T_1$.

Based on heuristic 7.1 and lemma 7.5, we can derive a heuristic-guided algorithm for deciding when messages can be profitably merged. The problem of minimizing data synchronization can be defined as a problem of partitioning the data dependencies into data dependence clusters. Initially, we assume that each data dependence forms a data dependence cluster by itself. We then proceed to merge (union) the clusters into larger clusters until the merge is no longer beneficial. This algorithm is applied to each pair of tasks $\{T_1, T_2\}$ that have cross-task dependencies between them.

**Algorithm 7.1.** Message merging.

For each pair of tasks $T_1$ and $T_2$ with data dependence from $T_1$ to $T_2$ do:

1. Initialize each data dependence to form a data dependence cluster of its own.
2. For each data dependence cluster pair $(\Psi^i, \Psi^j)$ do:
   - If $\Psi^i$ and $\Psi^j$ are mergeable then:
     - Calculate $C^m$, the cost of merging $\Psi^i$ and its adjacent data dependence cluster $\Psi^j$, and set $B^{i,j} = C^{\text{merg}} - C^m$
   - else:
     - Set $B^{i,j}$ to be $-\infty$.
   end if
3. Sort the pair of data dependence clusters $(\Psi^i, \Psi^j)$ in a heap based on $B^{i,j}$
4. While the minimum $B$ over all pairs of data dependence clusters is positive do:
   - Merge $\Psi^i$ and $\Psi^j$ into $\Psi^r$.
   - Recompute the value $B^{i,j}$ for all $\Psi^i$ and adjust the heap.
end while.

**END.**

This algorithm has the complexity of $O(n^2 \log(n))$ where $n$ is the number of cross-task data dependencies. This is because in step 2 the cost calculation was repeated $(n-1)^2$ times. In step 3, the cost of sorting $n^2$ numbers is $O(n^2 \log(n))$. There will be at most $n-1$ merges in step 4. So the overall complexity is $O(n^2 \log(n))$.

One can improve the above algorithm by applying a heuristic that merges only adjacent data dependence clusters. This heuristic makes good sense, because the synchronization delay in $T_2$ is directly proportional to the distance between statements $s_s$ and $s_i$.

**Algorithm 7.2.** Message merging (merge only adjacent dependencies).

For each pair of tasks $T_1$ and $T_2$ that have data dependence from $T_1$ to $T_2$ do:

1. Initialize each data dependence to form a data dependence cluster of its own.
2. For each data dependence cluster $\Psi^i$ do:
   - Calculate $C^m$, the cost of merging $\Psi^i$ and its adjacent data dependence cluster $\Psi^{i+1}$ (if they are mergeable) and set $B^i = C^{\text{merg}} - C^m$
end for
3. Sort the data dependence clusters in a heap based on $B^i$
4. While the minimum $B$ over all data dependence clusters is positive do:
   - Merge $\Psi^i$ and its adjacent data dependence cluster $\Psi^{i+1}$ into $\Psi^r$.
   - Compute the value $B^r$ for $\Psi^r$ and adjust the heap.
end while.

**END.**
Lemma 7.6. The complexity of the algorithm 7.2 is $O(n \log(n))$, where $n$ is the number of cross-task dependencies.

Proof

Initially there are $n$ dependence clusters, and after each merge there is one less data dependence cluster. So in the worst case, the algorithm can execute the while loop at step 4 at most $n-1$ times. In step 3 sorting $n$ numbers takes $O(n \log(n))$. Thus the overall complexity of the algorithm is $O(n \log(n))$.

QED.

Note that if we omit the sorting in step 3 in algorithm 7.2 and merge the data dependence clusters $\Psi_i$ and $\Psi_i+1$ if $B_i$ is positive, then, the algorithm 7.2 is linear. The drawback of this heuristics is that we lose the optimality claim of algorithm 7.1 when speeding up the algorithm.

When loops are parallelized, it is usually done by blocking the loops into a parallel loop and a sequential inner loop. The non-local data references inside the sequential loop often define a very regular pattern of accesses. Thus the message consolidation algorithm can take advantage of this regularity and does not need to unroll the loop to consolidate the messages. Instead, the algorithm can work on the statements inside the loop as well as statements at the end of the statement blocks by assuming that the loop wraps around once. The results can then be generalized to all loop instances. This implies that the complexity of the algorithm for parallel loops is the number of cross-task data dependencies in the inner-loops.

Statement reordering can be used to move the definition of the data that is the source of a cross-task dependence to as early in the code as possible and move the use of the cross-task data to as late as possible. This has the effect of minimizing the synchronization delay.

The transformation array reshaping that we discussed in section 7.3 can be used to condense the size of the data to be moved across the network to further decrease the data transmission time. The dependence graph is adjusted so that the data references in the receiving task depend on the local variables that hold the arriving messages instead of the original variables. This keeps the dependence graph in a consistent state.

7.4.3. Summary

The major problems in parallelizing sequential programs for distributed memory parallel computers lie in distributing data into local memories and converting data dependencies into messages. In this paper, we have discussed the problem of reducing cost of data synchronization by consolidating data dependencies and thus the corresponding messages. We introduced a special kind of data dependence called the data dependence cluster. The data dependence clusters represent the generalized data dependence relations for programs under the message-passing paradigm. We analyzed performance of merging data dependence clusters and messages based on the estimated parallel execution time of the program. The message consolidation techniques introduced in this paper can reduce the communication overhead for parallel computers significantly when they are applied appropriately. The algorithm for message consolidation that we have presented here utilizes a heuristic-guided performance prediction model (see chapter 6) to decide whether two messages can be beneficially merged. The algorithm is optimal in the sense that it minimizes the performance predicted by the model.

7.5. Algorithm Substitution and Fine-Tuning with Pre-Optimized Algorithms

Some widely used numerical algorithms have been explored extensively on different multiprocessor systems. The optimizations of these algorithms often involve fundamental algorithm changes in order to utilize the special parallelism features provided by the target machines. Some of the techniques and heuristics of modifying these algorithms are problem-dependent and are applicable only for some particular problems and architectures. The importance of these algorithms makes optimizing them important, but one does not want to add the specific heuristics and techniques used in optimizing them into the knowledge base unless they can be used by other problems. One solution to this problem is to include the pre-optimized algorithms for these kinds of problems in the knowledge base of the system. When a program matches the pattern of a pre-optimized algorithm, rather than performing a series of transformations, the algorithm of the program is replaced by the pre-optimized version.
Some of the pre-optimized algorithms can actually be achieved by a series of basic transformations. In these cases, the use of transformations or pre-optimized algorithms is debatable. The pre-optimized algorithms eliminate the lengthy intermediate transformations. Once the pattern is recognized, the system can directly substitute the parameters of the algorithm to translate the program into the desired forms. Also, pre-optimized algorithms can achieve optimal results for the particular problems that might well be beyond the ability of the transformation system. Using pre-optimized algorithms helps to cut down the size of the rules applied to general problems, because those heuristics that are only applicable to the special pre-optimized algorithms need not be included. On the other hand, the pre-optimized algorithms increase the size of the knowledge base, and the pattern recognition test for a pre-optimized algorithm adds penalties to all problems that may not be related to the algorithm at all.

The choice between fine grain heuristic-directed transformations and the pattern-directed pre-optimized algorithms relies solely on the state of the art decisions of the system engineers. Our approach is that heuristics that are only applicable to very limited classes of applications are not included, and pre-optimized algorithms are only used for problems that cannot be optimized by the general heuristics and transformations.

Due to the nature of this approach, we will explain the ideas through an example. The example we consider here is the array accumulation problem. This is an interesting problem because the program is simple but it contains data dependencies and memory accesses that may serialize the computation. This example allows us to illustrate the heuristics of selecting and fine-tuning the pre-optimized algorithms as well as their applicability. It also shows the importance of the resolution of memory contentions. The following is the general form of the array accumulation problems.

\[
\text{var } a : \text{array [1..B] of integer;}
\text{for } i \text{ in } 1 \ldots N \text{ do}
\quad a[f(i)] += g(i);
\text{end for}
\]

In the above program, \(f\) is a function that maps the range of the loop index to the range of index of array \(a\). For the sake of simplicity, we assume that the accumulation statement is enclosed in a single loop. In more general cases, the accumulation statement may be nested in multiple loops or the array may be a multi-dimensional array.

If the index function \(f\) is a one-to-one function, then \(f\) is a permutation on a subset of interval \([1, B]\). In this case, values of \(g(i)\) are accumulated into distinct elements of array \(a\). When this program is run on a multiprocessor system, no two processors will update the same memory cell at the same time. However, memory/bus contention problems may still exist because of the limit of bus or network bandwidth, but memory locks are not needed.

For machines with \(P\) processing units, one trivial approach is to divide the program into \(P\) equal sized tasks and run them on the \(P\) processors as shown below.

\[
\text{var } a : \text{array [1..B] of integer;}
\text{forall } i \text{ in } 1 \ldots P \text{ do}
\quad \text{var } s : \text{integer;}
\quad s := N / P;
\quad \text{forall } j \text{ in } (i-1) \ast s \ldots i \ast s - 1 \text{ do}
\quad \quad a[f(i)] += g(i);
\quad \text{end forall;}
\]

For this approach, no pre-optimized algorithm is needed but the speed-up may not be impressive because the efficiency of the approach depends on the values of the index function \(f\), the memory and bus bandwidths as well as the degree of memory interleaving. If more information about the index function is available, then better optimizations are possible.

For example, if the index function is a linear function with respect to the loop indices and the right hand side of the assignment takes about the same amount of time to be processed for all loop instances, then the memory updates may be regulated by updating the memory according to the memory interleaving. This can be accomplished by “index shifting” to shift the index function such that the memory update requests are evenly distributed to all the memory modules. This approach might be the fastest that we can achieve on some
particular machines since the memory updates are processed at their maximum extent.

If \( f \) is a constant function then the values of \( g(i) \) are accumulated at the same memory cell \( a[C] \), where \( C = f(i) \). In this case, the problem is called a one bin accumulation problem. If this program is to be executed on a multiprocessor computer with \( P \) processors, each instance of the loop will have to compete to update the same memory cell \( a[C] \). On machines with a combining network that supports the "fetch and add" operations such as the NYU Ultracomputer [Schw80], the accumulation requests can be combined in the network as the requests are routed to the memory. When the requests arrive at the memory module, there will be only one combined memory update request remaining; thus no memory lock is needed. The function call \( \text{barrier()} \) synchronizes the processors and guarantees that each processor starts the next operation at the same time which is essential for the coordination of the "fetch and add" operations.

\[
\text{var } a : \text{array}[1..B] \text{ of integer;}
\]
\[
\text{forall } i \text{ in } 1..P \text{ do}
\]
\[
\text{var } s : \text{integer;}
\]
\[
\text{index, value: integer;}
\]
\[
s := N / P;
\]
\[
\text{for } j \text{ in } (i-1) \cdot s .. i \cdot s - 1 \text{ do}
\]
\[
\text{index } = f(i);
\]
\[
\text{value } = g(i);
\]
\[
\text{barrier();}
\]
\[
\text{fetch_and_add(a[index], value);}
\]
\[
\text{end for}
\]
\[
\text{end forall}
\]

For machines without a combining network and a "fetch-and-add" operation capability, mutually exclusive accesses to \( a[C] \) need to be enforced to avoid memory update conflicts. This might serialize the memory updates and lose all the parallelism of the machine. One possible solution is to block the loop into \( P \) chunks and allocate them to \( P \) processors; each processor accumulates the values of \( g(i) \) in a local counter. These counters are summed up through a tree-sum algorithm after all processors finish their local accumulations. Only one synchronization is needed before the tree-sum operation is started.

\[
\text{var } a : \text{array}[1..B] \text{ of integer;}
\]
\[
\text{private } : \text{array}[1..P] \text{ of integer;}
\]
\[
\text{forall } i \text{ in } 1..P \text{ do}
\]
\[
\text{var } s : \text{integer;}
\]
\[
s := N / P;
\]
\[
\text{private[i] } := 0;
\]
\[
\text{for } j \text{ in } (i-1) \cdot s .. i \cdot s - 1 \text{ do}
\]
\[
\text{private[i] } += g(j);
\]
\[
\text{end for}
\]
\[
\text{end forall}
\]
\[
\text{barrier();}
\]
\[
a[f(i)] := \text{tree_sum(private[*])};
\]

If the expression \( g(i) \) contains no function calls then the private accumulations can be computed in \( N/P \) cycles and the tree-sum operation can be computed in \( O(\log P) \) cycles.

If the function \( f \) is neither a constant function nor a one-to-one function, this problem is called a \textit{multiple bins accumulation problem} because the values of \( g(i) \) are accumulated into many elements of array \( a \) simultaneously. A significant number of synchronizations are needed because of the unpredictability of the values of the function \( f(i) \). Processors may compete to update any of the array elements at any instance, so memory locks need to be placed on all elements of the array \( a \) to guard correct memory updates.

All three kinds of array accumulation problems are common in practical applications. One particularly interesting example of these is the image processing algorithm called "histogramming." The histogramming problem is a special case of the multiple bins accumulation problem whose index function is array reference. In image processing, a picture frame is represented by a two dimensional array of points called \textit{pixels}. Each \textit{pixel} has a small value between \( 0..(b-1) \) (typically an 8-bit number) that represents the grey scale value.
or the color RGB value of the point. The histogramming involves keeping track of the occurrence of each grey scale value in the picture.

Throughout this section, the multiple bins accumulation problem is used to demonstrate the general ideas, but at times when more detailed illustration is needed the histogramming problem will be used.

The multiple bins problem can be detected by the system by matching the program with the general form of the multiple bin described above. If the index function \( f \) involves only loops indices, then the system can detect the type of the problem at hand by applying array subscript tests. However, when there are variables other than the loop indices involved, determining whether the index function is a constant function or a one-to-one function may not be trivial for the system. For example, the index may be an array reference whose \( i \)-th element has value \( i \). Although the user may know that the index function is an identity function, the system will not be able to determine this fact simply by the static analysis. In these cases, the system will have to rely on the user interaction to provide help. If the subscript test fails and the user cannot provide help, the more complicated multiple bin problem is assumed.

When a multiple bins accumulation problem is recognized by the system, pre-optimized algorithms for this problem are considered. When there is no pre-optimized version for the target architecture, the computational model needs to be analyzed to see if any pre-optimized version can be applied to the target architecture. Heuristics are also considered in fine-tuning the pre-optimized algorithm to match with the target machine.

For machines that support combining networks and "fetch and add" operations, the accumulation operations in the multiple bins accumulation problem can be translated into "fetch and add" operations. If we divide the program into \( P \) tasks by loop blocking and run the tasks by \( P \) processors, there will be at most \( P \) "fetch and add" requests for the same memory location at each cycle. Requests that have the same destinations are combined in the network and merged into one request when arriving at the memory cell. The "fetch and add" operations eliminate the need for memory locks so the overall performance of the algorithm will be improved. However, the speed-up of this approach may not be significant, because there may be many memory cells to reference in the same operation cycle. Depending on the reference patterns, the memory update requests may pile up in the network and memory modules may thus cause network saturation.

The two-phase private counters approach we used in the one-bin accumulation problem can be extended to solve the multiple bins accumulation problem on multiprocessor machines that have several memory modules. During the first phase, an array of private accumulation counters is created for each processor that executes the program. Each processor gets a share of the job and updates the private counters independently. In the second phase, these private counters are summed up either by tree-sum or other available parallel summation algorithms.

The memory updates of \( a[f(indices)] \) in the original program are irregular and unpredictable. In the first phase of the two-phase approach, the memory access pattern of \( private_a \) is unpredictable. But, since each processor exclusively owns its private counters, the private counters can be updated simultaneously and independently. One possible problem is that when the machine has a small cache, the irregular updates of the array \( private_a \) may produce a high cache miss ratio. However, in most problems, the private counters are fairly small. For example, the private counter array in the histogramming problem is of size \( 2^{\ast}b \). When \( b \) is equal to 8, the size of the private counter array is 256 so the entire array can reside in the cache throughout phase 1.

On the other hand, the memory update pattern in phase 2 is very regular. Very few synchronizations are needed. Processors can cooperate to sum up the private counters. On most machines, the pre-defined tree-sum algorithm will provide a reasonably good speed-up.

Note that this approach of introducing private counters and dividing the memory accesses into two phases is based on the expertise about this particular array accumulation problem and may not be applicable to other problems. Therefore, the pre-optimized algorithm is used. The pre-optimized algorithm did not specify where the private accumulation counters should be allocated because this problem falls into the category of the array allocation problem and the general heuristics about array allocation can be used to decide how the private counters should be allocated. In general, not all the details in pre-optimized algorithms need to be implemented because some of them are covered by general heuristics. As a result, some of the variations of the pre-optimized algorithm can be left undetermined until the actual program is substituted. The unspecified part can then be obtained by applying the general transformations.
\[\text{var } a : \text{array}[1..B] \text{ of int}\]
\[\text{private}_a : \text{array}[1..P, 1..B] \text{ of integer};\]
\[s : \text{integer};\]
\[s := N / P;\]
\[\text{forall } i \text{ in } 1 .. P \text{ do}\]
\[\text{for } j \text{ in } (i-1) \times s .. i \times s - 1 \text{ do}\]
\[\text{private}_a[i, f(j)] += g(j);\]
\[\text{end forall;}\]
\[\text{end forall;}\]
\[\text{barrier();}\]
\[\text{forall } j \text{ in } 1 .. B \text{ do}\]
\[a[j] := \text{tree_sum}(\text{private}_a[*], j);\]
\[\text{end forall;}\]

This approach should cut down the number of pre-optimized algorithms that the system needs to store. The implementation of the function \(\text{tree_sum()}\) may vary from machine to machine. For machines that have combined networks, the summations can be accomplished by merging the "fetch and add" requests in the network. In this case, the last loop that performs the tree-sum can be translated into:

\[\text{forall } i \text{ in } 1 .. P \text{ do}\]
\[\text{for } j \text{ in } 1 .. B \text{ do}\]
\[\text{fetch_and_add}(a[j], \text{private}_a[i, j]);\]
\[\text{end forall;}\]
\[\text{end forall;}\]

At each cycle, the \(P\) processes will generate \(P\) "fetch and add" requests to the same memory location. These requests are combined in the network and merged into one request when arriving at the memory. Since each processor accesses the same memory location at the same cycle, no hot spot network saturation problem will ever occur. This last statement will be valid only when all the processors are homogeneous and the system provides a barrier synchronization routine that can start all processors at the same time.

On other machines that do not support "fetch and add" operations, the tree-sum operations can be handled by simulating the binary tree network. We can parallelize the outermost loop by synchronizing the memory accesses of the tree-sum operations.

\[\text{for pid in } P \ldots 1 \text{ step -1 do}\]
\[\text{local } \text{private}_a : \text{array}[1..P, 1..B] \text{ of integer;}\]
\[\text{forall } i \text{ in } 1 .. B \text{ do}\]
\[\text{if } (\text{pid} == 1) \text{ then}\]
\[a[i] := \text{private}_a[\text{pid}, i] + \text{private}_a[\text{pid} \times 2, i] + \text{private}_a[\text{pid} \times 2 + 1, i];\]
\[\text{else if } (\text{pid} <= P / 2) \text{ then } ^* \text{ is not a leaf } ^*\]
\[\text{private}_a[\text{pid}, i] += \text{private}_a[\text{pid} \times 2, i] + \text{private}_a[\text{pid} \times 2 + 1, i];\]
\[\text{end if}\]
\[\text{end for}\]
\[\text{end for}\]

In the above program, there are two pairs of dependencies from \(\text{private}_a[\text{pid} \times 2, i]\) and \(\text{private}_a[\text{pid} \times 2 + 1, i]\) to \(\text{private}_a[\text{pid}, i]\). These dependencies correspond to the inherent characteristic of the tree operations, and the operations in the intermediate nodes of the tree cannot be executed until the children of the node finish the computations. If the array \(\text{private}_a\) is allocated in the shared memory, then semaphores need to be inserted to enforce the order of the tree computations.
Var syn: array[1..P] of semaphore;
forall pid in P .. 1 step -1 do
  local private_a: array[1..P, 1..B] of integer;
  for i in 1 .. B do
    if (pid == 1) then
      a[i] := private_a[pid,i] + private_a[pid*2,i] + private_a[pid*2+1,i];
    else
      if (pid <= P / 2) then /* is not a leaf */
        wait(syn[pid*2]); wait(syn[pid*2+1]);
        private_a[pid,i] += private_a[pid*2,i] + private_a[pid*2+1,i];
      end if;
      signal(syn[pid/2]);
    end if;
  end for;
end forall;

Here signal() and wait() are primitives for synchronization. If the array private_a is in the local memory, then the values can be passed to other processors by either copying them to shared memory with synchronization locks or sending them through the inter-processor communication channels.

For a non-shared memory machine like Pringle, the "tree-sum" operations are pipelined through a tree configuration of the machine. The switches in the network are configured such that the processor with processor id pid is connected to its parent whose id is pid/2 and its two children whose processor ids are pid*2 and pid*2+1. The processor with processor id 1 is the root of the tree. The synchronization and the buffers are hidden in the implementation of the channel variables on the machine.

The pipelined tree-sum algorithm can be executed in time C * logP * B where C is a small constant.

for i in 1 .. B do
  if (is_leaf(pid)) then
    CH_parent <- private_a[pid,i];
  else
    l <- CH_l_child; r <- CH_r_child
    CH_parent <- l + r + private_a[pid,i];
  end if;
end for;

The unpredictable memory access pattern in these kinds of programs causes loop optimization techniques to be ineffective no matter how the control structure is modified. In this example, creating private accumulation counters regulates the memory update patterns and eliminates the need for memory locking. The tradeoff is that more memory cells and computing cycles are used to store and sum up the private counters. These costs are constant with respect to the number of processors P and the size, B, of the array a. Also, these costs may be compensated for by minimizing synchronization and resolving memory contentions.

For problems like the histogramming program, the memory accesses pattern is highly data dependent. There is no easy way for the compiler to tell whether the extra cost of manipulating the private bins justifies the synchronization costs it saves. Heuristics are used in deciding whether pre-optimized algorithms are suitable and beneficial. Use of the heuristics also allows the compiler to be more aggressive in parallelizing the program.

7.5.1. Summary

In this section, the use of pre-optimized algorithms is demonstrated; variations of the algorithm are used for different architecture configurations. The choice of the variations in implementation is determined by a set of rules based on the computational model. After the algorithm substitution, basic transformations are applied to match the algorithm with the computational model better.

A pre-optimized algorithm may use other pre-defined algorithms. For example, the two-phase approach in solving the multiple-bin accumulation problem uses the pre-optimized pipelined tree-sum algorithm. The actual implementation of the tree-sum operation is based on the computational model.
The pre-optimized algorithms differ from the fine grain heuristics in the abstract level of the knowledge: the pre-optimized algorithms are pre-packed special purpose heuristics which are only suitable for the particular problem they are designed for. Better optimizations may be achieved because the pre-optimized code has been optimized extensively for the particular target machine. The fine-tuning process we described above can be used to utilize previously optimized code even though the target machine may not completely match the architecture for which the program is optimized.
CHAPTER 8
IMPLEMENTATION AND EXPERIMENTAL RESULTS

In this chapter we describe an implementation of an intelligent parallel programming environment designed to demonstrate the ideas we have proposed in this thesis. Some experimental results are also presented.

8.1. An Experimental Intelligent Parallel Programming Environment

In this experiment, we constructed a prototype intelligent parallel programming environment, called IntelliiCompiler. IntelliiCompiler incorporates some new concepts and distinct features:

1. No pre-selected program transformation sequences are assumed; rather, the program optimization unit analyzes features of the program and the target machine and utilizes heuristics in the knowledge base to choose the program transformation sequences dynamically.

2. When there are factors that cannot be resolved by the static analysis, multiple paths of control flow are evaluated. If differences in performance are significant among different control flows, run-time tests are generated to decide the best control flow at run-time.

3. The systems provide support for representing features and knowledge of the architectures and programs explicitly.

4. A performance prediction unit is incorporated in the decision-making process to estimate the effects of the transformation.

5. The system supports various interaction and optimization degrees and is designed to incorporate self-learning modules and to accommodate different architectures.

8.1.1. The System Architecture

The major components of the parallel programming environment include:

- Multiple front-ends for different programming languages.
- Multiple back-ends.
- An intelligent program optimization system.
- A machine knowledge manipulation system.
- A user interface.

8.1.1.1. The Front-Ends and the Back-Ends to the Programming Environment

Currently, front-ends to the system include parsers and program dependence graph generators for Blaze, C, and Fortran. All front-ends generate BLAZE program dependence graphs as the input to the intelligent program optimization system; this allows the latter to be language independent. The BLAZE program dependence graphs are generated by the program dependence graph generator in the front-ends.

The back-ends of the system include unparsers that generate high-level programming languages for Blaze, E-Blaze, C, Fortran, and EPEX-C programs and code generators for Sequens and Suns.

† The Blaze front-end was built with contributions from the following individuals: P. Mehrata, X. Wang, C. Koelbel, G. Shannon, and K. Miller. The C and Fortran front-ends were developed by D. Gannon and his students at Indiana University.

‡ The Blaze program dependence graph generator is written by K. Wang and C. Koelbel.

§ The Blaze and E-Blaze unparsers were written by K. Wang. The C and Fortran unparsers were written by D. Gannon.
8.1.1.2. The Machine Knowledge Manipulation System

The machine knowledge manipulation system, as discussed in chapter 5, uses an object-oriented knowledge representation scheme and is equipped with an inference engine to perform reasoning on the features of the machines. Not all features of the machine need to be specified by the system programmer. Based on some basic features, the system runs a test program to collect some machine-dependent features (such as the size and magnitude of floating points, unit time for floating point operations, and memory reference costs) or language-dependent features (such as overheads for loops, array address calculations, and procedure calls). Some features may be derived by the inference engine of the system based on the existing knowledge of similar architectures. The machine knowledge manipulation system supports three different modes:

Figure 8.1. The structure of the parallel programming environment.
• **Query mode.** This is the usual interface to the programming environment. Given a name (or alias) of a target machine, the system returns a list of the features currently known about the machine.

• **Knowledge update mode.** This starts an interactive session to install new machines, new features of a known machine, or modify the existing knowledge.

• **Inference mode.** This starts an interactive session with an interface to the SQL database. Its reasoning capability allows the user to compare relations between features of the machines.

### 8.1.1.3. The Intelligent Program Optimization System

The structure of the intelligent program optimization system includes a machine feature interface, a program feature analyzer, a program transformation system, an intelligent program restructuring control system, a learning interface module, and a user interface module. A figure of the program optimization system is shown in figure 8.2.

![Figure 8.2. The structure of the intelligent program optimization system.](image)

The machine feature interface stores the information generated by the machine knowledge manipulation system. It also acts as the interface between the program optimization system and the machine knowledge manipulation system. The system can use the interface to query the machine knowledge manipulation system for properties or relationships of machine features.

The program feature analyzer abstracts the features of the program based on the program dependence graph. Examples of such information include whether the program fragment matches a known algorithm (that has been previously optimized), which arrays are most critical from the point of optimization, whether the program has cross task dependence, etc.
The program transformation system contains various program transformation techniques. The transformations are organized into groups based on the objectives of the program-restructuring process (as discussed in chapter 4). Each program transformation is a module that consists of the knowledge and procedures for testing the applicability of the transformation, detecting opportunities for applying the transformation, evaluating effects of the transformation on the program, deciding the parameters of the transformation, and carrying out the transformation (by modifying the program dependence graph).

Table 8.1 shows the list of program transformations that are implemented and have heuristics for utilizing them encoded in the knowledge base of the system.

Table 8.1. List of the program transformations that are currently implemented in the system.

<table>
<thead>
<tr>
<th>Name</th>
<th>GO</th>
<th>VC</th>
<th>TC</th>
<th>PA</th>
<th>MU</th>
<th>AT</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statement reordering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statement splitting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forward substitution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop blocking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop interchanging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop merging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop distribution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop unrolling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Index shifting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vectorization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle shrinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array block transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array copying</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array reshaping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array localization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message consolidation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run-time scheduling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do-across scheduling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The abbreviations used in the above figure are explained in the following table.

Abbrev. | Subgoal                      | Abbrev. | Subgoal
--------|------------------------------|---------|------------------
EI      | Enable other Transformation  | GO      | General Optimization
MS      | Minimizing Synchronization   | TC      | Task Creation
MU      | Memory Utilization           | VC      | Vectorization
PA      | Processor Allocation         |         |
current program on the target machine to aid the decision-making process. Different sets of evaluation functions can be used in different stages and parts of the program optimization process based on the available resources and the optimization degree. The details of the performance prediction system are described in chapter 6.

8.1.1.5. The User Interface

The user interface module contains a Blaze/Kali unpaser, a textual user interface, an X Window user interface, and a program dependence graph sketcher. The dependence graph sketcher and the Blaze unpaser are used to show intermediate states of the optimized program in graphic and textual forms. The graphic sketcher can display the program dependence graph on workstations that support the X Window system or print hard copies of the program dependence graphs. The unpaser translates the program dependence graph of the program being optimized into user-understandable Blaze-like code. Both tools are intended for users who want to have a high degree of interaction to control the program restructuring process. It also helps the user to understand the reasons behind the decision-making process of the system.

The system uses the UNIX socket-primitives to communicate with the Prolog process which is running in the background. The communication between the program optimization system and the front-end is through UNIX files in the form of BLAZE program dependence graphs.

The text user-interface is based on a Prolog library that we developed for building a general text-based user-interface for Prolog programs. The Prolog library supports cursor movements and screen updates, dynamic menu-action selection mechanism, explanation and help utilities. The cursor movements and screen updates allow the menu selection to be used on dumb terminals. It provides full support for utilizing the terminal capability by consulting the terminal capability database. The dynamic menu (with actions associated with the entries) is a versatile text-driven menu mechanism for interactive control of the system. Items or actions

![IntelliCompiler](image)

Figure 8.3. The text and graphic form of the dependence graph generated by the Blaze unpaser and the Blaze dependence graph sketcher.
of the menu can be modified with other built-in menus or created at run time. A caching scheme in the ExpShell (described below) supports dynamic loading of the menu so that menus can be loaded at run time dynamically.

8.1.1.6. The Structure of the System

The entire program restructuring system is implemented on top of a hierarchy of expert system tools. These tools include a hier-blackboard system, an expert system shell called ExpShell, and a C-Prolog interpreter which runs on the UNIX† operating system. The architecture of the underlying system is shown in the following figure.

![Diagram of the underlying systems for the program restructuring system.]

The hier-blackboard system was described in detail in chapter 4.

The ExpShell was built for the implementation of the intelligent programming environment, but it was carefully designed so that it can be used to construct other expert systems by simply supplying it with appropriate domain knowledge. The ExpShell library contains utilities for supporting unification and inference, list manipulation, interface to the UNIX operation system, input/output and cursor movement control, dynamic menu manipulation, user interface, knowledge manipulation and installation, rule caching, and Prolog program analysis and debugging. The system debugging tool can discover errors where undefined functions are called. It also warns about the following potential problems: finding a vector that appears only once in a predicate (possibly due to a misspelled name), two functions with the same name (same or different number of arguments) but which have other functions defined in between (misspelled name or poor choice of names), a function whose predicates appear in two or more files, and asserting a function that is also defined in a file. The debugger also builds up a cross reference map of the predicates, so that optimization and reference checks can be done.

Table 8.2 shows the size of each of the components of the program restructuring system.

8.2. Examples and Experiments

8.2.1. Remarks about the Experiments

Before we discuss the experimental results, we would like to address several controversial issues. First, what are "hard" problems and what are "simple" problems for parallel compilers? Programs that a compiler faces can be roughly divided into two groups: programs with few data dependencies and programs with

† UNIX is a trademark of Bell Laboratories.
Table 8.2. Sizes of components of the intelligent program restructuring system.

<table>
<thead>
<tr>
<th>Component</th>
<th>Language</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front-End &amp; back-end</td>
<td>C</td>
<td>18019</td>
</tr>
<tr>
<td>ExpShell</td>
<td>Prolog</td>
<td>3198</td>
</tr>
<tr>
<td>Library for ExpShell</td>
<td>Prolog</td>
<td>2543</td>
</tr>
<tr>
<td>Hier-Blackboard</td>
<td>Prolog</td>
<td>1612</td>
</tr>
<tr>
<td>Machine knowledge manipulation</td>
<td>Prolog</td>
<td>2097</td>
</tr>
<tr>
<td>Program transformation system</td>
<td>Prolog</td>
<td>4377</td>
</tr>
<tr>
<td>Performance prediction</td>
<td>Prolog</td>
<td>2162</td>
</tr>
<tr>
<td>Intelligent program restructuring</td>
<td>Prolog</td>
<td>2353</td>
</tr>
<tr>
<td>User interface</td>
<td>C/Prolog</td>
<td>2058</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>38419</td>
</tr>
</tbody>
</table>

many dependence relations. The former is normally considered to be simple because there is more parallelism presented in the program. The matrix-vector multiplication example shown in section 3.1 demonstrates that this task is not necessarily as easy as many people would like to believe. The decision trees for such programs tend to be large since there are many possible alternatives at each stage. The task of the compiler is to pick the most plausible solution path efficiently. This task is important because the performance of a program on an architecture depends not only on the degree of parallelism inherent in the program but also on the match between the program and the architecture.

On the other hand, programs with many dependence relations are often considered to be “hard,” since good speedup is usually difficult to obtain for these programs. We noted that if the goal of the compiler is to find the best path among the applicable program transformations for the given program, the complexity of the decision making is actually simpler for programs with more data dependencies than those with few. We are not claiming that this kind of problem is easy. Really difficult problems to the compilers are the programs for which some critical information cannot be easily guessed by the compilers.

For the above reasons, we pick two problems to demonstrate our ideas. The first example is the matrix-vector multiply example that we described in chapter 3. It is used here to show the complex decision-making process and the power of the system. The second example is an LU-factorization problem which has constructs that are inherently sequential, and as such it is difficult to parallelize for distributed machines. We will show how our system parallelized it to obtain some satisfactory results.

Another issue is that the results we show below only demonstrate the quality of the implementation of the framework. An important question is “what are the advantages of our framework over existing models?” Clearly, the same heuristics may be encoded in other systems to produce similar results. What cannot be shown in the experimental data is even more important to us. First, our framework allows us to implement multiple target parallel compilers; the system knowledge can be reused and transferred between different target machines. For example, all heuristics that we used in the second example below except those that are related to message passing and array distribution are collected from our experience on the shared-memory machines. They are transferred over and reused without reprogramming because the heuristics are encoded based on the machine features. Secondly, the hier-blackboard approach allows us to decompose the optimization problem into smaller but specialized modules whose interactions are specified in a higher level blackboard subsystem. Programming these modules is easier because the modules are more focused and less complex than the original problem. Programming the interaction among the modules is simpler because we are working on a higher level abstraction. Third, our system provides a heuristic analysis tool that can help to distill machine features from heuristics at the knowledge-acquisition phase. Regrettably, some advantages of this framework are not demonstrated because of time constraints. For example, our framework is designed to be integrated with self-learning modules, but we have not finished a learning module to show the result. Our preliminary study about learning modules will be discussed in the next chapter.
8.2.2. The Matrix-Vector Multiply Example Revisited

The matrix-vector multiply problem is considered by most to be simple to parallelize, because no dependence relations are present. On the other hand, lacking dependence relation implies that there are many different ways to parallelize the program and presents a challenge to automatic parallelizing compilers to find the most effective path. In this example, we illustrate how a heuristic hierarchy may be applied to the program parallelism optimization process. Based on the subproblem decomposition we described in section 4.3, the program restructuring process starts by examining the rules on the top layer of the hierarchy. After the focus of the program is chosen, the transformation subgoals on the next layer are selected. The rules associated with the subgoal are utilized to choose the applicable transformations. Similarly, when a transformation is chosen, the rules associated with it are applied to decide the merits and methods of performing the transformation on the program focus.

The flow of control is decided by the rules in the heuristic hierarchy. We will illustrate the decision-making process of the system with the matrix-vector multiply example that we used to illustrate the complexity of the optimization process for different architectures in chapter 3. We will now examine how the methodologies discussed above can be used to guide the compiler to generate the programs that were shown in figure 3.1.

To simplify the discussion we assume that the result vector \( \mathbf{y} \) has been previously initialized to zero. We seek to transform this program to programs suitable for three different machines: the BBN Butterfly, the Purdue Pringle, and the Alliant FX/8. The rules used in this example are listed in Appendix A.

8.2.2.1. Mapping onto the BBN Butterfly

The system starts the program optimization process by consulting the machine knowledge manipulation system for the list of machine features for the target machine. For example, the fact “parallelize outermost loop without blocking” is added into the knowledge base by rule a.1 (listed in Appendix A) because the Butterfly provides a mechanism, GenOnIndex, which can schedule the loops automatically. The system discovers, among other facts, that memory optimization dominates instruction minimization (rule a.5), locality is important, and local memory should be used whenever possible (rule a.6). These facts are added to the system’s state space in the working memory.

Next, the transformation heuristic hierarchy is used to optimize the program. First, the parallelism-matching control layer directs the restructuring of the program. In this example, it is trivial to select the program focus. By rule b.1, the whole subroutine is chosen as the program focus, since the original program consists only of a single statement inside the doubly nested loop.

The next step is for the program- restructuring control layer to decide which sequence of program-restructuring subgoals to achieve. Due to the simplicity of the dependence graph of this program, none of the transformations which are used to break the data dependence cycles are needed. Thus, the parallelism improvement subgoal is skipped (rule c.1). For the sake of flexibility, it is best to do processor assignment toward the end of the transformation process. However, array decomposition can be done only after tasks are created. So there is a conflict in deciding which of the two subgoals, task creation and processor allocation subgoal or memory access optimization subgoal, should be done first. Our solution to this problem is as follows. First, we find the tentative process allocation scheme and block the outermost loop to create “processes.” The newly created outermost loop is marked, but is not actually parallelized. The loop instances of this marked loop form the tentative processes, and this information will be used to guide the array decompositions in the memory access optimization subgoal. The actual processor allocation is carried out at the end of the transformation process if the marked loop remains marked till then. This heuristic is encapsulated in the default ordering of rules c.4, c.5, and c.7.

After the task creation and processor allocation subgoal is picked, the system concentrates its restructuring efforts on the loop structures. At this stage, applicable transformations include loop interchanging and loop blocking (to create processes). According to the heuristic (rule c.1), if the program focus is a nested loop, then loop interchanging is checked to find the best order of the loops before the processes are created.

Therefore, the control goes down to the lower level transformation layer, and rules associated with loop interchanging are applied. We assume that the arrays in the Butterfly are stored in row order. There are no dependence relations that prevent us from interchanging the loop, so the loop is interchangeable. However, if loop \( j \) is changed to be the outermost loop, the array \( a \) will be accessed in columns no matter how we block the outer loop to form processes. This is not attractive because it increases the inter-task communications significantly. Therefore, based on the rules associated with loop interchange, the system decides that the
original loop order is the best and that no loop interchange is needed.

The next step is to find a tentative way of allocating the processes to the processors. Since the Butterfly has an instruction, GenOnIndex, that can schedule the loops automatically, we can parallelize the outermost loop without blocking (rule a.1). As a result, the outer loop \( i \) is marked to form tasks (rule e.4). There are \( n \) instances of the loop \( i \), so \( n \) tasks are formed if each loop instance is viewed as a task. This information will be used to guide the array decompositions when the memory access optimization subgoal is pursued.

After the processor allocation phase, rule c.3 chooses the memory access optimization subgoal. Since local memory access is faster than global memory access on the Butterfly, locality is important (rule a.6). Also, the Butterfly supports a "block-transfer" instruction, which allows a block of memory to be transferred to, or from, the local memory to speed up the data transfer. This makes copying array references inside of loops into local memory beneficial. In the matrix-vector multiply program, there are two array references in the nested loops. Each element of array \( x \) is accessed once by every instance of the loop \( j \). Also, elements of the \( i \)-th row of the array \( a \) are accessed exclusively by loop instance \( i \). Since loop \( i \) is marked to be parallelized in the processor allocation subgoal, every processor that runs loop instance \( i \) will have to access every element of the array \( x \) and the \( i \)-th row of array \( a \) once. Rule f.1 suggests we copy array \( x \) and array \( a \) into local memory with block transfer operations. Since the \( i \)-th iteration accesses only the \( i \)-th row of the array \( a \), there is no need to copy the whole array. The block transfer operation on array \( a \) is later changed by rule f.2 into a block transfer operation on row \( i \) of the array \( a \) in loop \( i \). This gives us (by applying rule f.3):

\[
\begin{align*}
&\text{for } i \text{ in } [1 .. N] \text{ do} \\
&\quad \text{block transfer}(x, x_{\text{local}}, \text{sizeof}(x)); \\
&\quad \text{block transfer}(a[i, *], a_{\text{local}}, \text{sizeof}(a[i, *])); \\
&\text{end for} \\
\end{align*}
\]

Since the block transfer statement of copying array \( x \) does not depend on loop \( i \), it can be moved outside loop \( i \) to form another parallelized loop of \( P \) instances, where \( P \) is the number of the processors (rule f.4). In this way, the array is copied \( P \) times instead of \( N \) times, as it was in the original form.

After the memory optimizations are complete, the parallelism-improving subgoal is tried to see if there is any chance to improve the program further. It is relatively easy for the system to recognize that the inner loop \( j \) is an inner-product operation (rule d.1), so the loop is replaced by an inner-product operation (rule d.2). The final step involves the processor allocation subgoal again. Since no transformation that might prevent the parallelizing of the outermost loop \( i \) (which is marked for parallelizing) has been performed, the loop is directly parallelized as shown below.

\[
\begin{align*}
&\text{forall } k \text{ in } [1 .. P] \text{ do} \\
&\quad \text{block transfer}(x, x_{\text{local}}, \text{sizeof}(x)); \\
&\text{end forall} \\
\end{align*}
\]

\[
\begin{align*}
&\text{forall } i \text{ in } [1 .. N] \text{ do} \\
&\quad \text{block transfer}(a[i, *], a_{\text{local}}, \text{sizeof}(a[i, *])); \\
&\quad y[i] := \text{inner-product}(a_{\text{local}}[*], x_{\text{local}}[*]); \\
&\text{end forall} \\
\end{align*}
\]

8.2.2.2. Mapping onto the Pringle/CHiP Architecture

The Pringle/CHiP architecture consists of an array of 64 processors which communicate with each other via a packet-switched message network. There is no shared memory, and each processor runs one process. The communication pattern of messages between processors, defined at compile time as a communication graph, is used to configure the switch network at load time. Each of the memory modules is dual ported. One port goes to the processor while the other goes to a global bus; this allows the local memory of each processor to be a page of the global address of the front-end host. Programs and data are down-loaded to each processor and the results of a computation are loaded to the host over this bus.
For the same reason as in the case of the Butterfly, the system decides not to change the original order of loops after the rules in the transformation module, loop interchange, are used to decide the order of loop headers. The program- restructuring task is different here because the process creation time on the Pringle is expensive, and no self-scheduling primitive is available. The best strategy for processor allocation on the Pringle is to create \( P \) processes to run on the \( P \) processors that the Pringle has (rule a.2). So the \( n \) instances of the outermost loop \( i \) are blocked to form \( P \) tasks (rule e.3). The result is shown below:

\[
\text{forall } k \text{ in } [0 \ldots P-1] \text{ do}
\]
\[
\text{for } i \text{ in } [(k*n/P) \ldots ((k+1)*n/P)] \text{ do}
\]
\[
\text{for } j \text{ in } [1 \ldots m] \text{ do}
\]
\[
y[i] := y[i] + a(i, j) * x[j];
\]
\[
\text{end for;}
\]
\[
\text{end for;}
\]
\[
\text{end forall;}
\]

Next, the memory access optimization subgoal is invoked to allocate the data. Since the Pringle is a non-shared memory machine, all the data must be distributed among the processors. Array decompositions are done by means of inter-process dependence analysis. By checking the bounds of the loops, the system discovers that the processor which runs process \( k \) (\( k \)-th iteration of the forall loop) accesses only rows \((k*n/P) \ldots ((k+1)*n/P)\) of the array \( a \). In terms of the dependence relations, this means that no out-of-bounds dependence (dependence edge that has only one end in the loops) or cross-iteration dependence (dependence whose source and sink are in different loop iterations) of the array \( a \) exist. It is best to store these rows of the array in the local memory of the processor that runs the task. By rule f.11, the array \( a \) is divided into \( P \) blocks according to the memory access pattern, and the \( P \) blocks are allocated to local memories in the corresponding processors. Similarly, array \( y \) can be blocked into \( P \) “chunks” and stored in the local memories of the processors. Therefore, each of the processors computes \( n/P \) components of the \( y \) vector.

Since each process uses all the elements of array \( x \), each processor needs to access the whole array \( x \) no matter where the array is allocated. If we are free to allocate the array \( x \) anywhere, the most direct method is to put it in one processor, say PE0, and then “broadcast” it to other processors by means of a pipeline process (rule f.12). To accomplish this, each element of \( x \) is passed from one processor to the next by using a “channel” variable. This transformation is termed “pipelining,” which is a modified version of the transformation “scalar expansion” to pass the data through “channel_variables” instead of temporary variables. The channel variable \( Ch_x[k] \) implements a communication channel between processor \( k \) and processor \( k+1 \). Processor \( k = 0 \) reads the value of \( x[j] \) and puts it in \( Ch_x[0] \). Processor \( k=1 \) reads the value in \( Ch_x[0] \) and puts it into \( Ch_x[1] \), etc. This approach is possible because the ratio of computation and communication is about 1 for Pringle. The overhead of this approach is the initial setup time for the pipeline, \( p \) pairs of write-read operations. The result of the transformation is shown below:

\[
\text{forall } k \text{ in } [0 \ldots p-1] \text{ do}
\]
\[
\text{local imp;}
\]
\[
\text{for } j \text{ in } [1 \ldots m] \text{ do}
\]
\[
imp = \text{if } (k==0) \text{ then } x[j] \text{ else } Ch_x[k-1];
\]
\[
Ch_x[k] = imp;
\]
\[
\text{for } i \text{ in } [(k*n/p) \ldots ((k+1)*n/p)] \text{ do}
\]
\[
y[i] = y[i] + a[i, j] * imp;
\]
\[
\text{end for;}
\]
\[
\text{end for;}
\]
\[
\text{end forall;}
\]

On some non-shared memory machines it is too costly to send a message consisting of only one word (for example, the Intel iPSC/2 and the nCUBE 2). In this case, it is best to broadcast large segments of the \( x \) vector by using a tree structure.

8.2.2.3. Mapping onto the Alliant FX/8

In the case of the Alliant FX/8 there are three important programming issues. First, because of the powerful vector instruction set in each processor, one should exploit as many vector operations as possible. Second, since cache access is twice as fast as a memory access, the programmer must force as many memory
accesses to be from the shared data cache as possible. Third, because only one operand in a vector instruction may come from memory or cache, it is important to keep vector operands that are used repeatedly in vector registers.

Most parallel compilers can recognize the inner-product operation in the original matrix vector multiply program and translate the program into the following form:

```
for i in 1 .. n do
  y[i] = inner_product(A[i, *], x);
```

Although the Alliant supports fast inner-product operations, this transformation does not really utilize the parallelism capabilities of the Alliant FX/8. The array x is accessed n times on each processor, thus the array x needs to be brought into the cache repeated times. Since each vector register in the Alliant FX/8 can hold only thirty-two words of data, the vector x and the matrix a in the sample program need to be loaded into the vector registers repeatedly. This data traffic floods the bus and slows down the computations significantly.

In general, without intelligent program analysis, this communication bottleneck problem is hard to solve. Our system tries to improve the matching between the program and the computational model of the Alliant by examining and managing the memory accesses intelligently.

As in the case of the Butterfly, task creation and processor allocation is the first subgoal selected. Since the Alliant has a vector capability, both the vector processing parallelism in the innermost loop and the multiprocessor parallelism in the outermost loop need to be explored. Before the outer loop is blocked to form tasks and the inner loop is blocked to form vector operations, loop interchange is considered to find the best ordering of the loop headers (rule c.1). Thus control goes down to the transformation layer, and the rules associated with the transformation “loop interchange” are applied. First, the nested loops i and j in the original source are checked, and as before, it is concluded that they are interchangeable. Next, rules relating to loop orders are applied to decide the best order of the loop headers. Program size matching and memory utilization matching indices can be used to select the loop order. Rule a.5 suggests that memory optimization dominates the instruction minimization, so memory optimization matching is considered.

The matrix-vector multiply program accesses vector x in total n times, once for each loop instance of loop i. Loop j is the loop that scans through vector x. If loop j is the inner loop, and loop i is the outer loop, then each value of the vector x will be accessed once by every loop instance of loop i. Therefore, the vector needs to be brought into the cache repeatedly. On the other hand, if loop i is the inner loop and loop j is the outer loop, the value x[j] is brought into the cache and used by all loop instances of the inner loop i for each loop instance of the outer loop j. In this loop order, the network traffic for references of vector x is decreased significantly. Therefore, the loop order where loop j is outside is preferred according to the memory allocation matching function. In other words, the loops need to be interchanged.

After the loops are interchanged, the innermost loop is blocked to form vector operations, and the outermost loop is translated into tasks and may be blocked to form processes. For the vector loop blocking, the inner loop i is blocked according to the vector register size of the Alliant (rule c.2). The vector operation is created by vectorizing the innermost loop after the blocking. The resulting program is shown below. Each loop instance of the outermost loop j forms a task. Since the Alliant instruction set can automatically allocate the processes to the eight processors, no loop blocking is needed to match the number of processes with the number of processors (rule a.1). Subsequently, loop j is marked to be parallelized.

```
for j in [1 .. m] do
  for k in [0 .. n*32-1] do
    k1 = k * 32 + 1;
    k2 = (k+1) * 32;
    y[k1 .. k2] sum= a[k1 .. k2, j] * x[j];
  end for;
end for;
```

The next step is to optimize memory access. Rule a.7 suggests that keeping one vector operand in a vector register is beneficial. Since vector segment y[k*32+1 .. (k+1)*32] is used repeatedly by each instance of the outer loop j, it is best to keep this segment in the vector register. This can be accomplished by interchanging loops j and k (rule f.13). Note that in the previous task creation and processor allocation subgoal, the loop j is marked as "to be parallelized." However, according to rule f.14, the utilization of vector registers and
vector operations is weighted to be more important. So the previous decision is revoked, and the loops are interchanged. Loop \( k \) becomes the outermost loop and is thus parallelized. The resulting program is:

```plaintext
define k in [0..n/32-1] do
    local k1, k2 : int;
    k1 = k * 31 + 1;
    k2 = (k+1) * 32;
    for j in [1..m] do
        y[k1 .. k2] sum+ a[k1 .. k2, j] * x[j];
    end for;
end forall;
```

In the final version, each 32 word \( y \) vector segment can be saved in a register for the lifetime of the process and can be written to memory only at the end of the computation. Experiments performed in collaboration with Dan Sorensen [Sore] at the Illinois Center for Supercomputer Research and Development have shown that this implementation of the program is the fastest version of a matrix-vector multiply available for the machine.

The matrix-vector multiply example described above served three purposes:
1. It demonstrated how the inference engine works.
2. It illustrated that a different sequence of transformations was required to produce an optimal program for each machine.
3. It showed the complexity of the program parallelism optimization process.

Many heuristics were needed even for this simple program. This reinforces our view that an expert systems approach is a more flexible and extensible approach than the conventional hard-wired heuristics approach.

On the other hand, the example described above is far too simple to illustrate many of the most interesting and important issues in program restructuring. In particular, it fails to illustrate the issues relating to the introduction of synchronization needed in many problems to satisfy data dependence constraints between parallel tasks. This topic is considered in the next example.

### 8.2.3. A More Realistic Example: LU-Factorization

Our next experiment concerns parallelizing programs for distributed-memory parallel computers. The example that we choose involves solving a system of linear equations with Gaussian elimination. This example was used in [Karp87] as a realistic example to show "the state of the art of parallel programming and what a sorry state that art is in".

Here we chose the nCUBE 2, a distributed-memory architecture, to show how heuristics and architecture properties influence the decision making of the compiler.

The procedure for solving the linear system is:

1. **LU factorization**: Use Gaussian elimination to compute two triangular matrices \( L \) and \( U \) such that \( A = LU \). The original problem becomes: \( LU x = b \) or \( L y = b \) where \( y \) is a solution to \( U x = y \).
2. **Forward elimination**: Solve the lower triangular linear system \( L y = b \) by forward elimination.
3. **Back substitution**: Solve the upper triangular linear system \( U x = y \) by back substitution.

Since the time complexity for the three steps is \( O(N^3) \), \( O(N^2) \), and \( O(N^2) \), respectively, the LU factorization consists of the major time in solving the linear system. Therefore, we will only discuss step 1 factoring the matrix \( A \) into its \( LU \) components. For linear systems that have small or zero diagonal elements, Gaussian elimination may generate disastrous results. To avoid computational errors, a technique called *partial pivoting* is used to interchange the rows of the matrix so that the largest remaining element in the \( k \)th column is used as the pivot.

In the program shown in figure 8.5, the following procedure is applied to each column \( k \) in turn:

a) **Find pivot**: Compare the elements on or below the diagonal of the current column and find the row index of the element whose absolute value is the maximum. This element is called the pivot.

---

\[†\] Karp derives different versions of this program for several models of parallel architecture and explains difficulties encountered for each model.
procedure lu_factorization(n, tolerance, a) returns: (a, ipvt, info);

param
n: integer; -- sizes of the rows and columns
tolerance: real; -- minimize size for acceptable pivot
a : array[1..n, 1..n] of real; -- array to be factorized
ipvt: array[1..n] of integer; -- record pivoting rows
info: integer; -- how many nonzero pivots do we have

var
max, t : real;
imax, in: integer;

begin
in = 0; info = 0;
for k in 1 .. n-1 loop
imax := k; max := abs(a[k,k]);
for i in k+1 .. n loop
if (abs(a[i,k]) > max) then
imax := i; max := abs(a[i,k]);
end;
end;
end;
if (max < tolerance) then in = k; end;
ipvt(k) := imax;

if (in != k) then
info := info + 1;
if (imax != k) then
for j in 1 .. n loop
a[k,j], a[imax,j] := swap(a[imax,j], a[k,j]);
end;
end;
t := -1.0 / a[k,k];
for i in k+1 .. n loop
a[i,k] := a[i,k] * t;
end;
end;
for i in k+1 .. n loop
for j in k+1 .. n loop
a[i,j] := a[i,j] + a[i,k] * a[k,j];
end;
end;
end;
end;
end;
end;
end;
end;

Figure 8.5. The LU factorization program represented in Blaze.

b) Move pivot to diagonal: Interchange the diagonal row and the row that contains the pivot so that the pivot element will be moved to the diagonal.

c) Compute the multipliers: Divide the elements below the pivot by the pivot to produce a set of multipliers.

d) Apply multipliers to all rows below the diagonal. For each row below the diagonal, multiply the elements to the right of the pivot with the multipliers of that row and subtract the product from the corresponding part of the row.

Some obstacles in parallelizing this procedure are as follows:
1. The procedure is inherently sequential in the sense that the \( k \)th iteration of the outermost loop cannot be performed until after the \( k-1 \)th iteration is finished.

2. On a distributed-memory machine, the cost of the procedure is very sensitive to the distribution of the array \( a \).

3. Steps (a) and (c) operate on columns and steps (b) and (d) operate on rows. None of the steps (a) - (d) can be overlapped. The mix of sequential and parallel parts presented in this example is typical of many numerical procedures. We deliberately chose this "non-perfect" algorithm to see how an automatic parallel compiler can utilize some "generic" heuristics (as opposed to heuristics restricted to a particular example) to parallelize the program.

The SPMD (single program, multiple data) model is used for distributed-memory machines because it is convenient to have only one program for all the processors. (The control flow of the program in each processor is normally decided by the processor identifier.) To generate programs for the distributed-memory SPMD model, we assume that the outermost loop will be distributed across the processors either in blocks or in cycles. Initially, a pair of I/O statements will be generated for all cross task dependence relations. The I/O statements between two processors may be merged with the message consolidation algorithm we described in chapter 6. Computation that uses only local data of a particular processor will be done on that processor only. For computation that needs data from more than one processor, the distribution of the computation depends on the cost of getting the external data and the cost of distributing the results to the processors that use them. The synchronization points of the program are taken into consideration. The computation will be duplicated in all processors that use the data if the computation can be done locally before the expected arrival time of the data when the data are computed by other processors.

The process of the transformation that the system went through will be explained below:

In the LU factorization program, the outermost loop \( k \) is distributed into processors in cyclic distribution because the cross-iteration dependence relations are of distance one. (This means that if the loop is distributed in blocks the execution will have to be serialized.)

One of the most important decisions for the compiler to make is how to distribute the data; for this program, the array \( a \) is the most critical array in the subroutine. There are many ways to distribute a non-sparse array on distributed-memory computers; most commonly used methods include block distribution (each processor gets a chunk of the array, either row or column), cyclic distribution (the rows or columns of the array are distributed to the processors in a round-robin scheme, for example, processor \( i \) gets column \( i, p+i, 2p+i, \ldots \)), or hybrid distribution (applying either block or cyclic distribution to each dimension of the array; such as block-block or cyclic-block distribution on a 2-dimensional array).

The objective is to distribute arrays so as to minimize the communication between processors. A heuristic for distributing arrays is that if the index of the parallel loop appears as simple subscripts (contain no operations) in all references of an array, then the array is to be distributed based on the distribution pattern of the loop. As stated above, the LU factorization program is decomposed into four steps with data dependencies between each of these four steps. For step (d), it does not matter which subscript we choose to distribute, because the shape of the array \( a \) used in step (d) is symmetric. For steps (a) and (c), the compiler will need data of size \( \frac{n-k}{p} \) and \( \frac{n-1}{p} \) from every processor respectively; but it allows the computation to be executed in parallel if array \( a \) is distributed in rows. If the array \( a \) is distributed in columns, then all the data used in the computation belong to the processor \( ik \) that has the column \( k \). This means that the computation can be done sequentially in processor \( ik \) without reading from other processors. For step (a), \( inax \) and \( in \) have to be sent to all other processors. For step (d), elements of array \( a[k..n,k] \) need to be distributed to all processors in both kinds of array distributions. For step (c), distributing by rows would involve two processors exchanging data of size \( n \) with each other, whereas the column distribution will allow all processors to work on their own data in parallel. As a result, cyclic distribution of the columns is chosen.

Since the array \( a \) is distributed in columns, the process of selecting the pivot in step (a) involves only local data of processor \( ik = k \mod p \) at the \( k \)th iteration. So the computation is localized to processor \( ik \) and the values \( inax \) and \( in \) are broadcast to all processors by processor \( ik \). Similarly, scaling the column \( k \) at the \( k \)th iteration of the outermost loop in step (c) involves only local variables in processor \( ik \) but the result is needed by all processors. So the computation is again restricted to processor \( ik \) and the column \( a[k..n,k] \) is then broadcast to all processors by processor \( ik \). The resulting parallelized program is called \( P1 \) and is shown in figure 8.6.
For the program shown in figure 8.6, there are two broadcasting statements issued by processor $ik$, one intuitive way to improve the performance is to merge the two broadcast statements. This move is non-trivial for the compiler since the dependencies in step (b) (which swaps rows $k$ and $imax$) prevents the two broadcasting statements from being merged. Although this restriction can be overwritten through user interaction, the speedup results from merging the two broadcasting statements is not very significant. This is due to the overhead of copying the data into a temporary buffer and the additional data synchronization involved. This version of the program is called $P2$ and its result is shown in column $P2$ of tables 8.4 and 8.5.

The current nCUBE 2 compiler produces very slow code for the calculation of addresses of multi-dimensional array references. This implies that whenever there is a choice, making array references of higher dimensions loop invariant is better than making array references of lower dimensions loop invariant. When applied to our example, in step (d) $w[i]$ is loop invariant in loop $j$, and hence can be replaced by a scalar variable $tmp$ through vector scalarization. On the other hand, if we interchange loop $i$ and loop $j$, the reference $a[k,j]$ becomes loop invariant to the new inner loop $i$ and can be scalarized. The above heuristic says that interchanging the loops $i$ and $j$ and scalarizing the reference $a[k,j]$ is better than scalarizing reference $w[i]$ in loop $j$. Additional speedup of about five percent was obtained through this transformation. The resulting program is called $P3$ and is shown in figure 8.7.

The sequence of the transformations that are applied in the above example is listed in table 8.3.

We translated the final optimized Blaze program into Fortran and tested it on a 64 node nCUBE 2. The nCUBE 2 we used has 4 mega-bytes of memory in its first 16 processors and 1 mega-byte in the rest of processors. We ran the tests with different sizes of array $a$, starting with 100 and doubled the size at each step to the largest size which would fit on the machine (800 for cube of dimension ≤ 1, and 1600 and 3200 for larger cubes). For sequential cases, we can only run the program with an array of size 800, so only the speedups for array of size up to 800 are reported. The timing is reported for all tests.

We can see that the speedup is slowly going down for cubes of larger size. The cost of broadcasting increases as the size of the cube increases and the operations between communication points decrease. Considering that the program at hand has sequential control flow, the speedup we obtain is very satisfactory. The rules that are used in this example are listed in Appendix A.

8.3. Summary

In this chapter, we presented a prototype intelligent parallel programming environment and its components. Two examples and experimental results were also given.
procedure lu_factorization(n, m, tolerance, a, p, pid) returns: (a, ipvt, info);

param
n, m: integer; -- sizes of row and columns (m=n/p)
tolerance: real; -- minimize size for acceptable pivot
a: array[1..n, 1..m] of real; -- array to be factorized
ipvt: array[1..n] of integer; -- record pivoting rows
info: integer; -- how many non-zero pivots do we have
p, pid: integer; -- number of processors and processor id

var
w: array [1..n] of real; -- temporary array to hold column k
rmax, t: real;
imax : integer;

begin
info = 0; maxc = (n+p-1) / p;
if (pid > mod(n-1, p)) then maxc = maxc - 1; end;
for k in 1..n-1 loop
  -- ik = processor that has the column k of a0.
  -- ijl = column number of k (of a0) in a of processor ik
  ik := mod(k-1, p); ijl := (k+p-1) / p;
  if (pid == ik) then
    imax := k; rmax := abs(a[k,ijl]); -- find pivoting row
    for i in k+1..n loop
      if (abs(a[i,ijl]) > rmax) then
        imax := i; rmax := abs(a[i,ijl]);
      end;
    end;
    if (rmax < tolerance) then in := k; end;
  end;
  imax, in := broadcast(ik, w[1..2], 2);
ipvt[k] := imax;
  if (in != k) then
    info := info + 1;
    if (imax != k) then -- interchange row k and imax
      for j in 1..maxc loop
        a[k,j], a[imax,j] := swap(a[imax,j], a[k,j]);
      end;
    end;
  end;
  if (pid == ik) then -- scale the k-th column
    t := -1.0 / a[k,ijl];
    for i in k+1..n loop
      a[i,ijl] := a[i,ijl] * t;
    end;
  end;
w[k..n] := broadcast(ik, a[k..n,ijl], n-k+1);
if (pid != ik) then ijl := ijl + 1; endif;
for i in k+1..n loop -- apply multipliers to rows
  tmp := w[i];
  for j in ijl..maxc loop
    a[i,j] := a[i,j] + tmp * a[k,j];
  end;
end;
end;

Figure 8.6. The paralle/ized LU factorization program for distributed-memory computers.
procedure lu_factorization(n, m, tolerance, a, p, pid) returns: (a, ipvt, info);

..............
-- same as in figure 8.7 except the last loop:
   if (pid != ik) then ij := ij + 1; endif;
   for j in ij..maxc loop          -- apply multipliers to rows
      tmp = a(k,j);
      for i in k+1..n loop
         a[i,j] := a[i,j] + w[i] * tmp;
      end;
   end;
end;

..............

Figure 8.7. The optimized LU factorization program with last loop interchanged.

Table 8.3. Sequence of transformations applied in the example.

<table>
<thead>
<tr>
<th>Step</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loop blocking(k, cyclic)</td>
</tr>
<tr>
<td>2</td>
<td>Cyclic distribution of columns of array a</td>
</tr>
<tr>
<td>3</td>
<td>Localize computations of finding pivot and scale kth column</td>
</tr>
<tr>
<td>4</td>
<td>Convert cross-task dependencies into messages</td>
</tr>
<tr>
<td>5</td>
<td>Change read-write pairs into broadcasting routines</td>
</tr>
<tr>
<td>6</td>
<td>Consolidate messages for imax and in and messages for a[k..n,k] (this gives us P1).</td>
</tr>
<tr>
<td>7</td>
<td>Apply statement reordering and message consolidation to merge the above two broadcast calls (this gives us P2).</td>
</tr>
<tr>
<td>8</td>
<td>Interchange loop i and j and then scalarize vector a[k,j] (this gives us P3).</td>
</tr>
</tbody>
</table>
Table 8.4. Test results for the LU factorization (time in seconds) where S1 is the sequential program, and P1, P2, and P3 are the parallelized programs as discussed above.

<table>
<thead>
<tr>
<th># of processors</th>
<th>T^0</th>
<th>array size</th>
<th>S1</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0.335092</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>2.596930</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>200</td>
<td>20.32565</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>400</td>
<td>160.742973</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>800</td>
<td>1278.10435</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.205675</td>
<td>0.199552</td>
<td>0.192359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>1.418245</td>
<td>1.405851</td>
<td>1.351634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>10.60395</td>
<td>10.57558</td>
<td>10.156395</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>82.200417</td>
<td>82.150757</td>
<td>78.586006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>648.020020</td>
<td>647.920776</td>
<td>621.806885</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.141532</td>
<td>0.125691</td>
<td>0.119751</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0.818316</td>
<td>0.786300</td>
<td>0.749784</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>5.648145</td>
<td>5.583807</td>
<td>5.336094</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>42.314747</td>
<td>42.184917</td>
<td>40.385593</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>328.515930</td>
<td>328.253601</td>
<td>314.58968</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>0.131961</td>
<td>0.096773</td>
<td>0.091504</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0.564934</td>
<td>0.493634</td>
<td>0.466063</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>3.272318</td>
<td>3.129107</td>
<td>2.967397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>22.621096</td>
<td>22.33933</td>
<td>21.280478</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>800</td>
<td>169.469940</td>
<td>168.88718</td>
<td>161.444124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>0.130673</td>
<td>0.095632</td>
<td>0.090602</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>0.454801</td>
<td>0.383533</td>
<td>0.360316</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>200</td>
<td>2.145916</td>
<td>2.002870</td>
<td>1.883705</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>400</td>
<td>12.973400</td>
<td>12.68386</td>
<td>12.006158</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>800</td>
<td>90.642464</td>
<td>90.047857</td>
<td>85.72653</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>50</td>
<td>0.136305</td>
<td>0.094692</td>
<td>0.089864</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>100</td>
<td>0.409748</td>
<td>0.324679</td>
<td>0.303406</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>200</td>
<td>1.600865</td>
<td>1.429922</td>
<td>1.331797</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>400</td>
<td>8.199018</td>
<td>7.853660</td>
<td>7.359412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>800</td>
<td>51.325867</td>
<td>50.63967</td>
<td>47.839237</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>50</td>
<td>0.144678</td>
<td>0.096747</td>
<td>0.091986</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>100</td>
<td>0.404622</td>
<td>0.305333</td>
<td>0.286288</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>200</td>
<td>1.364162</td>
<td>1.165164</td>
<td>1.077079</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>400</td>
<td>5.909894</td>
<td>5.312052</td>
<td>5.106190</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>800</td>
<td>32.021828</td>
<td>31.221504</td>
<td>29.192616</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8.5. *Speedup for the LU factorization program.*

<table>
<thead>
<tr>
<th># of processors</th>
<th>$\frac{T^{-1}}{T^P}$ array size</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50</td>
<td>1.629231</td>
<td>1.679222</td>
<td>1.742014</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>1.831087</td>
<td>1.847230</td>
<td>1.921326</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>1.918095</td>
<td>1.922394</td>
<td>2.001908</td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>1.955351</td>
<td>1.966883</td>
<td>2.038421</td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>1.972322</td>
<td>1.972624</td>
<td>2.055468</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>2.367606</td>
<td>2.665998</td>
<td>2.798240</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>3.173505</td>
<td>3.302722</td>
<td>3.463571</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>3.599866</td>
<td>3.641345</td>
<td>3.810391</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>3.798746</td>
<td>3.810437</td>
<td>3.980206</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>3.890540</td>
<td>3.893649</td>
<td>4.062814</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>2.539326</td>
<td>3.462660</td>
<td>3.662048</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>4.596873</td>
<td>5.260628</td>
<td>5.572058</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>6.213506</td>
<td>6.497881</td>
<td>6.851987</td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>7.105888</td>
<td>7.197575</td>
<td>7.553541</td>
</tr>
<tr>
<td>8</td>
<td>800</td>
<td>7.541776</td>
<td>7.567731</td>
<td>7.916694</td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>2.564335</td>
<td>3.503974</td>
<td>3.698306</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>5.710036</td>
<td>6.771073</td>
<td>7.207368</td>
</tr>
<tr>
<td>16</td>
<td>200</td>
<td>9.475005</td>
<td>10.151715</td>
<td>10.797922</td>
</tr>
<tr>
<td>16</td>
<td>400</td>
<td>12.390196</td>
<td>12.669111</td>
<td>13.388377</td>
</tr>
<tr>
<td>16</td>
<td>800</td>
<td>14.100503</td>
<td>14.189355</td>
<td>14.909070</td>
</tr>
<tr>
<td>32</td>
<td>50</td>
<td>2.458398</td>
<td>3.538757</td>
<td>3.728879</td>
</tr>
<tr>
<td>32</td>
<td>100</td>
<td>6.337871</td>
<td>7.998454</td>
<td>8.559257</td>
</tr>
<tr>
<td>32</td>
<td>200</td>
<td>12.709987</td>
<td>14.219353</td>
<td>15.267015</td>
</tr>
<tr>
<td>32</td>
<td>400</td>
<td>19.605150</td>
<td>20.462057</td>
<td>21.841821</td>
</tr>
<tr>
<td>32</td>
<td>800</td>
<td>24.901759</td>
<td>25.239192</td>
<td>26.716654</td>
</tr>
<tr>
<td>64</td>
<td>50</td>
<td>2.316123</td>
<td>3.463591</td>
<td>3.642859</td>
</tr>
<tr>
<td>64</td>
<td>100</td>
<td>6.418163</td>
<td>8.471943</td>
<td>9.071991</td>
</tr>
<tr>
<td>64</td>
<td>200</td>
<td>14.904803</td>
<td>17.450389</td>
<td>18.877305</td>
</tr>
<tr>
<td>64</td>
<td>400</td>
<td>27.198959</td>
<td>29.162091</td>
<td>31.460019</td>
</tr>
<tr>
<td>64</td>
<td>800</td>
<td>39.913336</td>
<td>40.936669</td>
<td>43.781770</td>
</tr>
</tbody>
</table>
CHAPTER 9
CONCLUSION

9.1. Summary of the Thesis

In this thesis we have discussed issues related to the construction of intelligent parallel compilers for different parallel architectures.

First, we introduced a new program optimization model called the *feature-directed program optimization* model. Under this model, the program optimization process is driven by architectural features and program dependence graphs. The major differences between this model and existing models are the following:

1. Both features of the program and the machine influence the decision-making process. The model can respond well to different programs and architectures.
2. The whole decision tree of the program optimization process is considered. Thus, it is possible for the optimal version of a program for a target machine to be discovered.
3. Systematic state-space search algorithms (such as $A^*$) can be easily integrated for fully automatic program optimization and pruning non-promising branches in the decision tree.
4. Machine features are explicitly encoded in the heuristics. This allows systematic analysis of the heuristics and provides hooks for organizing knowledge and integrating self-learning modules.

Next, a framework for realizing this model into intelligent parallel compilers is introduced. The framework is based on the following essential components:

- **Flexible machine feature manipulation.** An object-oriented machine feature representation and manipulation scheme is designed. The machine feature manipulation model is the foundation for knowledge organization and generalization.

- **Accurate performance prediction.** A performance prediction model based on machine features and performance-characterizing factors has been designed. The prediction model is used in heuristic-based state-space search algorithms to compute heuristic functions, and in the rule-based system implementation to discard non-promising paths. The prediction model is highly flexible and can be adjusted to suit different objectives at different stages of compiling and accommodate different classes of parallel computers. Many useful evaluation functions for the performance characterization factors are listed in chapter 6.

- **Inference capability.** Inference capability and some AI techniques are integrated to improve efficiency of the heuristic-based search algorithms.

- **Effective run-time tests.** Run-time tests can help to optimize programs that fail static analysis. However, excessive run-time tests may do more harm than good to the performance of the program. A technique using constraint propagating and constant-folding to minimize run-time tests is introduced.

- **Modular knowledge encapsulation.** Under this framework, program transformations are viewed as intelligent modules that contain both heuristics and techniques about the transformations. Each module can evaluate its applicability and possible contributions based on the current program structures and hardware features. This makes it possible to dynamically decide the sequence of transformations based on features of the program and the target hardware.

A prototype intelligent program optimization system is built to demonstrate the ideas we have derived in this thesis. The system is implemented as a collection of expert systems and is based on the feature-directed program optimization framework and the hier-blackboard model that we discussed in chapter 4. The system integrates state-of-the-art AI technologies with advanced program-restructuring techniques. Twenty-one
program transformation techniques and a host of heuristics to utilize these transformations are implemented in the system. The system can dynamically select the most appropriate program transformation at compile time or generate minimal run-time tests to determine the control flow at run-time. New target machines and program transformation heuristics can be easily incorporated into the system. This allows the system to be used as a test bed for new program transformation heuristics or new hardware designs of parallel computers.

The prototype system is realized by the implementation of the following subsystems:

- A machine knowledge manipulation system as discussed in chapter 5.
- A hier-blackboard simulator that features hierarchical problem-solving control and opportunistic reasoning is constructed.
- An efficient performance prediction subsystem that can accurately predict the performance of programs and performance changes caused by program transformations.
- A knowledge base of transformation knowledge. Various heuristics for loop optimization, memory hierarchy utilization, program partitioning, scheduling, and interprocess communication and synchronization for shared- and distributed-memory multi-processor computers are included in the system knowledge base.
- A program transformation subsystem. Twenty-one program transformation techniques are included and the number is steadily growing.

Theoretical foundations of two program optimization techniques, message consolidation and array reshaping, are introduced. Message consolidation can be used to minimize communication cost for distributed-memory parallel computers. An algorithm that can find the optimal grouping of the messages and is dead-lock free is also presented. Array reshaping is a generic mapping to modify array storage patterns. It can be applied in many different ways to improve the data storage and communication processors. Some of these methodologies were exploited in chapter 6.

Different AI techniques to increase the degree of intelligence and improve the efficiency of compilers are also discussed.

9.2. Contributions

Our contribution to the field of parallel compiling can be itemized as follows:

1. We have laid down a foundation for systematic and automatic program optimization.
2. We have developed a practical framework for the construction of multiple-target parallel compilers.
3. We have formulated the program optimization problem into the planning problem and have derived several systematic algorithms for optimizing parallel programs.
4. We have developed a hierarchical blackboard problem-solving model which is highly parallel and flexible and is suitable for program optimization.
5. We have designed a new machine classification and knowledge manipulation scheme. This scheme allows better organization of the program-restructuring heuristics and makes porting the system to new parallel machines easier.
6. We have designed an accurate, efficient, and flexible performance prediction model to estimate the performance of programs on different parallel computers. The performance prediction system features symbolic processing and forms a basis for the decision making of intelligent parallel compilers.
7. We have studied two program transformation techniques, message consolidation and array reshaping and their application in improving program parallelism. We gave a theoretical foundation for these two transformations and derived conditions and algorithms for utilizing these two transformations profitably on distributed-memory architectures.
8. We have built a prototype parallel programming environment to demonstrate the ideas and to experiment with different heuristics.
9.3. Future Work
The following problems are logical follow-up of this research and should be probed further.
1. Study the orchestration effects of linking several program transformation techniques in the systematic program optimization process.
2. Explore the parallelism in the hierarchical problem-solving model.
3. Integrate self-learning modules to improve the intelligence level of the system.

9.3.1. Chaining Multiple Program Transformations
Although heuristics may combine multiple transformations to achieve certain specific goals, the procedure we used in chapter 3 does not address this problem explicitly. Instead, the group of the transformations is treated as a new transformation. The lack of systematic treatment of the accumulated effects of program transformation is a potential problem for the algorithm. One possible way of addressing this problem is to allow several steps of look-ahead. This will allow the system to discover accumulated effects not specified in the heuristics. On the other hand, the known relation between the transformations in the heuristics should not be abandoned so that a representation scheme to integrate the knowledge without lumping the multiple transformations into a new transformation should be developed.

9.3.2. Parallel Execution of the Compiling Process
To execute the compiler in parallel is not difficult under our model. To achieve this, we need to implement the hier-blackboard architecture instead of using the simulator.

9.3.3. Self-Learning Modules
The essential characteristic for a system to be intelligent lies in the ability to learn -- the ability to enhance its capability through the acquisition of new knowledge. Depending on the degree of human assistance, the learning of software systems can be classified as knowledge acquisition (with help from knowledge engineers) or machine learning (self-learning).

9.3.3.1. Knowledge Acquisition
After decades of intensive studies by knowledge engineers and psychologists, knowledge acquisition is still in a state that is more an art than a science. On the other hand, past research has given us some principles, methodologies, and advice for conducting knowledge acquisition.

Knowledge acquisition is the activity of gathering information from any source. Techniques in knowledge acquisition depend on the source of the knowledge. If the source is a human expert, then the (sub-)task is called knowledge elicitation. If the source of the knowledge is the documents or literature, then the process is called literature summarization. Knowledge elicitation is difficult because it involves not only the skill of the knowledge engineers and domain experts, but also human interaction and psychological problems. Literature summarization is a very time-consuming task, but it can also yield a great deal of knowledge and is effective when no experts are available. We build up the knowledge base mainly from literature summarization and our own experiments.

The problem domain of optimizing parallel programs for different classes of parallel computers has the following characteristics:

- **Bound to hardware architecture.** Most heuristics are developed from a particular type of architecture and need some analysis before they can be applied to other types of architectures or simply be encoded.
- **Partial and fragmented knowledge.** Most experts have only partial knowledge about the optimization. They are familiar with only a few types of architectures and only few types of problems such as solving PDE problems or computer graphics problems on parallel computers.
- **Not program transformation oriented.** Decomposing the process of program optimization into program transformations is suitable for a compiler or automatic program optimization but is not the natural way that experts attack the problem. Raw heuristics need to be examined and associated with program transformation techniques before they can be applied.
9.3.3.2. Knowledge Refinement

The development of an expert system is typically an iterative process. It consists of knowledge acquisition-refinement cycles that are repeated until the intended performance of the system is achieved. In the refinement cycles, the machine's performance is compared with the performance of the human expert, and the machine representation of the knowledge is compared with the knowledge of the original expert. This refinement cycle extends the role of expert systems to expert support systems since both man and machine learn through repeated knowledge acquisition-refinement cycles.

9.3.3.3. Self-Learning Modules

Based on the above understanding, the following self-learning modules are being studied.

- **Generalization of heuristics by relaxation.** This is a simple systematic way of generalizing heuristics. A heuristic may be generalized by systematically relaxing the conditions of the heuristics one by one. The effects of the resulting knowledge are then tested with a library of programs. A limit to this approach is that only minor relaxation may produce meaningful results, since the heuristics are supposed to have been studied extensively by the knowledge engineer.

- **Neural networks.** The design of the system makes a neural network implementation an ideal candidate for learning. The input to the neural network is a set of states of the system that includes the list of predicates that encode the machine features and the program features, the weights of the evaluation functions, the certainty factors in the rules, the program transformations under consideration, and a feedback of the results of applying the transformations. After the system gets to an equilibrium state, the weights of evaluation functions and certainty factors of rules derived by the neural network can be used to solve the particular types of programs and the target architecture represented in the input. The input data can be collected through the history files generated by the system.

- **Causal-based learning.** Causal-based learning is an incremental learning method that learns from examples and instructor guidance. The module learns by watching an instructor perform optimization on the programs. It uses an underlying model to explain some behavior of the experts and to use that explanation as a hint for learning. Expert guidance can be used to increase the learning efficiency, to permit continuous learning and reduce system brittleness. The objective of the learning is to learn relationships between features of the program and machine and the program transformation sequences.

- **Model-based learning.** Model-based learning is a generate and test learning model. The system learns by examining examples generated automatically by a qualitative model. In our case, the system can generate sequences of program transformations and validate the quality of the sequence by measuring the performance of the resulting programs.

9.4. Closing Remarks

Will users be freed from tedious parallel program optimization in the near future? Judging from the rate of progress of the field and the nature of the problem, the answer is probably a no. This prompts us to search for alternative methodologies for systematic program optimization to utilize existing technologies and to find better ways to analyze and integrate heuristics. There will be always programs that will require extensive user interaction because of the data-dependent nature of the programs. Our goal is to search for methodologies that may replace the human programmer with a software system in the guess-test cycle of the program optimization process and find a more efficient framework for such process.

The results that we have reported in this thesis are still somewhat primitive and warrant further study. We have demonstrated the importance and potential of systematic analysis and AI techniques in parallel compilers. However, the realization of real intelligent parallel compilers requires joint efforts from both compilers and AI researchers. We believe this work will evolve into a multiple discipline, coordinated research that has a high potential for re-shaping the focus of future research and parallel compiler systems. Our results in this thesis provide a foundation for further probes and give a very practical implementation model as a start.
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APPENDIX

Appendix A.1. Sample Rules Used In Chapter 8

Process Creation.

[Rule a.1, ['computational model construction']] if (has 'self-scheduling-loop primitives') then assert('parallelize outermost loop without blocking').

[Rule a.2, ['computational model construction']] if ('process creation cost' is high) and (number-of-processors is P) then assert('number of processes to create' is P).

[Rule a.3, ['computational model construction']] if ('process creation cost' is low) then assert('parallelize outermost loop without blocking').

Locality

[Rule a.4, ['computational model construction']] if has-cache then assert('locality is important').

[Rule a.5, ['computational model construction']] if ('data access/process cost ratio' is high) then assert('memory optimization dominates instruction minimization').

[Rule a.6, ['computational model construction']] if ('shared/local memory access ratio' is high) then (assert('locality is important')) and (assert('use local variable whenever possible')).

[Rule a.7, ['computational model construction']] if (has 'vector register') then (try 'keep vector operand in register')

The Program Focus Selection Subgoal

[Rule b.1, ['program focus selection']] if ('nested loop' (PDG)) and (nested-in(BB, PDG)) and ('single statement block' (BB)) then FOCUS = PDG.

The Transformation Selection Subgoal.

[Rule c.1, ['program restructuring subgoal selection']]
if ('nested loop'(FOCUS)) and 
  (nested-in(BB, FOCUS)) and 
  ('single statement block'(BB))
then
  select('task creation and processor allocation').

[Rule c.2, ['program restructuring subgoal selection']]
if ('compound statement'(Focus))
then
  select('parallelism improvement').

[Rule c.3, ['program restructuring subgoal selection']] if ('tasks created')
then
  select('memory access optimization').

[Rule c.4, ['program restructuring subgoal selection']] :- (select('task creation and processor allocation')).

[Rule c.5, ['program restructuring subgoal selection']] if ('has cache') or ('has arrays in'(Focus)) or ('locality is important')
then
  select('memory access optimization').

[Rule c.6, ['program restructuring subgoal selection']] if ('multiple tasks are created')
then
  select('parallelism improvement').

[Rule c.7, ['program restructuring subgoal selection']] if ('task created'(FOCUS)) and (not 'parallelized'(FOCUS))
then
  select('task creation and processor allocation')

Parallelism Improvement Subgoal

[Rule d.1, ['parallelism improving']]
if (is-a-loop(L)) and 
  (L = (for i in [RANGE] do A += B[i] * C[i]; end for))
then
  is-inner-product(L).

[Rule d.2, ['parallelism improving']]
if ('has built-in fast inner product') and 
  (is-in(L, FOCUS)) and 
  (is-inner-product(L))
then
  apply(transformation(inner-product, L)).

[Rule d.3, ['parallelism improving']]
if ('has fetch-and-op operations') and 
  ('recurrence relation'(STM))
then
  ('change into accumulation'(STM)).

[Rule d.4, ['parallelism improving']]
If ('nested-loops'(Focus)) and 
  (not 'perfectly-nested-loops'(Focus)) and 
  ('is-multi-processors' and high('task-creation-time')) or 
  ('has vector operations'))
then
  apply('loop distribution').

Rules about task creation and processor allocation

[Rule c.1, ['task creation and processor allocation']]
if (is-nested-loop(FOCUS))
then
  select(loop-interchange(FOCUS)).

[Rule e.2, ['task creation and processor allocation']] if (is-nested-loop(FOCUS)) and
  ("has vector operations") and
  ("size of vector registers"(V)) and
  (V <> 0) and
  (innermost-loop(FOCUS, INNER)) and
  (num-of-iterations(INNER, N)) and
  (V < N)
then
  'loop blocking'(INNER, N).

[Rule e.3, ['task creation and processor allocation']] if (is-a-loop(FOCUS)) and
  (outermost-loop(FOCUS, OUTER)) and
  (num-of-iterations(OUTER, N)) and
  (number-of-processor(P)) and
  (N > P)
then
  'loop blocking'(OUTER, P).

[Rule e.4, ['task creation and processor allocation']] if ('parallelize outermost loop without blocking') and
  (is-nested-loop(FOCUS)) and
  (outermost-loop(FOCUS, OUTER))
then
  (parallelize(OUTER)).

Memory Access Optimization.

[Rule f.1, ['memory access optimization']] (Assume L2 is the innermost loop that is nested in L1 such
that array references of X depends on the loop index of L2. Also let X-sub be the part of the array X whose references
depend on the loops inside L2.) if (has-instruction(block-transfer)) and
  (shared-array(X)) and
  (parallelize(L1)) and
  (referenced-in(X, L1)) and
  (innermost-depends-on-loop(L1, X, L2)) and
  (sub-depends-on(X, X-sub, L2)) and
  (N = sizeof(X)) and
  ('minimal number of references to justify cost of block-transfer' = B) and
  (N > B)
then
  (apply('block transfer'(X-sub, L2))).

[Rule f.2, ['memory access optimization']] if (apply('block transfer'(X, L)) and
  (parallelize(L)) and
  ('nested in'(L1, L)) and
  (sub-depends-on(X, X-sub, L1))
then
  (apply('block transfer'(X-sub, L1))).

[Rule f.3, ['memory access optimization']] if (apply('block transfer'(X, L))) and
  ('nested in'(L, LO))
then
  ('create temporary array'(tmp, LO) and
  ('create statement'(S, block-transfer(X, tmp, sizeof(X))) and
  ('insert in front of' (S, L2)) and
  (substitute(X, tmp, L))).
[Rule f.4, ['memory access optimization']]
if (S = ('block transfer' (A, L, N))) and
(shared(A)) and
(local(L)) and
(nested-in(S, LO)) and
(parallelized(LO)) and
('not depends on' (A, LO)) and
('number of processors' (P))
then
(create-loop(LL, 1..P)) and
(add-stmt(LL, S)) and
(parallelized(LL)) and
('insert in front of' (LL, LO)).

[Rule f.5, ['memory access optimization']]
if (S = ('block transfer' (L, A, N))) and
(shared(A)) and
(local(L)) and
(nested-in(S, LO)) and
(parallelized(LO)) and
('not depends on' (A, LO)) and
('number of processors' (P))
then
(create-loop(LL, 1..P)) and
(add-stmt(LL, S)) and
(parallelized(LL)) and
('append to' (LL, LO)).

[Rule f.6, ['memory access optimization']]
if ('has cache') and
('mostly used array' (A, FOCUS))
then
('keep in cache' (A)).

[Rule f.7, ['memory access optimization']]
if ('locality is important') and
('has local memory') and
('data accessing ratio of shared memory-local memory' > 2) and
(shared-array(A))
then
('allocate array A to the local memory of each processor').

[Rule f.8, ['memory access optimization']]
if ('has-local-memory')
('mostly used array' (A, FOCUS))
(shared-array(A))
(appears-in(A, S)) and
('in nested loops' (S, [L1 .. Ln])) and
('not depends on loops' (A, L1))
then
('create tmp' (tmp, L1)) and
('create statement' (S1, (A := tmp))) and
('insert in front of' (S1, S)),
(substitute(A, tmp, L1)).

[Rule f.9, ['memory access optimization']]
if ('mostly used array' (A, FOCUS)) and
(shared(A)) and
(appears-in(A, S)) and
('in nested loops' (S, [L1 .. Ln])) and
('depends on loops' (A, L1))
then
(find the plausible loop order ORD with most inner loops that A depends on) and
('loop interchange' (LI, ORD)) and
(innermost-depends-on-loop (L1, X, LL)) and
('create tmp' (tmp, LL)) and
('create statement' (S1, (A := tmp))) and
('insert in front of'('S1, S)) and
(substitute(A, tmp, LL)).

[Rule f.10, ['memory access optimization']]  
if ('has local memory') and
('mostly used array'](A, FOCUS)) and
(shared(A)) and
('not modified'(A)) and
(cache-size(C)) and
(sizeof(A) > C)
then
('create tmp'(tmp, FOCUS)) and
(scalarize(A, tmp)).

[Rule f.11, ['memory access optimization']]  
if ('non-shared memory') and
(paralleled(L)) and
(array(A)) and
(appears-in(A, L)) and
('no inter task dependence exist'(A, L)) and
(sub-depends-on(A, A-sub, L))
then
(allocation-local(A-sub, L)).

[Rule f.12, ['memory access optimization']]  
if ('non-shared memory') and
(paralleled(L)) and
(array(A)) and
(appears-in(A, L)) and
('has inter task dependence in'(A, L))
then
('pipelining references'(A, L)).

[Rule f.13, ['memory access optimization']]  
if ('has vector register') and
('is a vector'(V)) and
(appears-in(V, S)) and
('in nested loops'(S, LL)) and
(member(LL, LL)) and
('not depends on'(A, LL))
then
('interchange loops to move LL into the innermost').

[Rule f.14, ['memory access optimization']]  
if ('has vector register')
then
('vector register optimization dominates memory access optimization')

Appendix A.2. Sample Listing of Encoded Rules

% File: tran/cshrinking.a.  
% rules for cycle shrinking.  
% Cycle shrinking is a special case of loop blocking.  
% We can use cycle shrinking to squeeze parallelism out of serial loop.  
% For heuristics and rules see file cshrinking.  
% We actually use loop_blocking(Loop, parallel_row2, ReductionFactor)  
% to perform cycle shrinking.  
% For non-perfectly nested loops, loop unrolling for the first or last  
% iteration of the inner loop may be needed.  
% For true-dependence shrinking, we may be better of by collapsing the  
% loops into one single loop and block the resulting loop.

% module(cycle_shrinking).  
% transformation_file(lblocking).  
% loop blocking is used to squeeze parallelism out of serial loops.
% Loop is the outermost loop of a nested loop (perfect or non-perfect)

% Rule 1.
% if apply_transformation(cycle_shrinking, Loop, Type, ReductionFactor)
% then call(perform_transformation(cycle_shrinking, [Loop, Type, ReductionFactor]))
rule(1, cycle_shrinking,
   apply_transformation(cycle_shrinking, Loop, Type, ReductionFactor),
   call(perform_transformation(cycle_shrinking, Loop, Type, ReductionFactor)),
   1.0).

% Rule 2.
% if serial(Loop) and /* form a strongly connected graph */
% all_distance_are_known(Loop)
% then
% try_transformation(loop_shrinking, Loop, BlockingFactor)
rule(2, cycle_shrinking,
   (serial(Loop), no_unknown_distance(Loop)),
   try_transformation(cycle_shrinking, Loop, Type, ReductionFactor),
   1.0).

% Rule 3.
% if try_transformation(loop_shrinking, Loop, D) and
% not_nested_loop(Loop) and /* there is no loops nested inside */
% D = min{DDep: distance(Dep, DDep),
% for all cross loop dependence Dep in Loop}
% then
% apply_transformation(loop_shrinking, Loop, D).
% /* is apply(true_distance_shrinking', parallel_row) and parallelize(new_inner) */
rule(3, cycle_shrinking,
   (try_transformation(cycle_shrinking, Loop, simple, ReductionFactor),
    call(single_loop(Loop)),
    call(simple_cycle_shrinking_arg(Loop, ReductionFactor))
   ),
   apply_transformation(loop_shrinking, Loop, simple, ReductionFactor),
   1.0).

% Rule 4.
% Assuming DistanceVector = (d1, d2, ..., dn) has the minimum true-distance
% in loop Loop, d sub r1 is the first positive distance in D, and
% loop Loop is a perfect nested loop.
% if there is a r2 s.t.
% all dr = 0 for r in (r1+1, ..., r2-1) and dr2 < 0
% then apply selective shrinking is better than apply true distance shrinking
rule(4, cycle_shrinking,
   (try_transformation(cycle_shrinking, Loop, selective, ReductionFactor),
    call(perfect_nested_loops(Loop, LoopList)),
    call(min_true_distance(LoopList, DistanceVector, TrueDistance)),
    call(selective_shrinking_is_better(DistanceVector, ReductionFactor))
   ),
   apply_transformation(loop_shrinking, Loop, selective, ReductionFactor),
   1.0).

% Rule 5.
% For the same assumption as in rule 4.
% if there is no r2 s.t.
% all dr = 0 for r in (r1+1, ..., r2-1) and dr2 < 0
% then apply true distance shrinking is better.
rule(5, cycle_shrinking,
   (try_transformation(cycle_shrinking, Loop, true_dependence, ReductionFactor),
    call(perfect_nested_loops(Loop, LoopList)),
    call(min_true_distance(LoopList, DistanceVector, ReductionFactor)),
    call(+ selective_shrinking_is_better(DistanceVector, _))
   ),
   apply_transformation(loop_shrinking, Loop, true_dependence, ReductionFactor),
   1.0).

% Rule 6.
If the loop is not perfectly nested:
only the common outer loop is considered.
The loops inside the outer loop can be considered separately.

rule(6, cycle_shrinking,
    (try_transformation(cycle_shrinking, Loop, non_perfect_nested, ReductionFactor),
     call(+ simple_loop(Loop)),
     call(+ perfect_nested_loops(Loop, _)),
     call(min_distance(Loop, ReductionFactor))
    ),
    apply_transformation(loop_shrinking, Loop, non_perfect_nested, ReductionFactor), 1.0).

Appendix B. Program Transformation Techniques

* Transformations included:
See table 8.1.

* Steps to Add New Transformations To the System.

1. Implement the transformation in three modules:
   a. applicability test - routine to test if the transformation is applicable.
      'transformation_name' _test(Focus, Arg).
   b. argument selection - routine to find suitable argument for the transformation:
      'transformation_name'_arg(Focus, Arg).
   c. algorithm application - routine to perform the transformation:
      'transformation_name'(Focus, Arg).

2. Declare the transformation.
   In file tran/transformation add the predicate:
   transformation(transformation_name, SubGoal, Availability).
   where Availability is the status of the transformation, its value is either
   ok, not_reliable, partial, or no.
   Example:
   transformation(loop_interchanging, task_creation, ok).

3. Add rules for transformation selection:
   put the rules to select transformations in select_transformation/6 in
   file tran/transformation.

4. Add rules for making things happen
   add rules to make the transformation applicable when it is not applicable to the program
   these rules should be added to the file tran/transformation.
   try_harder_'transformation_name·(Focus, SubGoal, Arg).

5. Add specialized evaluation functions and weight to the file
   evaluation_function_for('transformation_name', Goal, EvalFunctions).
   weight_evaluation('transformation_name', Goal, EvalFunction, Weight).
   Example:
   evaluation_function_for(loop_parallelization, _,
   [loop_size_matching, dead_cross_delay, array_stride, locality, synchronization_factor]).
   weight_evaluation(loop_interchange, _, array_stride, Weight) :-
      has_vector_capability,
      (feature_value(operand_stores, in_memory) ->
      Weight = 1.0
      ;
      Weight = 0.5
    ).