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Abstract

Emotion recognition becomes a popular topic of deep learning and provides more application fields in our daily life. The primary idea of our project is to process the input images of human facial emotion to train the pre-trained models on datasets. The existing conventional method requires a handcrafted feature extractor of facial Action Units(AUs) to extract feature from designated Facial Landmark regions, and these extracted AUs codes are processed through traditional machine learning algorithm such as Nearest Neighbors and SVM, which is a typical type of linear classifier. The problem with conventional method is that the lighting variations and different position of object may corrupt the feature vector so that the accuracy is greatly reduced. Furthermore, it is typically difficult to conduct feature-engineering to fit the demand of facial recognition. In our project, we approach the problem by taking deep-learning method of Convolutional Neural Networks(CNNs), which integrates the steps of handcrafted feature extraction with training of classifier. This system is able to achieve the relatively most optimal solution through the process of backpropagation in which the algorithm learns the weights through modified stochastic gradient descent that can find the directions that best minimize the loss from the ground truth. The numerical result of the algorithm will show a probabilistic result of each labeled class. In order to reduce computational expense, such method best minimizes the loss from the ground truth. The training process, and predication with numerical result of the algorithm will show a probabilistic result of each labeled class. In order to reduce computational expense, such method best minimizes the loss from the ground truth.

Method and Procedures

The Method:

In this project, we use a deep learning technique called Convolutional Neural Networks(CNNs) to establish a classification model that combines feature extraction with classification. Since the training typically takes more a week to complete from scratch, we decide to fine-tune the existing model VGG trained by University of Oxford. In this way, we do not have to take large cost of computation in both time and opportunity, and meanwhile the data can assist the model to fit the local variance and condition.

We will preserve most of its original feature-extraction layers (first four blocks of convolutional layers and pooling layers), and the training will retrain the last block of convolutional layers as well as the fully connected classifier layers. This project will reply on Keras and Google Colab to complete the training task, and the test before training will be conducted through the framework caffe.

The dataset we use includes: JAFFE, CK+, and augmented forms of both generated by our team.

The Procedure:

1. Obtain the raw dataset and transfer them into JAFFE format of cropped face and correct label
2. Generate lmdb database for the test before training
3. Obtain the confused matrix (shown as below)
4. Obtain model and train on Google Colab
5. Evaluate the training results

Test before training:

The data is processed to change the format of filename to include labels, and CK+ is cropped to separate from background.

The test was conducted on pre-trained VGG_S model fine-tuned by G Levi et al. The confused matrix is generated as well as demonstrations.

Data Augmentation and Training:

The dataset is divided into training, validation, and test. The team also enlarges the dataset by 30 times through addition of random noise, rotation of angles, and horizontal flip (like mirror). The dataset is also divided based on labels into 7 classes.

The training is conducted on VGG_16 model. The GPU is Tesla K80 GPU with accessible memory from 8.2 GB to 10.7 GB. The RAW is about 2-3GB. The batch size is 64 for training and 16 for validation. The total epochs of this training is 50, and the steps of epoch is 448. The optimizer is Stochastic Gradient Descent(SGD), and Nesterov Momentum was applied with base learning rate of 1e-4.

The training takes about 6 and half hours to complete.

Experiment

Base on CK+ dataset. the result before training

Base on JAFFE dataset. the result before training

Result and Demonstration

The forward pass test before the training archives 15.4% accuracy, and most of the emotion is classified as fear (shown in the figure). The effect of demonstration is like what figures show.

After 6 and half hours training by GPU, we get an training accuracy of 55%, and validation accuracy from 55-58%. The result indicates that the trained model has issue of overfitting. The potential reasons are lack of regularization and data normalization as well as biased dataset with 15000 of 28000 images are neural(figures shown left). The plot has a significant vibration and early convergence.

Expectation and Conclusion

In conclusion, our model will not be considered to achieve the objective as the dataset is biased with issue of overfitting.

In the future, we will focus on refine the dataset and model to reduce the effect of overfitting and early convergence of loss function. We will add more regularization and normalize the dataset.

Reference and Acknowledgement
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1 Abstract

Emotion Recognition is a task to process a human facial expression and classify it into certain emotion categories. Such task typically requires the feature extractor to detect the feature, and the trained classifier produces the label based on the feature. The problem is that the extraction of feature may be distorted by variance of location of object and lighting condition in the image. In this project, we address the solution of the problem by using a deep learning algorithm called Conventional Neural Network (CNN) to address the issues above. By using this algorithm, the feature of image can be extracted without user-defined feature-engineering, and classifier model is integrated with feature extractor to produce the result when input is given. In this way, such method produces a feature-location-invariant image classifier that achieves higher accuracy than traditional linear classifier when the variance such as lighting noise and background environment appears in the input image [1]. The evaluation of the model shows that the accuracy of our lab condition testing data set is 94.63%, and for wild emotion detection it achieves only around 37% accuracy. In addition, we also hope to demonstrate our project shown as figure 3 [2].

![Image of demonstration](image)

Figure 3: An Example of demonstration that the emojis are imposed on the input images [3][4][5][6][7]

2 Goals of the Project

The goals of this project are to establish a model that can classify 7 basic emotions: happy, sad, surprise, angry, disgust, neutral, and fear and to achieve the accuracy better than the baseline 14.29%. In addition to this, our project also aims to analyze the results of our model in terms of accuracy for each class. In the future, the model is expected to perform wild emotion recognition that has more complex variance of condition than lab condition images.
3 The General Problem

In real life, people express their emotion on their face to show their psychological activities and attitudes in the interaction with other people. The primary focus of this project is to determine which emotion an input image that contains one facial emotion belongs to. Because human face is complex to interpret, emotion recognition can be specifically divided into classification of basic emotion and classification of compound emotion [8]. For the goals of our project, the essential problem is to focus on the classification of 7 basic emotions (shown at below):

![Figure 4: The examples of 7 basic emotions: Happy, Sad, Neutral, Angry, Fear, Surprise, and Disgust](image)

In conclusion, we want to construct a system by which an input image that contains one expression belonging to one of the 7 basic emotions can generate an output that correctly labels the input image.

4 Conventional Methods and Their Issues

4.1 A Short Introduction to Conventional Method

Like every other classification problems, the emotion recognition problem requires an algorithm to complete feature extraction and categorical classification. In order to classify an emotion, we need to extract certain feature from data and build a model that can classify the input based on the feature. The procedure can be outlined as following [8]:

1 Data Pre-processing:
   The data pre-processing is to standardize the data. The typical way is to set the mean of the data to 0 and to also divide the data by the standard deviation [9].

2 Feature Extraction:
   The typical conventional method is to detect the face and extract the Action Units (AU) (shown in figure 5) from the face, and certain emotion contain the combination of AUs code as feature.

3 Model Construction:
   The conventional classifier can be either supervised or unsupervised algorithm. A typical example of supervised algorithm is Support Vector Machine, and the examples of unsupervised
algorithm include Principle Component Analysis (PCA) and Linear Discriminant Analysis (LDA) \[1\] [8]

4 Label or Result Generation
The typical way to generate label or result is to find which decision boundary has the minimum Euclidean distance from the data.

<table>
<thead>
<tr>
<th>AU1</th>
<th>AU2</th>
<th>AU5</th>
<th>AU9</th>
<th>AU15</th>
<th>AU23</th>
<th>AU25</th>
<th>AU27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Brow Raiser</td>
<td>Outer Brow Raiser</td>
<td>Upper Lid Raiser</td>
<td>Nose Wrinkler</td>
<td>Lip Corner Depressor</td>
<td>Lip Tightener</td>
<td>Lip Parts</td>
<td>Mouth Stretch</td>
</tr>
</tbody>
</table>

Figure 5: Examples of some Action Units [8]

4.2 The Issue with Conventional Method
The issues of Conventional method are [1] [2]:

A. Variance of Lights
Since each image is taken in the completely different background and lighting conditions, the intra-class noise of lights will distort the model to classify the emotion. As results, the same type of emotions may be classified differently because of the effect of lighting noise.

B. Variance of Location
Since the feature is typically extracted by filters such application of Local Binary Pattern in [10], the location of the feature, therefore, may affect the functionality of the feature extraction. As results, the AU may be extracted incorrectly if the face has is rotated or is in different part of the image.

These two issues are major problems faced by conventional algorithms.

5 Solution to the Issues of Conventional Method
5.1 Summary of Solution
In order to solve the issues of the conventional methods, the solution is to apply the algorithm of Convolutional Neural Network (CNN) to perform classification of emotion. In contrast to conventional method, the key differences of algorithm are [1]:
1. **Automatic Generation of Feature Extractor:**
   The feature of images can be captured automatically without users’ built feature extractor because the feature extractors are generated in the process of training based on the given ground truth.

2. **Differences of Mathematical Model:**
   The conventional method is typically performing classification through linear transformation, so they are typically referred as Linear Classifier. In comparison, CNN as well as other Deep Learning algorithm typically combines the linear transformation with nonlinear function such as sigmoid (Logistic Function) and Rectified Linear Unit (ReLU) to distinguish differences in process of classification.

   ![Figure 6: The sigmoid function(upper) and ReLU function (lower)](9)

3. **The Deeper Structure:**
   The conventional method typically performs only one layers of operation: for example SVM only has one set of weights. (shown in equation 1) However, CNN as well as other deep learning algorithm does multiple layers of operation in the process of classification.

   \[ S = W \ast x_i + b \]  
   
   where \( S \) is the classification score, \( W \) is weights matrix, and \( b \) is bias

   In the following section, we are going to discuss CNN in details and point out its advantages and disadvantages.
5.2 Introduction of CNN

5.2.1 The Structure of CNN

In general, CNN contains 2 blocks of layers: convolutional layers and fully-connected Layers (also known as Dense Layers). The convolutional layers are used to perform the task of feature extraction as it detects and produces signals of feature by doing dot product between convolutional kernels and the feature map or images [1]. On the other hand, the fully-connected layers consists of units as neuron cells that mathematically represents the linear operation and the operation of activation function (shown in figure 7). The last layer, a softmax classifier (equation 2) will generate the output in the format of the probability of each class in multinomial distribution, and the correct label will be the one with the maximum probability. (equation 2 and 3 show the softmax classifier model)

\[
P(y = j | \theta) = \frac{e^{\theta_j}}{\sum_{j=0}^{k} e^{\theta_j}} \quad (2)
\]

where:

\[
\theta = w_0x_0 + w_1x_1 + ..... + w_kx_k = \sum_{i=0}^{k} w_ix_i = w^T x \quad (3)
\]

For the Convolution layers, the structure includes convolution filters, activation function, and maxpooling filters. The convolution filters are kernels with certain size that perform dot product between the images or feature maps and filters [1]. In such process, one filter represents one specific feature the model intends to detect, and this feature can be located anywhere on the image or feature-map since the kernel is connected with every region with size of kernel on the image or feature maps [1] (shown in figure 8). In addition, the kernel is sensitive enough to detect the feature since the feature is the region with high cross-correlation [1]. Besides convolutional layers, the activation function will serve as a threshold that only allows the acceptable signal from previous convolutional layers to pass through, thereby making the system more complex so that the feature can be easily distinguished [9] [1]. The last type of convolutional block is the Maxpooling layer. The maxpooling layer performs the task to downsample the image or feature map, thereby reducing the computation and directing the next layers to focus on more detailed features. In conclusion, these 3 types of layers construct the uniqueness of convolution block.

Figure 7: The Illustration of a Neuron Unit in Dense Layers [9]
In addition to convolutional block, the fully connected layers will serve as classifier. Each unit of the layer contains the weight matrix, and through the linear transformation and activation function the output becomes the input of next layers of units [9]. In contrast to traditional linear transformation, the activation function ReLU (shown as equation 4) will act in the same way as the convolutional layers to make the system more easily distinguish the feature.

$$output = \max(input, 0)$$  \hspace{1cm} (4)

In addition, the last layer is normally a softmax classifier, and the result is typical the one with maximum probability in multinomial distribution (shown as equation 5 and 6).

$$class_i \sim Multinomial(\phi_i)$$  \hspace{1cm} (5)

$$label = \arg \max_i (\phi_i)$$  \hspace{1cm} (6)

where

$$\sum_{i \in \text{class}} \phi_i = 1$$

5.2.2 The Optimization and Training of CNN

In order to train the model to correctly predict the result, the model must minimize the difference between the predicted result and the actual result. Mathematically, we construct the loss function to calculate the difference between the true label and the predicted one. In the case of the softmax
classifier as mentioned in 5.2.1, the loss function is cross-entropy shown as equation 7,8,and 9 [9].

\[ L_i = -\log\left(\frac{e^{f_{y_i}}}{\sum_j e^{f_{y_j}}}\right) \quad (7) \]

which is equivalent to:

\[ L_i = -f_{y_i} + \log \sum_j e^{f_{y_j}} \quad (8) \]

The loss function of entire dataset:

\[ L_{total} = \sum_i L_i \quad (9) \]

In order to optimize the loss function, we need to find the derivative that leads us to the minima. In the process to find derivative of the loss function, we apply backpropagation to trace back each layers and use chain rule to deduct the derivative in respect to weights of whole system. [1] [9]

After that, the remaining task is to search for the minima of the loss function such that the loss function is minimized to show the most accurate labels. The common method is called Gradient Descent shown as the following algorithm 1 [9].

Algorithm 1 The Algorithm of Gradient Descent [9]

Initialize the weights of a CNN and run forward pass of the network:

Obtain the loss function:

\[ L_{total} = \sum_i \left( -\log\left(\frac{e^{f_{y_i}}}{\sum_j e^{f_{y_j}}}\right) \right) \]

while epochs < max steps do

Find the gradient: \( \nabla_{\theta}L_{total} \) in respect to weights \( \theta \)

Update the weight: \( \theta_{new} = \theta - \alpha \ast \nabla_{\theta}L_{total} \), where \( \alpha \) is the learning rate

re-run the forward pass and obtain the new Loss Function

end while

Algorithm 2 The Mini-Batch Algorithm

while The data is not completely run through do

Select a Mini-Batch of size n and do Algorithm 1

Do not return these data points back to the entire dataset

end while

Because it is not practical to plug every data points into the loss function to update the weights, algorithm normally takes randomly sampled batch to estimate the path of descent. This method is called Mini-Batch algorithm, and it is commonly referred as Stochastic Gradient Descent [9] shown as following algorithm 2. To notice, the batch size n is a multiple of 2. Furthermore, completion of this process is called 1 epoch.
The advanced way to do Gradient Descent also includes setup of a value $\gamma$ whose meaning is how much the learning rate decay after one epoch to better search for the path of descent. Additionally, the analogy of kinetic energy and momentum can also serve as an advanced version of SGD algorithm to further improve the efficiency of search.

5.2.3 The Advantages and Disadvantages of CNN

The major advantages of this algorithm are:

A. The feature can be captured regardless of its location
B. The users do not have to design the filters to extract feature as mentioned in summary
C. The negative effects of variance of lights can be reduced because the model is trained to learn the effect of noise.

However, it is apparent that this algorithm has several major issues:

A. The model requires a very large dataset to train because it has to cover the as many situations as possible. However, it is difficult to collect the dataset of emotion.
B. The model takes a very long to train from beginning (2 to 3 weeks)
C. The training requires machine with very good hardware, and they are expensive and consumes a large amount of energy.

In the next section, we are going to approach these issues by designing our own solutions.

6 Our Approach to Apply CNN

From previous section, we understand CNN does solve the issues of conventional method such as variance of feature location and noise surrounding the face. It, however, has its own requirement in formation of training process. In this session, our own solution will be presented to improve the model to fit the local dataset and constraints.

6.1 Transfer Learning and Fine-Tuning

6.1.1 Introduction of Transfers Learning

In response to the issue of long train period, the method of transfer learning is applied to reduce the length of training period. The term transfer-learning refers to the process of training a pre-trained model to better predict the inputs of local dataset. Normally, the convolutional blocks of a pretrained model acts as the feature extractor, and the local training only takes place on the fully connected part to train the weights of classifiers. Commonly we refer this process as fine-tuning of the pretrained model. The training period will be reduced from 2 to 3 weeks to 1 to 3 days. In our project, the VGG-16 network developed by University of Oxford is used to be fine-tuned.
6.1.2 The Structure and Function of VGG_16

The pretrained model VGG_16 was developed by University of Oxford and introduced on their paper (see [12]) in the topic of application of very deep network in the field of object detection. In their paper, the researchers note that network consists of very deep architecture of layers that can detect object from 1000 classes, and their top 1 accuracy rate is around 70% to 73% [12]. The figure 9 illustrates the architecture of VGG_16.

This network consists of 134 millions trainable weights, and the research team used 1.3 million images for training, which indicates in average there are 1300 images per class [12].

Figure 9: This is the diagram to show the dimensions of filters and layers of VGG_16 [11]
6.1.3 Our Method of Fine-Tuning

Figure 10: This is the diagram of architecture of the model we fine-tune. Diagram made by Chieh-En Li

Because the network is already capable of captured the some lower-level feature of object in a random background, we will only need to train the block that extracts the high-level detailed feature and the fully connected layers that serve as classifier. In addition to that, we also reset the softmax classifier from 1000 classes to 7 classes since we only have 7 emotions. Furthermore, when the paper was published, the over-fitting prevention technique called dropout layer was not popular [9]. Therefore, our method also adds the dropout layers in between fully connected layers to reduce the effect of overfitting caused too complex system. Finally, the diagram of structure is shown as figure 10.

6.2 Data Preprocessing and Augmentation

6.2.1 The Preprocessing on Original Dataset

The original data is from both The Japanese Female Facial Expression (JAFFE) [4] [5] [6] and CK/CK+ [3] [7]. The detail of original dataset is as following:

- JAFFE: This dataset consists of 200 images of 7 basic emotions with label included in the their file name. The image only consist of the face and do not have a background.

- CK/CK+: This dataset consists of 900 images of 7 basic emotions with label included in some different files. The images have face with background of static video frame.

Because the CK/CK+ dataset does not have label included in the file name and has the background, we apply the code written in [2] to convert the file name and image content in the format of JAFFE. After that, we divide dataset into 3 portions: training, validation, and test.
6.2.2 Our Methods of Augmentation

**Algorithm 3 The Algorithm of Data Augmentation**

Function of Random noise()

if mode = one type of noise then
    Add noise into image
else
    Keep the original state
end if

Function of Flip()

if mode = Add flip then
    Perform flip
else
    Keep original state
end if

Function of Rotation()

if the degree = certain degrees then
    Perform rotation in such degree
end if

Main function to combine these 3 effects

set up array with mode of random noise
set up array with mode of whether to flip the image
set up array with degrees of rotation
import image file

for each image in entire image dataset do
    for one degree in degree array do
        for one mode in noise array do
            for one mode in flip array do
                augmented data = flip function(rotation function(random noise function(image)))
                Save the data in corresponding directory of labels
            end for
        end for
    end for
end for

In practice of other researches (see [9] [12]), each class typically consists of at least 700 to 1000 images to form the training dataset as mentioned in section 5 of the report. However, we do not have such large amount publicly available dataset for the project to conduct training. We, therefore, apply data augmentation to generate more data from original dataset to artificially create the variance of lights and the shift of locations.

In our project, we combine 3 techniques of effects to complete the augmentation on training and validation dataset. (shown in algorithm 3)
1. **Random noise:**
   We added three kinds of noises for augmentation (Gaussian, Salt, and Poisson)
   
   – Gaussian noise: The noise is in a Gaussian distribution and randomly added into images
   – Salt: The noise is to add 1 randomly into images
   – Poisson: The noise is in a Poisson distribution and randomly added into images.

2. **Horizontal flip:**
   Adding an effect of flipping the images horizontally.

3. **Rotation:**
   We rotate the image from $0^\circ$ to $50^\circ$ by increment of $10^\circ$.

![Image](image_url)

Figure 11: This is an example of augmented data. The original image is from JAFFE [4][5][6]

The augmentation generates 48 times of images from our original dataset of training and validation. Therefore, we have 43,000 training images in total.

### 6.2.3 Biased Dataset and Solution

The other issue of dataset is that our original dataset is highly biased in favor of Neutral (shown in figure 12) As results, we randomize each class to similar amount of data (around 2000 to 2200 images) so that the data is balanced when we train the algorithm.

![Image](image_url)

Figure 12: This shows the bias of the dataset in favor of neutral. Made by Chieh-En Li
6.2.4 The Normalization of Data

Before we start the training, we also have to normalize the data. Though we may not need to normalize data by manually writing a program on that, it is still important that these procedures should be included before the model can do either training or prediction. (Briefly mentioned in 4.1) The normalization of our solution includes [9]:

- Rescale each pixel to 0 to 1
- Center the mean to 0
- Divide each point by the standard derivation

Some advanced methods include PCA which removes the correlation between the data and projects the data onto the eigenspace of its co-variance matrix and whitening which normalize the data point on eigenspace. [9] However, we do not consider these two methods in this project.

6.3 The Training

6.3.1 The Environment of Training

One of the disadvantages of CNN is that it requires a very powerful or groups of powerful GPU to complete the training because GPU has dedicated memory to compute the algorithm of Gradient Descent [9]. In addition, in order to construct the model for machine to train the algorithm, we also need a framework to build the network. There are several popular frameworks [9]:

- caffe
- Tensorflow
- Keras
- PyTorch

For the purpose of this project, we will use Keras in Tensorflow on Google Colab machine to train our network. Google Colab has accessible GPU memory from 8GB to 14GB, which satisfies the requirement of hardware.

6.3.2 The Parameters of Training

The following information is the parameter of training:

- Training Batch size: 128
- Step/Epoch: 120
- Validation Batch size: 16/32
• Step for validation: 100/50
• $\gamma$: 0.1
• Momentum: 0.9
• Nesterov Momentum: True

In practice, we train the model for 4 times in the order of 75 epochs, 25 epochs, 30 epochs, and 30 epochs to obtain a final model. [13]

6.4 Evaluation and Prediction

The evaluation of the model will include testing of model against the test portion of original dataset and comparison between untrained model and trained model. We generate the confusion matrix to analyze the model.

7 Result and Functionality of Solution

7.1 The Result of Training Accuracy and Loss Function

![Figure 13: These are plots of training and validation. The left is loss vs epochs, and the right is accuracy vs epochs.][13]

After the training, the training accuracy reaches around 95%, and the validation accuracy reaches around 81%. One of the pairs of plots is shown in Figure 13.

7.2 The Results of Test on lab condition images

In order to test our model, we will use the test portion mentioned in 6.2.1 to conduct the test of image on label condition. The number of images is slightly more than 200, and since the bias of
the original dataset the test dataset consists of mostly neutral images. In general, the accuracy is around 94% for the trained final model. However, the system basically randomly guesses the output when we do the test on the untrained model, thereby generating random results. These are shown as confusion matrices below.

Figure 14: One of the random results the untrained model generates

Figure 15: The confusion matrix of trained model

7.3 The Code Certification Test

However, when we try to test our code in wild test, the results turn out to be significantly lower (around 37%). As results we can only conclude that our model only fits the image of lab condition.
Figure 16: One of the co-author uses his photo to test, and it mistakenly classifies this image of happy as sad.

8 Analysis and Evaluation of Model

In analysis of the model on original CK+(figure 17), we can conclude that the lab condition images in general trains the model extremely well-fit the lab condition images. However, we still can notice that the emotion fear has the worst results among all classes in both ck+ images and test images. The reason for that may be because fear and surprise have very similar AUs in the facial regions. Even if we manually see the images from these two classes, it is possible to get confused on them.
Besides the images under lab conditions, when we try to use system to deliver the prediction of wild emotion classification, we find out that the accuracy is significantly reduced to round 37%. In comparison to [10], which yields to 41% and to [2], which has 51% in testing, our model does not deliver a good result. (figure 16 is an example)

9 Future Expectation and Improvement of The Model

In the future, the model will be trained and tested on a broader sets of data to not only fit the training dataset or lab condition images but also to achieve better accuracy on wild emotion recognition. In addition to this, the model is also expected to deliver the real life application in education to improve the learning and interactions in class (as [15]).
10 Reference and Acknowledgement
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