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Abstract
Scheduling transformations reorder a program’s operations to improve locality and/or parallelism. The polyhedral model is a general framework for composing and applying instance-wise scheduling transformations for loop-based programs, but there is no analogous framework for recursive programs. This paper presents an approach for composing and applying scheduling transformations—like inlining, interchange, and code motion—to nested recursive programs. This paper describes the phases of the approach—representing dynamic instances, composing and applying transformations, reasoning about correctness—and shows that these techniques can verify the soundness of composed transformations.
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1 Introduction
There is a large catalog of scheduling transformations for regular programs—loop-based programs that operate over arrays and matrices—such as loop tiling, loop interchange, loop fusion, and unrolling [18]. In recent years, many analogous transformations have been developed for irregular programs that use recursion to manipulate lists, trees, and graphs [14, 25, 29, 33]. As in the regular world, these transformations restructure and reschedule the operations of a program to enhance locality by moving computations that touch the same pieces of data closer together.

Transformations that reschedule the operations of a program are not necessarily safe. If, for example, operation \( y \) reads from a location \( x \) written to, then these operations must be performed in the same order to produce the correct result, and transformations that make \( y \) execute before \( x \) are unsound. Hence, a transformation like tiling that is safe for one program may not be safe for another. Moreover, while applying one transformation, like tiling, may be unsound for a program, composing that transformation with another, like loop reversal, may render the combination of the two transformations safe. Hence, finding effective, safe scheduling transformations requires a framework for reasoning about their composition.

In the world of loops and matrices, frameworks such as the polyhedral model [5, 6] tackle this problem through a unified representation of the schedule of computations in a program, the dependences in the program, and transformations of those schedules, allowing compilers to soundly compose and apply loop transformations to programs [3]. However, no such unifying framework exists for analogous transformations in the irregular world—different optimizations each use different, ad hoc dependence analysis frameworks to drive the transformations [25, 29, 36], when dependence analyses are performed at all, and these disparate frameworks do not allow transformations to be composed.

Contributions
This paper presents the first approach for reasoning about, composing, and checking the soundness of transformations on nested recursive programs—the first steps towards an analog of the polyhedral framework for irregular programs. Our approach, which we call PolyRec, incorporates several novel components:

A representation of the iteration space A scheduling framework needs an instance-wise representation of a program’s operations, representing the dynamic instances of each operation rather than just the static code. PolyRec uses multitape finite state automata to represent the instances of statements of a recursive program—each instance is a tuple generated by the automaton—with lexicographic order representing the schedule of computation. (Section 4)

A representation of transformations PolyRec represents scheduling transformations as multitape finite state transducers, mapping each instance to another instance, with the new lexicographic order representing

---


1Nested recursion generalizes nested loops, including recursive functions nested within loops [14] or vice versa, or even recursion nested within other recursion [33]. See Section 2.2

2Adopting the terminology of Amiranoff et al. [2], we refer to these dynamic instances simply as “instances.”

3Loops are transformed to tail-recursion to allow PolyRec to treat them uniformly with recursion.
the new schedule. Crucially, this representation is compositional, allowing complex transformations to be broken down into a sequence of simple transformations.

To demonstrate the utility of PolyRec, we show how several specific transformations from the literature—inlining, interchange [14, 33], code motion [29], and strip-mining—can be represented using PolyRec’s multitape transducers. This representation allows these transformations to be arbitrarily combined and composed, generalizing their prior use. (Section 5)

**A representation of dependences** A dependence analysis framework must represent any dependences in a program in a form that enables a dependence test: checking whether a particular transformation violates any dependences. Importantly, this check should apply to composed transformations—an individual transformation may actually break dependences, relying on a later transformation to “fix” them; the dependences may only be preserved because of the combination of all transformations. In PolyRec, dependences are represented by witness tuples that capture sets of dependent instances. PolyRec’s dependence test applies the (composed) transformation transducer to these witness tuples and applies a decision procedure to determine if any dependences are violated—if none are, the transformation is sound. (Section 6)

We build a prototype implementation of PolyRec (Section 7) that can compose transformation transducers for nested recursive programs. When presented with witness tuples that capture the dependences of a source program, the prototype can then check these composed transformations for soundness by applying the dependence test. We also describe a completion procedure: starting with a partial transformation—an initial transformation that may not be sound—the prototype can be used to search through the (finite) space of transformations consistent with that partial transformation to identify a complete transformation that is sound. Our prototype ultimately verifies that a sequence of transformations is sound with respect to a set of dependences. This sequence of transformations can be applied (e.g., by a traditional compiler) to generate the transformed code.

To evaluate PolyRec, and our prototype implementation, we show that we can automatically create and check fairly sophisticated composed transformations for nested recursive programs, including transformations that are equivalent to combinations of point blocking [14] and traversal splicing [15]. (Section 8)

2 Background

This section provides a brief background on the premise of schedule transformations for iteration constructs (loops and recursion), describes the space of recursion and iteration that PolyRec handles, and gives an overview of recent work on

1. \( A[N] = /\text{initialize array } /; \)
2. \( \text{node } T = /\text{initialize tree } /; \)
3. \( \text{outer}(i, \text{node } n, \text{int } j); \)
4. \( \text{inner}(i, n, j); \)
5. \( \text{outer}(i, \text{node } n); \)
6. \( \text{if } (i \gg N) \text{ return; } \)
7. \( \text{inner}(i, n) //t_1 \)
8. \( \text{outer}(i + 1, n) //r_1 \)
9. \( \text{inner}(i, \text{node } n, \text{int } j); \)
10. \( \text{if } (n == null) \text{ return; } \)
11. \( \text{inner}(i, n) //t_2 \)
12. \( \text{outer}(i, n, j); \)
13. \( \text{inner}(i, n) //r_2 \)
14. \( \text{inner}(i, n, j); \)
15. \( \text{outer}(0) \)
16. \( \text{outer}(0, T) \)
17. \( \text{if } (i < 4 \&\& (i + j) < N) \)
18. \( \text{if } (n != null) \)
19. \( n.x += A[i + j] \)
20. \( n.left.x += A[i + j] \)
21. \( \text{if } (n != null) \)
22. \( n.left.x += A[i + j] \)
23. \( \text{if } (n != null) \)
24. \( \text{outer}(i, n, j + 1) \)
25. \( \text{outer}(i, T, 0) \)

(a) Repeatedly traversing a tree.  (b) After transforming.

**Figure 1.** Running example.

This analysis and transformations for recursive programs as well as a sketch of other related work.

2.1 Schedule Transformations

Performing scheduling transformations on code is one of the fundamental ways of improving its performance: changing when an instruction executes can have deep impacts on locality (changing when a memory location is touched can transform a cache miss into a cache hit) and parallelism (moving operations around can increase the number of independent instructions that can be executed simultaneously). Crucially, not all schedules of computation are legal. If statement \( s_1 \) accesses a memory location \( l \) and statement \( s_2 \) accesses that same memory location, with one of those accesses being a write, this dependence constrains the possible legal schedules. In all legal schedules of computation, \( s_1 \) and \( s_2 \) must appear in the same order to ensure that they produce the correct result. The dependence must be preserved.

Consider the code in Figure 1a, which reflects the structure that arises in many tree-based applications [10]. The function outer represents a loop that iterates from 0 to \( N \) that has been transformed into tail recursion (allowing a uniform treatment of loops and recursion), while outer recurses over...
some tree structure. The code $s_1$ (line 13) executes once for each combination of $i$ and $n$ (where $n$ represents a node in the tree). This code has poor locality: while a given element of $A$ is accessed repeatedly while traversing the tree rooted at $T$, the tree is fully traversed once for each element.

Analyses that look for dependences in statements that access recursive structures (e.g., [8, 12, 20, 28]) will correctly say that there is a dependence from that statement to itself. However, an instance-wise analysis of this code reveals more structure in that dependence: $s_1$, executing at $(i, n)$ specifically has a dependence with $(i + 1, n)$ (the second instance has a different value for the loop induction variable, but executes at the same node in the tree). A program with this dependence structure can be safely transformed using technique akin to point blocking [14] and traversal splicing [15], to give the code in Figure 1b. Here, a 4-element block of $A$ traverses the tree simultaneously. At each node of the tree, this block visits the node as well as its immediate children before continuing traversal. In this way, both chunks of $A$ and the tree rooted at $T$ stay in cache, providing better locality.

2.2 Perfect Nesting

This paper focuses on perfectly-nested programs, where the control structures are (non-mutual) recursive functions (loops can be treated as recursive functions through the well-known correspondence between loops and tail recursion). Such a recursive function can perform a base-case check to terminate recursion (equivalent to the bounds check in a loop), call itself one or more times, or call a different recursive function (we call this a transfer call), "descending" to an inner recursion. The “innermost” recursive function, which only calls itself, can, in addition, perform work that reads and writes different data structures. Figure 1a is perfectly nested: outer simply iterates from 0 to $N$, while inner performs the actual tree traversal.

Following the lead of Sakka et al. [29], we treat the body of the innermost recursion as a sequence of compound statements and recursive calls. These compound statements can contain control flow, but for the purposes of analysis and transformation they are treated as indivisible units.

Nested recursion generalizes the case of perfectly nested loops, a frequent target of loop optimization. Moreover, perfectly nested recursion (or perfectly-nested combinations of recursion and loops) arises in a number of domains, as considered by previous transformation frameworks [14, 15, 33, 36]. Note that this space of programs includes any algorithm that performs a single recursion, as such a program is perfectly-nested by default.

2.3 Instance-wise Analysis for Recursive Programs

Instance-wise analysis is common for regular programs that deal with nested loop structures that operate over dense arrays [3, 5, 6]. However, when it comes to irregular data structures like trees and non-loop control structures like recursion, there has been far less work. Perhaps the most comprehensive treatment of instance-wise analysis for recursive programs comes from Amiranoff et al. [2] (building on prior work by Cohen and Collard [4] and Feautrier [7]).

Amiranoff et al. [2] generate a context-free language representation of a recursive program that uniquely labels each dynamic instance of a statement using a trace string called a control word. Using these control words, they can define a dependence analysis that determines the set of dependent (dynamic) instances in a program, using that information to parallelize the program. This work is general in some ways, but has several drawbacks when considered for use in a transformation framework. Their work does not consider how to represent scheduling transformations beyond parallelization (including simple transformations such as code motion or inlining), nor do they consider transforming nested structures.

In recent years, there has been increasing interest in developing transformation frameworks for recursive programs. These have ranged from frameworks to support interchange and blocking of nested loops and recursion [14, 15, 36] to frameworks that target fusing multiple recursive traversals together [21, 25, 26, 29] to those that transform multiple recursive functions nested inside one another [33]. While some of these only provide informal arguments for correctness, others provide dependence tests that can be used to automatically determine when these transformations break dependences [25, 26, 29, 36]. However, these frameworks are ad hoc: they do not provide general, composable ways for reasoning about transformation correctness.

2.4 Other Related Work

There are numerous frameworks that reason about nested loops with affine loop bounds and affine array subscripts [1, 3, 5, 6, 17, 19, 22, 37, 38]. As mentioned above, these approaches focus on dense loops over dense arrays, so are not applicable to our domain. There has been work done in the past to generalize the loop-based model to handle non-affine loop bounds and subscripts using symbolic expressions [23, 34], and to handle sparse matrices and arrays [30–32, 35], but these approaches still only target loops, and hence do not generalize to the recursive constructs we consider.

3 Overview of PolyRec

This section gives a quick overview of PolyRec’s representations and mechanisms. Sections 4 through 5 elaborate upon and formalize these facets of PolyRec.
Running Example  Let us return to our example from Figures 1a and 1b. To break down the transformations a little more concretely, first, the method outer was *strip mined* (Section 5.3.4) to break it into two loops, outer1 (at line 1) and outer2 (at line 16); outer2 performs groups of 4 iterations from outer1. Second, the method inner was changed from post-order (as it was in Figure 1a) to pre-order using *code motion* (Section 5.3.1). Then the calls inner(i, n.left, j) and inner(i, n.right, j) were *inlined* to operate on the left and right child before continuing recursion (resulting in three statements in inner and four new recursive calls) (Section 5.3.3) and code motion was applied again. Finally, inner and outer2 were *interchanged* (Section 5.3.2) so that inner iterates over the nodes in the tree before outer2 iterates over its 4-element block of A. PolyRec can reason about this complex series of transformations, and check it for soundness, in a single representation, as we explain next.

### 3.1 Iteration Space Representation

The first task in PolyRec is to capture the *iteration space* of a piece of code. This means finding a way to name each dynamic instance of a statement (be it a bounds check or a statement accessing an array or a tree), and capture the ordering relationship between them.

PolyRec uses a *regular relation* representation (i.e., a tuple of strings generated by a multitape finite automaton) for its iteration space. Each statement in a k-deep nest of recursion is named using a *instance tuple*: a k-string (a k-tuple of strings), with each element in the k-string defining a location in the iteration space for that dimension (read: level of recursion).

Figure 2 shows the multitape automaton that generates the instances for the (pre-transformation) running example. The loop boxed in red represents the “iterations” of outer: each call to outer appends a new \( r_1 \) to the first dimension. The loop boxed in blue represents the iterations of inner, two calls, which append either \( r_2 \) or \( r_2' \) to the second element. Finally, we represent the two non-recursive statements of the two recursions: a transition that adds \( t_1 \) to the first dimension, representing switching to the inner recursion, and a transition that adds \( s_1 \) to the second element, representing executing the compound statement in inner. Because this execution is a complete instance, this transition moves to an accept state (i.e., generates an instance tuple).

The instance tuple can be flattened (by concatenating its elements), and alphabetical order then provides the iteration order of the dynamic statement instances. While we could carefully select the alphabets so that alphabetical order would correspond to the correct order, for convenience, PolyRec instead defines a lexicographic order on the alphabet. In our running example, the ordering is \((t_1, r_1, r_1', r_2', s_1)\). Note that the order of the first two symbols corresponds to the order of the statements in the outer recursion, and the order of the next three symbols corresponds to the order of the inner recursion. Hence, we see that instance \([r_1, t_1, r_1', r_2', s_1]\), which corresponds to the iteration space position \(i = 2\) in the outer dimension and node = root.left.right in the inner dimension, occurs before the instance \([r_1, r_1', s_1]\) (which executes at the root node of the tree) because the inner recursion is postorder. Note that PolyRec does not attempt to bound the iteration space, but merely to order it. This is because most “bounds” in recursive applications are input-dependent and hence not amenable to analysis.

### 3.2 Transformations

A scheduling transformation preserves which instances execute but restructures the iteration space so that they execute in a different order. PolyRec represents a transformation as a *multitape finite state transducer* that rewrite instance tuples (with \(k\) elements for \(k\)-dimension nests) to other instance tuples (that may have a different number of dimensions). This transducer allows us to translate any instance in the original space to a new instance in the transformed space, and the ordering in this new space (determined by lexicographic order) represents the new schedule of computation.

For example, a *code motion* transformation that changes the order in the three calls and statements in inner execute, can be represented as a rewrite that changes the symbols \(r_2, r_2', s_1\) to sort in a different order. Note that this reordering, while seemingly simple, can change a post-order traversal to a pre-order traversal. The new order of \((t_1, r_1, s_1, r_2', r_2')\) means that \([r_1, r_1', r_2', s_1]\) now occurs after \([r_1, r_1', s_1]\). More complicatedly, we can implement interchange, swapping the inner recursion and the outer recursion by building a transducer that rewrites the call symbols from one dimension of the instance tuple to another.

Because PolyRec’s transformations are represented as finite state transducers, they can naturally be composed (multitape FSTs are closed under composition [11]) to produce compound transformations.

### 3.3 Dependences

When transformation transducers are applied to a PolyRec iteration space, the schedule of instances change. Not all
schedules are valid however: if two dependent instances change their order, the new schedule will produce incorrect results. Thus, \textsc{PolyRtc} provides a test for whether dependencies are violated by a transformation.

\textsc{PolyRtc} represents pairs of dependent instances as a witness tuple. This is a 3-tuple of regular relations that captures pairs of dependent instances in three parts: (i) the common prefix of a pair of dependent instances; (ii) the suffix(es) of the first of each pair; and (iii) the suffix(es) of the second of each pair. This tuple, which we write \((R_a, (R_{\delta}, R_{\gamma}))\), functions as a generator for instance pairs: each pair can be formed by choosing an element from \(R_a\), then appending an element from \(R_{\delta}\) to form the first instance and an element from \(R_{\gamma}\) to form the second instance.

In our running example, there are dependences from any instance that executes at a particular node \(n\) of the tree to any later instance that executes at the same node \(n\) of the tree (but with a different value of \(i\)). Hence, the witness tuple for this program is:

\[
\{(r_1)^+, (r_2^1r_2^2), (t_1, s_1), ((r_1)^+t_1, s_1)\}.
\]

So, for example, \([r_1r_1t_1, r_2^1r_2^2s_1]\) is dependent on \([r_1t_1, r_2^1r_2^2s_1]\).

\textsc{PolyRtc} provides a decision procedure for checking if a witness tuple is preserved by a transformation (i.e., whether all pairs generated by the tuple preserve their order under the transformation), allowing us to check the validity of arbitrary composed transformations. In our running example, the witness tuple is preserved by the proposed transformation. Note, however, that a different transformation that turns out into a post-order traversal—the analog of loop reversal—by swapping \(t_1\) and \(r_1\) in the symbol ordering would not be sound. It would reverse dependences generated by the witness tuple (including the one given above).

4 Representing Recursive Iteration Spaces

The first step in any scheduling framework is designing a representation to capture the iteration space and schedule. While polyhedral frameworks use representations like systems of linear inequalities to capture the iteration space and a lexicographic ordering on integer points in that space to capture a schedule [3, 5, 6], the story is complicated for recursive programs because the iteration spaces are not affine. Amiranoff et al. [2] use control words, derived from a context-free language representation of a program, to name instances of recursive programs. By carefully choosing the alphabet, ordering on the control words is also lexicographic ordering.

Unfortunately, Amiranoff et al. [2]’s work is not quite suitable for our setting. In particular, the control word abstraction for instances creates a single string for each instance, without concern for the distinctions between dimensions. This limitation means that their representation cannot support transformations, such as interchange and strip mining, that focus on particular dimensions or the interaction between dimensions. To overcome this problem, \textsc{PolyRtc} uses a novel representation, based on regular relations that are generated by \textsc{non-deterministic multitone finite automata} [24].

### 4.1 Preliminaries

Intuitively, a non-deterministic, multitape finite automaton is akin to a regular NFA that reads over multiple input tapes, rather than one. The transition function, rather than providing transitions between states when observing a single symbol from \(\Sigma^*\) (i.e., transitioning when seeing a symbol, or non-deterministically transitioning on \(\epsilon\) instead transitions based on a tuple of symbols drawn from \((\Sigma \cup \epsilon)^k\) that matches symbols from \(k\) tapes. More formally, let \(\Sigma\) be an alphabet of symbols, with \(\Sigma^*\) representing the set of words and \(\epsilon\) denoting the empty word. For two words \(w_1, w_2 \in \Sigma^*\), \(w_1 \cdot w_2\) is their concatenation. A \(k\)-word is a \(k\)-tuple from the set \((\Sigma^* \cup \epsilon)^k\). For two \(k\)-words, \(v = [v_1, v_2, \ldots, v_k]\) and \(w = [w_1, w_2, \ldots, w_k]\), their elementwise concatenation, \(v \circ w\) is \([v_1 \cdot w_1, v_2 \cdot w_2, \ldots, v_k \cdot w_k]\).

We can thus define:

**Definition 4.1.** A non-deterministic, \(k\)-tape finite automaton is a 6-tuple \(A = (k, \Sigma, Q, q_0, F, E)\) where:

- \(k\) is the number of tapes
- \(\Sigma\) is the finite alphabet
- \(Q\) is a finite set of states
- \(q_0 \in Q\) is the start state
- \(F \subseteq Q\) is a set of accept states
- \(E \subseteq Q \times (\Sigma \cup \epsilon)^k \times Q\) is a finite set of labeled transitions (each labeled with a \(k\)-tuple of symbols and/or \(\epsilon\))

\(A\) recognizes the \(k\)-word \(v \in (\Sigma^* \cup \epsilon)^k\) iff there exists a path \(q_0a_1q_1a_2q_2 \ldots a_nq_n\) where \(q_0\) is the initial state, \(q_n \in F\), for each \(0 < i \leq n\), \((q_{i-1}, a_i, q_i) \in E\), and \(v = a_1 \circ a_2 \circ \cdots \circ a_n\).

The relation \(R(A) \subseteq (\Sigma^* \cup \epsilon)^k\) is the set of \(k\)-words recognized by \(A\), and is a regular relation; all regular relations have multitape automata that recognize them [16].

The class of regular relations is closed under concatenation, union, and Cartesian product. Regular relations are also closed under projection. Suppose \(R\) is a \(k\)-dimension relation, and \(0 < i \leq k\):

\[
R \ominus i := \{[w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_k] \mid \exists w : [w_1, \ldots, w_{i-1}, w, w_{i+1}, \ldots, w_k] \in R\}
\]

In other words, we can “remove” a dimension from a regular relation. This can extended to projecting out multiple dimensions, \(R \ominus I\), in the obvious way. Another important closure property for regular relations is composition [11]:

\[
R_1 \circ R_2 := \{[w_1, \ldots, w_{k+i-2}] \mid \exists w : [w_1, \ldots, w_{k-1}, w] \in R_1, [w, w_k, \ldots, w_{k+i-2}] \in R_2\}
\]

which allows us to “match up” words from two relations to form a new relation. Note that composition itself composes: we can repeat composition to match up arbitrary dimensions from two regular relations to create a new regular relation.
4.2 Capturing Instances with a Multitape Automaton

PolyRec uniquely names and orders instances of statements in recursive programs using \( k \)-tuples of symbols generated by a \( k \)-tape automaton, where \( k \) is the number of recursion dimensions. Each statement that executes does so at a unique combination of call stack and static statement location (since we represent loops with recursion). This information is sufficient to uniquely name each dynamic instance. We can readily construct a multi-tape finite automaton \( A \) that enumerates a \( k \)-tuple of strings representing every possible call stack and static statement for a program. Let \( |S| \) be the number of compound statements in the innermost recursion. Let \( k \) be the number of recursive methods in the program. Let \(|C_i|\) be the number of recursive calls in recursive function \( r_i \). \( A \) is a 6-tuple, \( \langle \Sigma, Q, q_0, F, E \rangle \), defined as follows:

- \( k \) is simply the number of dimensions of the loop nest.
- \( \Sigma \) is the union of the following set of symbols:
  - \( \{ s_i | 0 < i \leq |S| \} \). One symbol per compound statement in the program, with the \( i \)th compound statement getting the symbol \( s_i \).
  - \( \{ t_i | 0 < i < k \} \). One symbol per transfer call in the program (note that there are \( k - 1 \) total such calls).
  - \( \{ r_i^j | 0 < i \leq k \wedge 0 < j \leq |C_i| \} \). One symbol per recursive call in the program, with the \( j \)th recursive call made by the \( i \)th recursive function labeled \( r_i^j \).
- \( Q \) has \( k + |S| \) states: \( \{ q_0, q_1, \ldots, q_{k-1} \} \cup \{ q_s | 0 < i \leq |S| \} \). The first set of states are associated with the recursion levels, while the second set of states are associated with the compound statements.
- \( q_0 \), the start state, is, simply, \( q_0 \).
- \( F \) is \( \{ q_s | 0 < i \leq |S| \} \). In other words, every state associated with a compound statement is an accept state.
- \( E \) includes the following edges. For notational convenience, we will let the transition label \( \ell_i[x] \) be a \( k \)-tuple with \( \ell \) in every dimension except dimension \( i \), which has the value \( x \).
  - \( \{ q_0, \ell_i[r_i^j], q_0 | 0 < i \leq k \wedge 0 < j \leq |C_i| \} \). In other words, a self loop with the label \( \ell_i[r_i^j] \) for the \( j \)th recursive call from the \( i \)th level of recursion. Note that this label is only non-\( \epsilon \) in dimension \( i \).
  - \( \{ q_{i-1}, \ell_i[t_i], q_i | 0 < i < k \} \). In other words, a sequence of edges from \( q_0 \ldots q_{k-1} \) labeled with the transfer calls. Each call only adds a symbol to the dimension of its recursion level.
  - \( \{ q_{k-1}, \ell_k[s_i], q_s | 0 < i \leq |S| \} \). In other words, a transition from \( q_{k-1} \) to the state associated with each compound statement, labeled with that compound statement’s symbol.

This construction procedure produces an automaton that produces the regular relation \( R_A \). Each dimension of the relation corresponds to one recursion level. The set of strings generated by each dimension is a sequence of recursive calls (that stay at that recursion level) followed by a transfer call that signals the end of that recursion level. The set of strings generated by the innermost recursion, at the last dimension, is a sequence of recursive calls followed by a single compound statement. Note that the “flattened” language of \( R_A \), which we will call \( L_A \) corresponds to strings that represent all possible dynamic statement instances as a call stack (with the “transfer” recursive call that begins the execution of a level of recursion distinguished from recursive calls that stay at that level of recursion) plus the static statement in the innermost recursion. If the symbols of \( \Sigma \) are ordered by the order the calls and statements appear in each recursive function, it is also clear that the lexicographic ordering of the strings in \( L_A \) corresponds to the order in which their respective instances would execute.

This automaton does not consider bounds checks in any way: it generates an infinite relation. Nevertheless, any real execution of the program, which requires that all recursive functions terminate, will generate a finite subset of \( R_A \), whose flattened, ordered set of strings can be embedded in the (infinite) ordered sequence of the strings of \( L_A \). Hence, \( R_A \) is a sound overapproximation of the set of dynamic instances of a program (and their order).

**Remark.** The language \( L_A \) we can derive from flattening \( R_A \) is not particularly different from the language of control words defined by Amiranoff et al. [2]. They note that while they use context-free languages to generate their control words, for their programs, the languages are actually regular.

The automata PolyRec considers share a common structure: a series of “loops” capturing the recursive calls at state \( q_0 \), then a sequence of transfer transitions representing the end of each recursion dimension, followed by a set of final states representing the compound statements in the innermost recursion.

5 Representing Scheduling Transformations

Armed with a representation for the iteration space, described in Section 4, the next step for PolyRec is to provide a representation for scheduling transformations of the iteration space. A scheduling transformation provides a new order of execution for instances, and can be used to, for example, improve locality.

PolyRec uses multitape finite state transducers [16, 24] to represent its transformations (Section 5.1). Transducers are naturally composable, meaning that PolyRec can synthesize compound transformations that apply multiple rewrites to a recursive loop nest (Section 5.2). Finally, we describe techniques for generating transducers that apply specific
transformations to nested recursion: code motion, inlining, strip mining, and interchange (Section 5.3).

5.1 Transformations as Multitape Transducers

A scheduling transformation is a bijective function that maps instances in one iteration space to instances in a different, transformed iteration space. Of course, not all such functions are useful to consider as transformations. We would like scheduling functions to meet the following criteria:

1. The co-domain of the scheduling function should also be a regular relation of strings. This means that PolyRec can keep iteration spaces in the world of regular relations and reason about schedules using flattening and lexicographic ordering—the universe of PolyRec iteration spaces will be closed under scheduling transformations.

2. Scheduling transformations should be easily composable—it should be possible to combine multiple transformation functions to produce a composite function that transforms an input schedule to an output schedule.

3. Scheduling transformations should preserve perfect nesting: if an iteration space is perfectly nested, applying the transformation should result in a new perfectly nested space.\(^6\) Note that this means that the transformation should not alter the general structure of the iteration space automaton—a series of self loops at \(q_0\) representing all the recursive calls in different dimensions, a sequence of transfer transitions, and a set of final states representing the computations of the innermost recursion.

To satisfy the first two properties, PolyRec uses multitape, non-deterministic, finite-state transducers to represent scheduling transformations. These multi-tape automata act as string rewriters, and can rewrite the (multi-dimensional) strings representing one iteration space into (multi-dimensional) strings from another iteration space.

Consider an input iteration space with \(k\) dimensions over symbols (calls and statements) \(\Sigma, R_L \in (\Sigma \cup \epsilon)^k\). A transformation that reschedules it to \(k\) dimensions with new symbols, \(\Sigma'\) would be a transducer \(T \in (\Sigma \cup \epsilon)^k \times (\Sigma' \cup \epsilon)^k\). We can use \(T\) as a function \(T : (\Sigma \cup \epsilon)^k \rightarrow (\Sigma' \cup \epsilon)^k\) defined in the obvious way, provided that \(T\)'s first \(k\) dimensions are a superset of \(R_L\) (making \(T\) total) and that each tuple in \(R_L\) only "matches" a single tuple in \(T\)'s second \(k\) dimensions (making \(T\) a function).

Remark. The properties required for \(T\) to be used as a function are, in general, undecidable for multitape finite automata [9]. However, we build our transformations in a constructive manner that makes it straightforward to see that \(T\) acts as expected.

\(^6\) Not all scheduling functions that meet the first two requirements meet this third one (indeed, well-understood transformations like fission break this requirement). But PolyRec currently only handles perfect nesting.

We can think of an edge label in a transformation transducer \(T\) as having the following form (we show a 2-dimension to 2-dimension transformation, but this generalizes in the obvious way to multiple dimensions):

\[ [i_1, i_2] \rightarrow [j_1, j_2] \]

This transition rewrites the symbols \([i_1, i_2]\) from the input tape into \([j_1, j_2]\) on the output tape.

Remark. Note that, as with many polyhedral frameworks, PolyRec targets rescheduling transformations. In particular, because \(T\) is a bijection, computations are only reordered, not created or removed. This is in contrast to transformations that eliminate redundant or unnecessary operations. PolyRec does not handle such transformations.

To help satisfy the third property of transformation transducers, and to admit a decidable dependence test (Section 6), we place an additional structural restriction on transformations: they should be order-free rewrites. In short, there are two restrictions: (i) any state in the transducer that has an input transition accepting a recursive symbol (on any tape) must also have transitions that accept all other recursive symbols\(^7\); and (ii) any such state must have a transition to a tail: a sequence of states that accepts the transition call symbols one after another, followed by states that accept any of the innermost compound statements. These conditions combined essentially mean that the transformation should be able to rewrite the recursive calls in any order it wants; consuming a recursive call off of one input tape cannot preclude either consuming recursive calls on other tapes or ending the rewrite by entering the tail. Figure 3a gives an example of what an order-free rewrite looks like. Note that both “looping” states have rewrites for \([r_1, \epsilon]\).

Applying a transformation transducer is straightforward: we simply project out the output dimensions of the transducer, and apply \(\epsilon\) elimination to simplify the resulting multitape automaton. The result is an automaton that produces the transformed iteration space. Note, though, that it is important that the transformation be implemented as a transducer, rather than simply giving the transformed iteration space. We are not just interested in the final schedule of computation, but how we got there: which specific instances in the original schedule got mapped to which specific instances in the transformed schedule. It is this information that allows us to check the soundness of schedules (Section 6). This also means that any transformation transducer must not only rewrite one iteration space to another, but do so faithfully—it should correspond to the way instances in the original program are mapped to instances in the transformed program. The transformations we present in Section 5.3 all do this translation faithfully, although in general there is no way for us to automatically verify this for an arbitrary transformation.

\(^7\) Either directly or through an \(\epsilon\) transition.
We now describe techniques to generate transformation transducers for four well-defined transformations: code motion, recursion interchange, inlining, and strip mining. These component transformations are simple, but their composition is powerful enough to construct transformations such as point blocking [14] (a combination of strip mining and interchange) and traversal splicing [15] (a combination of all four transformations) when combined in the right way. For each transformation, we describe the basic change the transformation makes to the iteration space, and provide a procedure for constructing a transducer in PolyRec that implements the transformation.

### 5.3 Representing Specific Transformations

#### 5.3.1 Code motion

As its name would suggest, code motion simply reorders the statements in the code around. In non-innermost recursions, this changes the order of the recursive calls and the transfer calls, while in the innermost recursion, this changes the order of the recursive calls and leaf compound statements. Note that because code motion applies within each dimension, it does not change the recursive structure of the iteration space. Nevertheless, code motion reorders the execution schedule, so can break dependences.

The transducer representing code motion looks exactly the same as the multitape automaton representing the iteration space with output tuples same as the input ones at every edge of transition, with one-to-one replacements of symbols in the input alphabet with symbols in the output alphabet; the output alphabet merely has a different lexicographical order than the input one. Section 3.2 gave an example of how code motion might be used to change a post-order recursion to a pre-order recursion.

#### 5.3.2 Interchange

In our example, transition \([r_1, \epsilon] \rightarrow [\epsilon, r_2]\) switches \(r_1\) from dimension one to two, and transitions \([\epsilon, r'_2] \rightarrow [r'_1, \epsilon]\) and \([\epsilon, r''_2] \rightarrow [r''_1, \epsilon]\) switch \(r'_2\) and \(r''_2\) from dimension two to one.

Interchange is a seemingly complex transformation — changing the nesting order of recursion— with a simple transducer. As a code transformation, interchange is well-understood for loops [1], while interchange of loops and
more general recursion [14] and general recursive methods [33] has been studied in the literature. Figure 4 shows the transducer for interchanging first and second dimensions of the code in Figure 1a. To interleave dimensions $i$ and $j$, the transducer begins with a single state with a set of self-transitions (a) rewrite every recursive call in dimension $i$ to dimension $j$, and vice versa; and (b) leave recursive calls in other dimensions in their original dimension. We then add a tail of transitions that leave all transfer and compound statements alone. Like code motion, interchange changes the schedule of computation, so can break dependences.

5.3.3 Inlining

Inlining is a standard compiler transformation that nevertheless forms an integral part of more sophisticated transformations that we want to apply to recursive programs, such as traversal splicing [15]. While applying the transformation directly to code is straightforward, it is slightly more tricky to construct the transducer that captures this transformation (an example of which is in Figure 3a).

Our construction for inlining only applies to the innermost dimension, due to the perfect nesting requirement (though note that other dimensions can be essentially inlined by composing interchange, then inlining, then interchange again). For the innermost dimension, we specify which recursive call $c$ should be inlined. We then duplicate all the states in the iteration space automaton, creating a new recursive state and a new set of tail states. For the tail states, we leave identity rewrites for all the transfer statements, but for transitions for compound statements $s_i$ produce rewrites that map them to new copies of those compound statements $s_i'$ (representing the code that was inlined). For the recursive state, we keep self-loops with identity rewrites for non-innermost recursive calls. We then add the following transitions between the original recursive state $q_r$ and the new recursive state $q'_r$:

1. A transition from $q_r$ to $q'_r$ that rewrites the inline call $c$ to $\varepsilon$: $[c, r_1^2] \rightarrow [\varepsilon, \varepsilon]$ in our example.
2. For each innermost recursive call in the original dimension, add a transition from $q_r$ back to $q_r$ that rewrites that call into a new recursive call (representing the inlined versions of those calls). In our example, that creates new recursive calls $r_3^{ll}$ and $r_3^{lr}$.

Note that, as expected, inlining increases the number of calls and compound statements in the innermost recursive call. Unlike code motion and interchange, inlining on its own does not change the schedule of execution—but instances that used to be labeled with strings of the form $(r_i|r_r) s_i$ may now be labeled with strings of the form $(r_i|r_r) s_i'|s_i'$.

5.3.4 Strip Mining

While inlining as implemented in PolyRec only applies to innermost recursions, we present another inlining-like transformation that can apply to any recursion that is loop-like (i.e., it only has a single recursive call—though that call may be pre-order or post-order): strip mining. Strip mining is a well-known transformation for loops that is a precursor to loop tiling [38]; it also appears in transformations for recursive codes [14, 15]. We show how PolyRec can represent the transformation as a transducer.

Conceptually, strip mining looks like inlining a single recursive call multiple times, then collecting those calls into a new recursive function in a new dimension of recursion. A general procedure for constructing strip mining transducer is parameterized over the strip size—the number of times the original recursion gets inlined. The following steps are taken to construct the transducer in Figure 5:

Replicate states and transitions We replicate all the states and transitions as many times as strip size except the dimension that gets split.

Shift dimensions We shift all transitions corresponding to the dimensions occurring after the dimension that gets split to one lower. In this example, we shift dimensions using transitions like $[\varepsilon, r_1^x] \rightarrow [\varepsilon, \varepsilon, r_2^x]$, $[t_1, \varepsilon] \rightarrow [\varepsilon, t_2, \varepsilon]$ and $[\varepsilon, s_1] \rightarrow [\varepsilon, \varepsilon, s_1]$.

Figure 4. Transducer implementing interchange of first and second dimensions.

Figure 5. Transducer implementing strip size of two on first dimension.
**Add transfer statements** We need a new transfer statement for the newly constructed dimension; we add the transition \([\varepsilon, \varepsilon] \rightarrow [t_1, \varepsilon, \varepsilon]\) to every replica.

**Add entering and exiting transitions** We add transitions that switch between the original set of states and the replicas. These transitions rewrite the recursive call from the strip-mined dimension to one dimension deeper: \([r_1, \varepsilon] \rightarrow [\varepsilon, r_2, \varepsilon]\). Finally, we add the transition \([\varepsilon, \varepsilon] \rightarrow [r_1, \varepsilon, \varepsilon]\) from the last replica to the first.

Note that the transducer does not directly capture the size of the strip in the “inner” part of the strip-mined loop—PolyRec does not consider loop bounds, leaving that to the transformed code itself. Like inlining, strip mining does not change the relative ordering of instances; but instances that used to be labeled with \(k\) dimensions will now be labeled with \(k + 1\) dimensions.

### 6 Representing Dependences and Checking Soundness

Transformations applied by PolyRec in the manner of the previous section are not necessarily sound: there is no guarantee that the final transformed program produces the same result as the original program. As an example, consider the double recursive example from Figure 1a. Changing the outer recursion from a pre-order traversal to a post-order traversal can be easily implemented by a code motion transformation that swaps lines 6 and 7. However, doing so means that the updates to each tree node’s \(n.x\) field in line 13 will occur in the opposite order of the original program, potentially changing the result of the program (e.g., if the addition in line 13 were floating point). Just because PolyRec can synthesize a transformation does not mean that it is legal.

Any transformation must respect all dependences in the program. Two instances, \(i\) and \(j\), where \(i\) executes before \(j\) in a schedule have a dependence if \(j\) is data dependent on \(i\)—they both access the same memory location \(m\), and at least one of \(i\) or \(j\) writes to \(m\). Give a set of instances \(I\), a schedule of those instances \(S_I\) that totally orders \(I\), and a set of dependences \(D \subseteq I \times I\), a transformation that produces the schedule \(S'_I\) is sound if and only if all pairs in \(D\) appear in the same order in \(S'_I\) as in \(S_I\). So how can we tell whether a given transformation breaks dependences?

#### 6.1 Witness Tuples to Represent Dependences

The first step in reasoning about dependences is representing the set of dependences in a program. Recall that we want to think about dependences as a set of pairs of instances. Because PolyRec does not reason about the bounds of programs, the set of instances it considers is infinite, as is, potentially, the set of dependence pairs. This representation problem arises in other instance-wise analyses. In the world of loops and matrices, dependences are represented with abstractions ranging from distance and direction vectors [18] to dependence polytopes [3]. In the world of irregular programs, Amiranoff et al. [2] uses a series of dependence transducers to represent and reason about dependences in irregular programs. PolyRec representation of dependences is called witness tuples, a rough analog of distance vectors.

**Definition 6.1.** A witness tuple is a 3-tuple of regular relations over the alphabet \(\Sigma \cup \varepsilon\) of symbols in a given iteration space \(R_\mathcal{A}\), written \(\langle R_{\alpha}, (R_{\beta}, R_{\gamma}) \rangle\) such that:

1. \(R_{\alpha} \circ R_{\beta} \subseteq R_{\mathcal{A}}\) and \(R_{\alpha} \circ R_{\gamma} \subseteq R_{\mathcal{A}}\) (i.e., \(R_{\alpha}\) generates prefixes of instances that, when suffixed with members of \(R_{\beta}\) or \(R_{\gamma}\), are instances of the iteration space).
2. \(R_{\alpha}\)'s individual elements are either \(\varepsilon\) or of the form \((r_1^1 | r_1^2 | \ldots )\)—a sequence of recursive calls from a given dimension. (Note that the prefix contains no transfer statements \(t_1\) or leaf compound statements \(s_1\).)
3. If \(a \in R_{\alpha}\), then \(\forall b \in (a \circ R_{\beta}), c \in (a \circ R_{\gamma}).b < c\). In other words, for all instances generated by concatenating a prefix \(a\) from \(R_{\alpha}\) with suffixes from \(R_{\beta}\) and \(R_{\gamma}\), the instances generated from \(a \circ R_{\beta}\) lexicographically precede those generated from \(a \circ R_{\gamma}\)—they occur earlier in the schedule.

Essentially, a witness tuple acts as a generator for pairs of instances with a common prefix that arise in a specific lexicographic order.

**Definition 6.2.** A witness tuple \(\langle R_{\alpha}, (R_{\beta}, R_{\gamma}) \rangle\) captures a set of dependences \(D \subseteq R_{\mathcal{A}} \times R_{\mathcal{A}}\) (pairs of instances from \(R_{\mathcal{A}}\)) if: \(\forall(x, y) \in D. \exists a \in R_{\alpha}.b \in R_{\beta}.c \in R_{\gamma}.x = a \circ b \land y = a \circ c\). In other words, if the witness tuple can generate all dependence pairs in \(D\).

We can generalize this notion of captures to sets of witness tuples if, for any dependence pair in \(D\), at least one witness tuple generates the pair.

We note two things. First, a given set of static statements that have dynamic instances that are dependent on one another may require multiple witness tuples to capture the dependences, since a given witness tuple requires that all generated pairs have the same lexicographic order. Second, any set of dependences can be (conservatively) captured by one or more witness tuples. This is because we can always generate degenerate witness tuples that capture all pairs of instances in an iteration space.

Note that generating witness tuples is not the focus of this paper, as PolyRec is agnostic to where the witness tuples come from. Section 7.3 sketches how tree dependence analysis [36] could be adapted to build witness tuples, but many prior works present other analyses that could be modified to produce witness tuples [2, 26, 29].

### 6.2 Checking Soundness

The witness tuples for a program can be used to test transformation soundness. The basic approach is simple: we generate
a dependence pair, then push each instance tuple through the transducer representing the composed program ($\mathcal{A}_T$ producing regular relation $R_T$). If the transformed instances are still in the same lexicographic order, the dependence is preserved. The primary question is to determine how to test a possibly infinite set of dependences.

Our dependence test process proceeds as follows. For a given witness tuple $(R_a, (R_\beta, R_\gamma))$, we generate a single $k$-string $w$ from $R_a$. Recall that by the definition of the witness tuple, $\forall b \in w \circ R_\beta, c \in w \circ R_\gamma, b < c$. If we can determine whether $\forall b' \in (w \circ R_\beta) \circ R_T, c' \in (w \circ R_\gamma) \circ R_T, b' < c'$, then we will know that for the prefix $w$ from the witness tuple, all dependences are preserved by the transformation. This is decidable as follows.

**Dependence test for a given prefix** $w$: We run $\mathcal{A}_T = (k, \Sigma, Q_0, Q, F, \epsilon > \text{w as its input (i.e., we trace all paths through } \mathcal{A}_T \text{ from the start state } q_0 \text{ that accept } w, \text{ arriving in a set of states } Q_w \subseteq Q)$. With $Q_w$, we construct a derived automaton $\mathcal{A}_T^w = (k, \Sigma, Q, q_0, Q', F', E')$ as follows:

1. $k$ and $\Sigma$ are the same as in $\mathcal{A}_T$
2. $Q' = Q \cup q_0$ (i.e., $Q'$ is the set of states from $\mathcal{A}_T$ plus a fresh state $q_0$, which is the new start state.)
3. $F' = F$ (i.e., $\mathcal{A}_T^w$ has the same final states as $\mathcal{A}_T$)
4. $E' = E \cup \{(q_0, q_i) | q_i \in Q_w\}$. In other words, we add a null transition from the new start state to all the states of $\mathcal{A}_T$ we arrived at after reading in $w$.

Intuitively, the automaton $\mathcal{A}_T^w$ captures the effect of restarting $\mathcal{A}_T$ after executing $w$ through it. In particular, note that $\mathcal{A}_T^w$ accepts some $k$-string $x$ iff $\mathcal{A}_T$ accepts $w \circ x$. Moreover, because the transformations all act as functions from instances to instances, the output of running $x$ through $\mathcal{A}_T^w$ is what $\mathcal{A}_T$ generates by running $x$ after running $w$.

**Remark.** Note that these two properties are not generally true for non-deterministic multitape finite automata. However, because our transformation transducers have the order-free structural property (Section 5) and the prefixes $w$ are only combinations of recursive calls, these properties hold.

We use $\mathcal{A}_T^w$ as follows. We derive two new regular relations, $R_w, \beta$ and $R_w, \gamma$ by composing $R_\beta$ and $R_\gamma$ respectively with the relation from $\mathcal{A}_T^w$. Note that these relations are the equivalent of running $w \circ R_\beta$ and $w \circ R_\gamma$ through the original transformation transducer $\mathcal{A}_T$.

For $R_w, \beta$, we create the lexicographically latest $k$-string by tracing along the first tape. At each state, we trace (keep) all paths with $\epsilon$ transitions on the first tape. From this set of states, we then trace (keep) the transitions with the lexicographically latest symbol and remove the remaining transitions. We continue this process until we have visited or disconnected all the states. This new reduced machine either reaches a final state, in which case it matches some finite string $\alpha$ on the first tape, or it loops, in which case it consumes some infinite string $\alpha \cdot \beta^\omega$ on the first tape. In this reduced machine, there may be multiple paths that match the same string on the first tape. We can repeat this procedure on the reduced machine using the second tape—this has the effect of breaking “ties” by considering the behavior of the second dimension in generating the latest possible $k$-string. Repeating this process for all tapes leads to a machine that generates the latest possible $k$-string.

For $R_w, \gamma$, we create the lexicographically earliest $k$-string in a similar fashion, looking for the earliest string on the first tape, with the added condition that we disconnect all outgoing transitions from final states (since extending the string past a final state can only create a lexicographically later string). Again, this machine will either match some finite string $\alpha$ on the first tape or loop, consuming some infinite string $\alpha \cdot \beta^\omega$. Repeating the process for all the tapes to break ties produces the earliest possible $k$ string.

It is straightforward, then, to compare the $k$-strings generated in this manner to determine whether the latest $k$-string from $R_w, \beta$ precedes the earliest $k$-string from $R_w, \gamma$, preserving the dependences.

**Extending to all possible prefixes:** Thus far, we have only shown that the dependence is preserved for one prefix $w$ from the witness tuple. How can we show that this holds for all possible $w$?

First, note that trivially, there are only a finite number of possible sets of states, $Q_w$, that can be used to construct $\mathcal{A}_T^w$ (since $\mathcal{A}_T$ has a finite number of states). But, more interestingly, we can *find* all possible $Q_w$s by enumerating the possible $w$s.

After finding $Q_w$ and running the single-prefix dependence test, we can extend $w$ by adding a single symbol to one of its dimensions (assume, without loss of generality, that it is the first tape) and fixing the values of the other dimensions, producing $w_1$. We can then repeat the single-prefix dependence test for $w_1$, generating $Q_{w_1}, \mathcal{A}_T^{w_1}$, and so forth. If $w_1$ is sound, we can then extend $w_1$ by a single symbol along the same tape, generating $w_2$, and so on. Note three things: (i) eventually, by the pigeonhole principle, some $w_k$ will generate a $Q_{w_k}$ that is the same as some previously-generated $Q_{w_j}$; (ii) because $Q_{w_k}$ and $Q_{w_j}$ are the same, the dependence test for $w_k$ passes if and only if the dependence test for $w_j$ passes, hence we do not need to test $w_k$; and (iii) once this happens, any further extension of $w_k$ along the same dimension can only repeat the behavior of previously-tested prefixes. Thus, we only need to test a finite number of $w$s to determine that all $w$s with the given values in dimensions $2 \ldots d$ are sound.

From here, a straightforward diagonalization argument shows that we can incrementally extend $w$ along all dimensions to eventually discover all the possible $Q_w$ state sets and test them all for soundness. Hence, testing the soundness of all prefixes $w$ is decidable.

**Proof Sketch of Soundness** The soundness of this dependence test is straightforward. First, because each individual
transducer that goes into the composition correctly maps the input iteration space to the output iteration space for that transformation, the composition correctly changes the schedule of the input program to the schedule of the output program. Hence, given any pair of instances \(i_1\) and \(i_2\), with \(i_1 < i_2\), running them through the composed transducer will reveal if their order is preserved in the transformed schedule.

Second, the decision procedure we provide for witness tuples determines that for all \(w_\alpha\) that arrive at \(Q_w\) (the set of states in the composed transducer), \(\forall w_\beta \in \beta, w_\gamma \in \gamma \cdot w_\alpha \cap w_\beta < w_\alpha \cap w_\gamma\). Because there is only a finite set of \(Q_w\) configurations, we can check all these configurations to determine that \(\forall w_\alpha \in \alpha, w_\beta \in \beta, w_\gamma \in \gamma \cdot w_\alpha \cap w_\beta < w_\alpha \cap w_\gamma\).

As long as the set of witness tuples \(D\) covers the set of dependences \(D\) (i.e., there is not a dependence \((i_1, i_2) \in D\) that cannot be generated by at least one witness tuple in \(D\)), we have that if each witness tuple is preserved, all dependences must be preserved.

**Remark.** Note that if \(D\) covers all pairs of instances in the iteration space, our dependence test reduces to checking that no pairs of instances are reordered. This is, in fact, true for transformations like inlining or strip mining.

**Examples** Recall from Section 3 that the witness tuple for our running example is:

\[\{(r_1)^*, (r_2)^*, (t_1, s_1), ((r_1)^*t_1, s_1)\}\]

We will use this witness tuple to check whether the interchange transformation from Figure 4 is sound. There is only one possible state in the transformation transducer that a prefix drawn from \([(r_1)^*, (r_2)^*]\) can end in, \(\{1\}\), yielding a single possible partially-run automaton, \(\mathcal{A}_t\), that has \(\{1\}\) as its start state. Note that in other cases such as inlining or strip-mining, different prefixes can end in different states. We will later consider an inlining transformation, which has two possible \(\mathcal{A}_t\)’s.

Next, we compose the two suffixes of the witness tuple with \(\mathcal{A}_t\). Figure 6a and Figure 6b show the resulting transducers for composing the suffixes \([t_1, s_1]\) and \([(r_1)^*t_1, s_1]\), respectively. Projecting these transducers onto their output tapes produce automata generating transformed suffixes.

As discussed in Section 6.1, for a given prefix all the strings generated by the suffix \([t_1, s_1]\) lexicographically precede all the strings generated by the suffix \([(r_1)^*t_1, s_1]\). In other words, the latest string produced by the suffix \([t_1, s_1]\) is lexicographically earlier than the earliest string produced by the suffix \([(r_1)^*t_1, s_1]\). In order to check the soundness of the transformation, we check whether the same property holds for the transformed suffixes.

The output program obtained by performing interchange transformation has a new order \((t_1, r_1', r_2', s_1, r_2)\). First we find the lexicographically latest string generated by the transformed suffix represented as transducer in Figure 6a, \([t_1, s_1]\).

We refer to this string as *latest string*. Then we find the lexicographically earliest string represented as transducer in Figure 6b, \([t_1, r_2s_1]\). We refer to this string as *earliest string*. It is evident that the latest string \([t_1, s_1]\) is lexicographically earlier than the earliest string \([t_1, r_2s_1]\). Hence we conclude that the interchange transformation is sound for our running example.

We can also check whether the inlining transformation from Figure 3a is sound in the presence of the witness tuple. In this case, there are two possible states in the transformation transducer that a prefix drawn from \([(r_1)^*, (r_2)^*]\) can end up in, \(\{1\}\) and \(\{4\}\), so those are the two configurations we need to consider when testing soundness.

**Configuration \(\{1\}\)** The latest string produced by the suffix \([t_1, s_1]\) is, simply, \([t_1, s_1]\), and the earliest string produced by the suffix \([(r_1)^*t_1, s_1]\) is \([r_1t_1, s_1]\), which preserves the order.

**Configuration \(\{4\}\)** From here, the analysis is the same, and the order is preserved.

Because both prefix configurations preserve the dependence order, the transformation is sound.

**6.3 Discussion**

The various restrictions in PolyRec—the structure of the dependence representation, and the restrictions on the types of programs the framework can handle—are all driven by the demands of this dependence test, and, in particular, preserving its decidability.

First, the dependence representation, with all instances generated by one witness tuple suffix preceding all instances generated by the other witness tuple suffix is structured to yield a sound single-prefix dependence test. In particular, it lets us reduce the single-prefix dependence test to the problem of testing whether all the strings generated by one automaton (the output of the first suffix) precede all the strings generated by the second automaton (the output of the second suffix), which we can then, in turn, reduce to
the decidable problem of comparing the latest and earliest strings generated by those automata.

Second, the peculiar structural restriction on the transformation transducers—that they be order-free—is necessary for the overall dependence test to be decidable. Specifically, it is this order-free property that allows us to split the dependence test into two phases. The first to find the derived automaton given a prefix \( w \), and the second to compose this derived automaton with the suffixes to perform the single-prefix dependence test. This splitting, then, lets us show that the overall process is decidable. Because we can uniquely specify the derived automaton \( A^w_L \) for a prefix \( w \) from the state set \( Q_w \), we obtain the result that we can enumerate all possible \( Q_w \) by enumerating \( w \) in a diagonalization manner. The restriction of PolyRec to perfectly-nested loops and recursion is also related to the restriction to order-free transformations, as it is easy to construct useful order-free transformations for perfectly-nested programs.

Notice that our iteration space representation can comfortably handle imperfect nesting, and our transformation representation can capture, and compose, non-order-free transformations over these imperfectly-nested programs. The witness tuple representation, likewise, can accommodate imperfect nesting. The restrictions in PolyRec seem necessary to support a sound dependence test. Generalizing PolyRec to work with a larger set of transformations and programs thus boils down to designing a more general dependence test.

## 7 Prototype Implementation

We built a prototype implementation of the PolyRec framework\(^8\) that can combine a sequence of basic transformation transducers on a nested recursive code to generate a transducer that represents a complex composed transformation. When presented with a witness tuple (or tuples), our prototype applies the dependence test to verify that the dependences in that witness tuple are preserved by the composed transformation.

This section also describes three additional pieces that build towards a workflow for applying transformations to nested recursive codes: (i) how code generation can work alongside our prototype; (ii) a completion procedure that allows our prototype to search a space of transformations to find a sound transformation consistent with a partial transformation; and (iii) a sketch of a dependence analysis that could be used to generate witness tuples.

### 7.1 Code Generation

The key to code generation in our approach is that the concrete code can be generated independently of the process of composing transformations and checking that they preserve dependences. Hence, while the prototype itself does not generate code, it can easily sit alongside a code generation procedure. Because the transformation transducers are (a) based on well-known compiler transformations and (b) each preserve perfect nesting, once PolyRec verifies that the composed transformation is sound, it is possible to directly apply the (concrete) transformations, in order, to the code. Note that because PolyRec verifies that the composed transformation is safe, intermediate states of the code (i.e., before all the transformations are applied) may become unsound but will be fixed by later transformations (For example, interchange can break dependences that are fixed by subsequent code motion that changes the recursion order of a function.)

### 7.2 Completion Procedure

Finding the right set of transformations to apply to a program is a challenging problem, even in the world of regular programs. Our prototype can be used as part of a completion procedure akin to those in polyhedral frameworks [3]: given a partial transformation (e.g., a programmer might know that changing the order of two statements, or interchanging two loops, will help locality), find a complete, sound transformation that respects that partial transformation (e.g., by performing additional code motion or interchange)\(^9\).

This completion procedure is driven by the following observation: of the four basic transformations PolyRec supports (Section 5.3), the only two that can break (or fix) dependences are interchange and code motion, and the combination of possible dimension and statement orders is finite. Moreover, a single interchange transducer can produce any order of dimensions and a single code motion transducer can produce any order of statements. So, given a partial order of dimensions and statements\(^10\), we can enumerate a (finite) set of pairs of transducers (one for interchange and one for code motion), each of which captures a different total order consistent with the provided partial order. PolyRec can then apply the dependence test to each (composed) pair to find a total order that is sound, if one exists. Any inlining or strip mining can be safely applied before (or after) this sequence is identified.

### 7.3 Dependence Analysis

Any dependence analysis that can generate witness tuples can be used with PolyRec. While our prototype does not generate witness tuples, here we sketch how tree dependence analysis [36] could be adapted to identify witness tuples. Note that tree dependence analysis only handles recursion nested inside loops, though PolyRec’s witness tuple representation can capture dependences from more complex nesting structures.

\(^8\)Available at https://bitbucket.org/plcl/polyrec

\(^9\)We leave the additional challenge of heuristics for finding this first partial transformation to future work, though Section 9 sketches some ideas for heuristics to exploit parallelism.

\(^10\)The order of statements in the innermost recursion encompasses the order of compound statements and recursive calls.
Weijiang et al. [36] target programs where recursive functions traverse tree structures; in other words the induction variables represent nodes in the tree and the compound statements in the innermost recursion access fields of the tree indexed by the induction variables. Weijiang et al. use a variant of Larus and Hilfinger [20]’s dependence analysis to find compound statements where there may be some instantiation of the induction variable (in two different instances) such that the accesses depend on each other. For example, statement s₁ might be n.x = ... while statement s₂ might be ... = n.left.x. These two statements depend on each other when s₂ executes at some node n, and s₁ executes at n.left—Weijiang et al. determine this “distance” information by looking at the common prefixes of node accesses in the two statements. The sequence of recursive calls that separate an instance at n from an instance at n.left is straightforward to determine from the recursive calls in the method. This information can be directly used to construct a witness tuple: the dependence occurs between instances separated by left along the dimension with the induction variable n, and any value for the other dimensions (i.e., the witness tuple should consider all possible pairs of values in those other dimensions).

8 Evaluation

Our evaluation of PolyRec targets two key questions:

1. Can PolyRec correctly check the validity of complex, composed transformations of nested recursive spaces? Do these transformations generalize prior work? Can PolyRec check novel transformations? (And, as a sub-question: are those transformations useful?)
2. Can PolyRec find a valid transformation consistent with a partial transformation?

Benchmarks We use four test cases, all of which have at least one general recursion. The first three cases use a recursive traversal over a tree structure nested in a loop (which is rewritten into tail-recursion prior to transformation); this is the computation structure examined in several previous papers [14, 15, 39]. The last case uses two trees, with a recursion over tree B nested inside a recursion over tree A; this is the computation structure used in Sundararajah et al. [33]. The loops run for 1000 iterations, and the tree(s) have 1M nodes. In each of the cases, we vary the dependence structure through different instantiations of the leaf statements, such that different transformations will be legal; we provide witness tuples capturing these dependence structures to PolyRec:

Case 1 The recursion nest performs an update of the form n.x[i] = n.x[i+1], where n is the induction variable of the tree traversal and i is the induction variable of the loop. Thus, there are dependencies across the loop, but in a given traversal, node updates are independent. Here, all basic transformations for the general recursion are legal.

Case 2 Here, the computation is n.x[i] = n.l.x[i] + n.r.x[i]. There are no dependences across the loop, but each instance depends on the computation at its parent in the tree. Some code motion is not legal because it may cause the tree nodes to be visited in the wrong order.

Case 3 In this case, the updates create dependences across both recursions: n.x[i] += n.l.x[i + 1] + n.r.x[i + 1]. The dependence structure prevents interchange from occurring if the inner recursion is post-order (which it is in the source), but code motion can change the recursion to pre-order to make interchange legal.

Case 4 In this case, there are two tree induction variables, n, traversed by the outer recursion, and m, in the inner. The update is n.x *= m.x, performing a cross product of the two trees. All transformations are legal.

For each of these cases, after our prototype verifies that a transformation is sound, we directly apply the (concrete) transformations to the initial code to produce transformed versions of the code. Appendix A includes pseudocode, detailed dependence information, and transformation examples for the various cases.

Experimental Platform Our nested recursive traversals are written in C with annotations to aid our tool. We used ICC Compiler 16.0.3 to compile our traversals and transformed traversals. The execution platform for the various performance runs is a dual 12-core, Intel Xeon 2.7 GHz Core with 32 KB of L1 cache, 256 KB of L2 cache and 20 MB of L3 cache.

Can PolyRec analyze composed transformations? On our four case studies, we evaluated various combinations of PolyRec’s four basic transformations, Code Motion (CM), Inlining (IL), Interchange (IC) and Strip Mining (SM). Table 1 shows, for the four case studies, which compositions of transformations PolyRec is able to verify as sound.

Applying strip mining and interchange to a recursion nested within a loop (our first three test cases) produces the same schedule transformation as point blocking [14] while adding inlining produces the same schedule transformation as traversal splicing [15], and interchanging two general recursions (our fourth test case) produces the same schedule transformation as recursion interchange [33], showing that PolyRec generalizes prior work. Case 3 requires applying code motion to make interchange legal—this represents a new transformation that requires a compositional framework, as no prior work could capture this transformation.

For completeness, Table 1 also shows the performance of the transformed code over the untransformed baselines. There are two key points here. First, these transformations are able to improve the performance of nested codes. Second, different combinations of transformations have different

---

Prior work includes transformation-specific code generation optimizations, which our prototype code generator does not support, but the fundamental scheduling transformations are equivalent to ours.
In both cases, given the finite set of possible completions, PolyRec correctly identifies a sound transformation consistent with the partial transformation.

9 Incorporating Parallelism
PolyRec currently targets transformations of sequential code. An interesting question is how to incorporate parallelism transformations into the framework. In some sense, parallelism is simpler than the types of transformations PolyRec targets: rather than worrying about the specific structure of dependences and whether that structure permits a transformation, parallelizing code requires “simply” showing the absence of a dependence. PolyRec can identify opportunities for parallelism by checking if there are no dependences carried along that dimension. A simple test for a lack of dependences across a dimension is whether all witness tuples have no recursive call labels in either suffix for a given dimension. In this case, all pairs of dependences have the same “value” in that dimension, and that dimension is parallel.

We can add heuristics to PolyRec to exploit parallelism in one of several ways. First, mirroring how polyhedral frameworks can be used to generate coarse-grained parallelism, parallel dimensions can be moved to the outside through loop interchange (which will always be safe). The recursive calls in the outer dimensions will thus produce coarse-grained tasks that can be parallelized using standard techniques (e.g., using Cilk-style spawn calls).

PolyRec can also be used to move parallel dimensions to the inner parts of a loop nest, creating fine-grained parallelism. This fine-grained parallelism can be exploited through standard vectorization techniques if the inner dimension is a simple loop. Indeed, interchanging coarse-grained parallel loops with (non-parallel) recursive methods to promote vectorization is essentially Jo and Kulkarni’s approach to vectorizing tree applications [13]. If, instead, the parallel dimension is a general (non-loop) recursion, Ren et al.’s vectorization technique can be applied [27]. While Ren et al.’s specific code generation technique is outside the scope of PolyRec, the framework can soundly generate the high level code structure necessary to then apply Ren et al.’s technique.

10 Conclusions
Despite the long history of dependence analysis and transformation frameworks for loop-based programs, there are no comparable frameworks for programs that use recursion. PolyRec is the first comprehensive, compositional framework for recursive programs that provides an end-to-end strategy for representing schedules, transformations of those schedules, and dependences, allowing nested recursive programs (including combinations of recursion and loops) to be soundly transformed. Our prototype implementation is able to analyze complex transformations that arise in prior work, as well as generate and reason about new transformations.
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in performing various transfomations to explore different schedules, rather than analyzing performance efficiency of a particular transformations. Every case presented in the Section 8, we show the baseline code using our familiar notation presented in Section 3. For instance, the recursive function representing first dimension is named as r1 and there is a single call to r2 in the body of r1. Every general recursion in our case study traverses a binary tree. Hence these recursions have calls to left and right sub-trees and the induction variable of this general recursion is n. Left and right sub-trees of tree node Node * n are accessed by n->l and n->r, respectively. In every case a single statement $s_1$ is perfectly nested by two recursive functions. In any piece of code N is the number of iterations of the initial “linear recursion” and M is the strip size in a strip mining transformation. Induction variable of any “linear recursion” is denoted by parameters i and j. In order to identify the basic transformations, we use the same acronyms used in Section 8. Additionally, we mention specific details of a basic transformation within parentheses. For instance, if code motion makes a recursion pre-order then that is denoted by CM(pre). Similarly, inlining the call traversing the left sub-tree and strip mining of strip size 100 are denoted by IL(l) and SM(100), respectively.

### A Case 1

Baseline code for Case 1 is shown in Figure 7. The statement $s_1$ of this case is $n->x[i] = n->x[i] + n->x[i+1]$. The way induction variable i is used to index $n->x$ has created a dependency between successive iterations of the outer “linear recursion”. But there is no dependency between the statement and the calls of inner general recursion. In loop-universe, this is known as “loop-carried dependency”. Since this is the only type of dependency present in this program, the generated witness tuple for this piece of code is shown in Equation 1

$$< (r_1^1, (r_2^1)^1), ((t_1, s_1), ((r_1^1)^1, t_1, s_1)) >$$  

(1)

Following subsections explain legal transformations of this code as a composition of basic transformations:

#### A.1.1 Transformation 1: IC

This is a single basic transformation. It interchanges the outer and inner recursions. By performing this transformation we have enhanced the reuse distance of the elements in array $n->x$ of every tree node n compared to the baseline. This transformation is shown in Figure 8.

#### A.1.2 Transformation 2: IC-SM(100)-CM(pre)

Here we have a composition of three different basic transformations. First, inner recursion of the baseline is transformed from post-order to be pre-order by code motion. Then, the outer “linear recursion” is strip mined for a strip size of 100. Finally, the inner recursion is interchanged with strip mined outer recursion. Figure 9 shows the transformed code.

#### A.1.3 Transformation 3: IC-SM(100)-IL(l)-CM(pre)

This transformation is similar to the previous one except it adds an inlining of the left call, after code motion. The transformed code is shown in Figure 10.
A.1.4 Transformation 4: IL(r)

It is a single basic transformation. We have inlined the right call of inner recursion. This is shown in Figure 11.

A.2 Case 2

Baseline code for Case 2 is shown in Figure 12. The statement $s_1$ of this case is $n->x[i] = n->l->x[i] + n->r->x[i]$. Induction variable of the general recursion accesses both left and right subtrees in this statement. This results in dependencies between statement and both calls of inner general recursion. But the induction variable of outer "linear recursion" used to index does not create any new dependencies. We call this a "recursion-carried dependency". The witness tuple in Equation 2 captures this dependence.

$$<[r_1^*, (r_2^*)^\dagger], (t_1, (r_2^*)^\dagger s_1), [t_1, s_1]) > .$$  

(2)

Following subsections explain legal transformations for this code as a composition of basic transformations:
void r1(int i, Node ∗ n)
if (i >= N) return;
r2(i, n); //t2
r1(i+1, n); //r1
}

void r2(int i, Node ∗ n)
if (n == NULL) return;
r2(i, n->l); //r2l
r2(i, n->r); //r2r
if (n->l != NULL && n->r != NULL)
n->x[i] = n->l->x[i] + n->r->x[i]; //s1
r2(i+1, n); //r2
}

Figure 12. Baseline Code

A.2.1 Transformation 1: IC
This transformation is exactly similar to the one in Section A.1.1. Figure 13 shows the transformed code.

void r1(int i, Node ∗ n)
if (n == NULL) return;
r1(i, n->l); //r1l
r1(i, n->r); //r1r
r2(i, n); //t1
}

void r2(int i, Node ∗ n)
if (n == NULL) return;
r2(i, n->l); //r2l
r2(i, n->r); //r2r
if (n->l != NULL && n->r != NULL)
n->x[i] = n->l->x[i] + n->r->x[i]; //s1
r2(i+1, n); //r2
}

Figure 13. Transformed Code for IC

A.2.2 Transformation 2: IC-SM(100)
It is similar to the previous case except for strip mining. Instead of completely interchanging outer and inner recursions first the outer recursion is strip mined and then interchanged with inner recursion. This whole transformation becomes handy when the outer “linear recursion” long enough not to yield any locality benefits. Figure 14 shows the transformed code.

void r1(int i, Node ∗ n)
if (n == NULL) return;
r1(i, n->l); //r1l
r1(i, n->r); //r1r
r2(i, n); //t1
}

void r2(int i, Node ∗ n)
if (n == NULL) return;
r2(i, n->l); //r2l
r2(i, n->r); //r2r
if (n->l != NULL && n->r != NULL)
n->x[i] = n->l->x[i] + n->r->x[i]; //s1
r3(i, j, n); //t2
}

void r3(int i, int j, Node ∗ n)
if (j >= M || i >= N) return;
if (n->l != NULL && n->r != NULL)
n->x[i+j] = n->l->x[i+j] + n->r->x[i+j]; //s1
r3(i, j+1, n); //r3
}

Figure 14. Transformed Code for IC-SM(100)

inlined. The notable difference is that inlining gives an additional statement. Since we preserve the order of these statements, for all our intents and purposes these two statements could be considered as one compound statement. Figure 15 shows the transformed code for this transformation.

A.2.4 Transformation 4: IL(r)
This transformation is exactly same as the one in Section A.1.4 Figure 16 shows the code.

A.3 Case 3
Baseline code for Case 3 is shown in Figure 17. The statement s1 of this case is n->x[i] = n->l->x[i+1] + n->r->x[i+1]. The way induction variables used to index in statement s1, this program has both “loop-carried dependency” and “recursion-carried dependency”. The witness tuple shown in Equation 3 captures both type of dependencies.

< [r1_l(r2_l)[r2_r]], ([t1, t1, t2], [t2, s1]) >  (3)
The dependency structure in Case 3 is a mix of Case 1 and Case 2. Following subsections explain legal transformations for this code as a composition of basic transformations:

A.3.1 Transformation 1: IC-CM(pre)
This case is similar to any interchange transformation mentioned before. Our main purpose here is performing interchange. But without performing code motion, trying to perform interchange would be illegal because of the dependency structure for this particular case. In this case code motion is
void r1(int i, int j, Node *n)
    if (i >= N) return;
    r2(i, j, n); //t1
    r1(i+M, i, n); //r1
}

void r2(int i, int j, Node *n)
    if (n == NULL) return;
    r2(i, j, n->l); //r2l
    if (n->r != NULL) {
        r2(i, j, n->r->l); //r2rl
        r2(i, j, n->r->r); //r2rr
    }
    r3(i, j, n); //t2
}

void r3(int i, int j, Node *n)
    if (j >= M || i >= N) return;
    if (n->r != NULL) {
        if (n->r->l != NULL && n->r->r != NULL)
            n->r->x[i] = n->l->x[i] + n->r->r->x[i]; //s1r
        if (n->l != NULL && n->r != NULL)
            n->x[i] = n->l->x[i+1] + n->r->x[i+1]; //s1
    }
    r3(i, j+1, n); //r3
}

Figure 15. Transformed Code for IC-SM(100)-IL(r)

Figure 16. Transformed Code for IC-SM(100)-IL(l)-CM(pre)

A.3.2 Transformation 2: IC-SM(100)-CM(pre)

Even though this is similar to any interchange composed with strip mining, the notable fact here is that without code motion any sort of interchange would be illegal. Figure 19 shows the code for this transformation.

A.3.3 Transformation 3: IC-SM(100)-IL(l)-CM(pre)

Except for inlining this transformation is similar to the previous one. But adding a small tweak with inlining changes the performance. This transformation is shown in Figure 20.

A.4 Case 4

Baseline code for Case 4 is shown in Figure 21. It is known that all the instances in this case are independent of each
other. Hence, no witness tuple is required. Even though there is no well-known dependence analysis in order to automatically produce witness tuples for this type of nested general recursion, we have included this case in our evaluation to show that PolyRec is capable of generating code for interchange in general.

A.4.1 Transformation 1: IC

In the baseline code, outer recursion traverses a smaller tree while the inner recursion traverses a huge one. This transformation interchanges these traversals. Once the code is transformed to make outer recursion traverses the huge tree, it enhances the locality. This transformation is shown in Figure 22.

void r1(Node * n, Node * m){
    if (n == NULL) return;
    r2(n, m); //r1
    r1(n->l, m); //r1l
    r1(n->r, m); //r1r
}

Figure 22. Transformed Code for IC

Figure 19. Transformed Code for IC-SM(100)-CM(pre)

Figure 20. Transformed Code for IC-SM(100)-IL(l)-CM(pre)