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Abstract

A methodology for computing the response time in heterogeneous distributed systems is presented. The approximate analysis is based upon two conjectures: (a) the queueing delays in data transmission in a transaction oriented system can be approximated by the queueing delays in an equivalent network with independent data arrival rates at all nodes, and (b) a server entity can be modeled either as an $M|M|1$ system or as an $M|G|1$ system depending upon the distribution of the remote service time. These approximations are validated through simulations for a transaction oriented system build around a token ring network.

1. INTRODUCTION

The distributed systems considered in this paper consist of a set of hosts interconnected by a high speed Local Area Network, LAN. In such systems a large fraction of the traffic is due to transaction oriented communication. The transaction oriented communication, also called request-response communication, is used in conjecture with the client-server paradigm to move the data and to distribute the computations in the system by requesting services from remote servers [3]. The typical sequence of events in requesting a service from a remote server is: a client entity, a process, task or thread of control, sends a request to a server entity on a remote host, then a computation is performed by the server entity, and finally a response is sent back to the client.

The quality of service in a transaction oriented system is characterized by the response time defined as the time elapsed between the instant a request is generated and the instant when the response comes back to the client entity. The response time is the sum of the queuing delay, the transmission time and the propagation delay of the request, the waiting time and the service time at the remote server, and finally the queuing delay, the transmission time and the propagation delay of the response. A distributed system must satisfy response time requirements. Clearly, the response time
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depends upon the communication load of the network and the computation load of the remote server. To determine if a distributed system satisfies such requirements it is necessary to relate the quality of service measured by the delay with the quantity of service measured by the throughput.

The transaction oriented communication is used to support resource sharing in a distributed system and to implement high level network services. For example, diskless workstations use shared file servers for paging and for file access, X-window terminals connect to shared X-window servers, network file systems provide simultaneous access to a collection of file systems physically connected to different hosts. These and numerous other applications are based upon the Remote Procedure Call, RPC, protocols that implement request-response communication. The transaction oriented communication is used by a variety of applications. The request rates, the distribution of the message size, and of the remote execution time differ from one type of application to another. For example, in case of X-windows applications, requests are generated rather frequently, for every X-window "event", relatively short packets are transmitted, and fine grain remote computations are performed most of the time. Paging over the network typically occurs at lower rates, involves larger packets determined by the page size, as well as coarse grain remote execution. The response time in a transaction oriented system is determined by functional requirements. For example, when an RPC protocol is used by a diskless workstation for paging, it is expected that a ‘page fault’ will take a time comparable to the case when paging is done to a local disk.

There are numerous studies of request-response protocols [1], [4], and their application to high level network services [3], [5], but there are only a few results concerning the analysis of request-response communication. The delay analysis of request-response communication poses several difficult problems. First of all, a salient feature of all models of computer networks is the independence assumption that stipulates that the arrival process at each node of the network is independent upon the arrival process at all other nodes. In case of request-response communication, there is a clear, causal relationship, namely, a response is generated only as a result of processing a request, hence it seems unrealistic to extend the independence assumption to this case. Without this assumption, it is difficult to estimate the communication delays required to compute the response time. The second difficult problem is to estimate the remote execution time. Generations of requests can still be modeled as a Poisson process, but request arrival at a remote server is a more general process because a random time elapses between the instant a request is generated and the instant it arrives at the remote server. This random time is affected by the Medium Access Control method used for communication in the LAN. If the arrival process at a remote server can be approximated as a Poisson process then the analysis of the remote execution is much simpler. It follows that an exact delay analysis for the systems with request-response communication is an extremely difficult task, and well justified approximations are necessary for practical design of distributed systems using request-response communication.

The contribution of this paper is a methodology for computing the response time in a distributed system. The approximate delay analysis proposed is based upon two independence assumptions:
The Communication Independence Assumption. The queueing delays in the data transmission in a network with request-response communication can be approximated as the queueing delays in an equivalent network with independent data arrival rates at all nodes. The two networks are equivalent, in the sense that they use the same Medium Access Control method and the traffic generated at any node of one network is identical to the traffic generated at the corresponding node of the second network.

The Remote Execution Independence Assumption. A server entity can be modeled as an M|M|1 system in case of an exponential distribution of the remote service time or as an M|G|1 system in the general case.

Approximations like the ones presented above are unlikely to be valid for all system configurations and any load, but for particular system configurations subject to load within some range. A simulation experiment to study the effects of the approximations (A1) and (A2) for different system configurations and load is presented in detail in Section 5. Two categories of systems, communication-bound and balanced systems and identified based upon the ratio of the average channel and server utilization. The load is characterized by the request arrival rate and by the traffic load. Several classes of systems, called Type A, B and C are studied separately under different traffic conditions, for different client to server node ratios and using different service disciplines, exhaustive and 1-limited. The results indicate that the Communication Independence assumption is quite satisfactory for the system built around a token ring for the light to medium traffic, and that the Remote Execution Independence assumption is quite robust for the exhaustive service discipline, when the server utilization does not exceed 75%.

The intuitive justification of these assumptions is based upon the following arguments. A server entity acts as a global system resource for a large client population and the arrival process at the server entity results from merging a number of independent Poisson stream arrivals, assumption (A2). The queueing delay of any request arriving at a server entity, depends upon a large number of uncorrelated random variables related to the other requests. This makes the time when a response is generated at a server entity less dependent upon the time when the request was generated, assumption (A1).

A similar independence assumption has been suggested for modeling communication links in a store and forward network [7]. Kleinrock has conjectured that merging several packet streams on a transmission line has an effect akin to restoring the independence of interarrival times and packet lengths and an M|M|1 queuing model can be used for a link. Kleinrock's independence approximation is reasonably good for moderate to heavy traffic loads in a densely connected network for Poisson stream arrivals and exponentially distributed packet length.

The paper is organized as follows. A transaction oriented system built around a token ring is discussed in Section 2 and the model of the system is introduced in Section 3. Section 4 covers the approximate delay analysis of the system, and a simulation experiment designed to validate the approximations proposed in this paper are presented in Section 5.
2. REMOTE PROCEDURE CALL PROTOCOLS AND TRANSACTION ORIENTED COMMUNICATION IN A HIGH SPEED TOKEN RING

The Remote Procedure Call protocols are widely used for transaction oriented communication in a distributed environment. Such protocols are typically implemented at the transport or at a higher layer of a computer communication architecture. VMTP, a transport level protocol specifically designed to support transaction oriented communication was proposed in [4].

Existing RPC protocols are inefficient and difficult to analyze. Mechanisms like flow control and error control appear repeatedly at the Data Link, the Network, and the Transport layers. The queuing delays, the packet transmission time and the propagation delays are generally much smaller than the processing delays for existing protocols. The processing delays account for most of the communication latency, for example, the measurements performed on a rudimentary RPC protocol using UDP as the transport mechanisms in Berkeley Unix 4.2 show that about 11,000 instructions are executed at each end for a null remote procedure call with virtually no remote computation and very short messages transmitted [8]. It is also very difficult to analyze high level protocols because they lead to queueing models consisting of networks of queues, [10].

The transaction oriented communication has several important properties that can be used to build simpler and more efficient, light-weight protocols. First of all, the request-response is a semantic oriented communication. The client and the server entities exchange messages with a semantic significance to them. A client is interested in receiving a semantically correct response. The error control mechanisms exploiting this property of the request-response communication lead to simpler protocols. The transaction oriented communication has a built-in flow control, the client blocks waiting for a response, and this can be used to further simplify the RPC protocols. The transaction oriented communication could benefit from the addressing schemes that support efficiently high level services in a distributed system. For example to achieve mobility of server entities, location independent addressing is desirable. A functional addressing scheme based upon a functional communication model was proposed in [9]. In this scheme a request for service is addressed to "whoever may perform function x, subject to restriction y", rather than to "node z". The functional addressing can be used for achieving dynamic load balance. Such symmetric systems (see Section 3.1.b) can be analyzed more easily. The transaction oriented communication is well suited for high speed networks, which allow considerably larger data transmission units, DTUs. The high speed of the communication channel allows exchange of possibly large objects without the need and the overhead of breaking them into pieces.

The models of request-response communication presented below consider that the response is the only form of acknowledgment used for error and flow control. In this case the response time depends upon the Medium Access Control method used, and a separate analysis must be performed for different types of LANs. The case of a token ring is examined in this paper as a first example. The token ring is has several interesting properties which make it attractive for distributed systems.

(a) A token ring accommodates well the asymmetry built into a system with request-response communication. In such a system two classes of nodes with very different communication requirements can be identified. The server
nodes, acting as global system resources are expected to exhibit heavy incoming and outgoing traffic. The client nodes are expected to have lighter traffic. A token ring with exhaustive service at server nodes, is capable of absorbing this asymmetry.

(b) The delay-throughput characteristics of a token ring match the requirements of a distributed system using request-response communication. Indeed, the response time of a Remote Procedure Call is generally expected to be close to the one, when the remote procedures are executed locally. On the other hand, the traffic in the network is expected to be fairly heavy due to the frequent use of various network services and to the resource sharing. The token ring provides the lowest delay at a given load for the heavy traffic region.

(c) The token ring technology is well established and widely available. The high speed rings, with speed of 100 Mbps and above, are available today.

To reflect the asymmetry of the system different service disciplines, exhaustive and 1-limited service are used at different nodes.

3. THE MODEL OF THE SYSTEM

The token ring network and the cyclic server models have been investigated in the past and important results are reported in [2], [6], [7], [11], [12] and [13]. The analytical model presented below uses the pseudo-conservation laws formulated in [2] because they allow a mix of service disciplines not possible to analyze with other methods. When only the exhaustive service disciplines are used at all nodes of a network, very good approximations of the queuing delays in communication are formulated elsewhere, for example in [6].

In this section the model of the system and the relevant modeling assumptions are described. The communication aspects are examined first and two systems, an asymmetric system and a symmetric one are discussed. Then modeling assumptions relevant to the remote execution supported by the request-response communication are presented.

3.1 The modeling assumptions - the communication side

The relevant assumptions concerning the configuration of the system as well as the communication aspects are summarized in the following.

1. The system consists of \( M + N \) client nodes called C-nodes and \( N \) server nodes called S-nodes. This model corresponds to a system with \( M \) nodes that host only the client entities, and \( N \) nodes hosting both client and server entities. An example of such a system is a set of \( M \) workstations (client nodes) connected with \( N \) servers. Each server can, in turn, be a client to another server, hence a server is modeled as a pair consisting of a C-node and an S-node.

2. A time slotted channel is assumed. Each slot size is equal to the transmission time of a DTU.

3. The arrival processes at each queue is assumed to be independent of the arrival process at other queues. The arrival process at all queues are considered to be
Bernoulli processes with batch arrivals. The first and the second moments of the arrival rates are assumed to be known.

4. The traffic generated at each C-node is due to requests. At each C-node, $C_j$, $1 \leq i \leq N + M$, there are $N$ queues $Q_{i,j}$, $1 \leq j \leq N$ one for each server. The first moment of the arrival process at each queue $Q_{i,j}$ is $\lambda_{i,j}^\text{req}$. The first moment of the total request rate at $C_i$ is

$$\lambda_i^\text{req} = \sum_{j=1}^{N} \lambda_{i,j}^\text{req} \quad (3.1)$$

Each request may consist of one or more DTUs. Denote $b_{i,j}^\text{req} = \text{the number of DTUs per request for } Q_{i,j}$

$$\beta_{i,j}^\text{req} = E[b_{i,j}^\text{req}] \quad (3.2)$$

Note that $\beta_{i,j}^\text{req}$ is defined as

$$\beta_{i,j}^\text{req} = \frac{\sum_{j=1}^{N} \lambda_{i,j}^\text{req} \beta_{i,j}^\text{req}}{\lambda_i^\text{req}} \quad (3.3)$$

The mean number of DTUs per request is

$$\beta^\text{req} = \frac{\sum_{i=1}^{M+N} \lambda_i^\text{req} \beta_i^\text{req}}{\sum_{i=1}^{M+N} \lambda_i^\text{req}} \quad (3.4)$$

The mean offered traffic associated with $Q_{i,j}$ at $C_i$ is

$$\rho_{i,j}^\text{req} = \lambda_{i,j}^\text{req} \cdot \beta_{i,j}^\text{req} \quad (3.5)$$

The total offered traffic at $C_i$ is

$$\rho_i^\text{req} = \sum_{j=1}^{N} \rho_{i,j}^\text{req} \quad (3.6)$$

5. The traffic generated at each S-node, $S_j$, $1 \leq j \leq N$ is due to responses. The cyclic server serves a queue of responses called $Q_j$. The first moment of the response arrival process is

$$\lambda_j^\text{resp} = \sum_{i=1}^{M+N} \lambda_{i,j}^\text{req} \quad (3.7)$$

Each response may generate one or more DTUs. Denote $b_{j}^\text{resp} = \text{the number of DTUs per response for responses at } S_j$

$$\beta_{j}^\text{resp} = E[b_{j}^\text{resp}] \quad (3.8)$$

The mean number of DTUs per response is
The mean offered traffic at $S_j$ is
\[
\rho_j^{\text{resp}} = \lambda_j^{\text{resp}} \cdot \beta_j^{\text{resp}}
\] (3.10)

6. There are no error control mechanisms other than those built-in the request-response communication itself. A client entity sends a request and the response serves also as an implicit acknowledgement.

7. Each queue has an infinite buffer capacity. There are $N(N+M)$ queues at $C$-nodes and $N$ queues at $S$-nodes.

a. An asymmetric system

Consider an asymmetric system with different arrival rates and average number of DTUs per request/response at each node. The global request-response arrival rate in the system is
\[
\lambda = \sum_{i=1}^{M+N} \lambda_i^{\text{req}} + \sum_{j=1}^{N} \lambda_j^{\text{resp}}
\] (3.11)

Using (3.1) and then (3.7) $\lambda$ can be expressed as
\[
\lambda = \sum_{j=1}^{N} \left[ \sum_{i=1}^{M+N} \lambda_{ij}^{\text{req}} + \lambda_j^{\text{resp}} \right] = 2 \sum_{j=1}^{N} \lambda_j^{\text{resp}}
\] (3.12)

From (3.11) and (3.12) it follows that
\[
\sum_{i=1}^{M+N} \lambda_i^{\text{req}} = \sum_{j=1}^{N} \lambda_j^{\text{resp}} = \frac{\lambda}{2}
\] (3.13)

This is a flow conservation relation which expresses the fact that any request generated at some $C$-node has associated with it a response provided by some $S$-node.

The offered traffic in the network is
\[
\rho = \sum_{i=1}^{N+M} \rho_i^{\text{req}} + \sum_{j=1}^{N} \rho_j^{\text{resp}}
\] (3.14)

Define the mean number of messages in a request or response as
\[
\beta = \sum_{i=1}^{N+M} \frac{\lambda_i^{\text{req}}}{\lambda} \cdot \beta_i^{\text{req}} + \sum_{j=1}^{N} \frac{\lambda_j^{\text{resp}}}{\lambda} \cdot \beta_j^{\text{resp}}
\] (3.15)

The second moments of the number of messages in a request or response are denoted by $\beta_{i(2)}^{\text{req}}$ and $\beta_{j(2)}^{\text{resp}}$. It follows that
\[
\beta_{(2)} = \sum_{i=1}^{N+M} \frac{\lambda_i^{\text{req}}}{\lambda} \cdot \beta_{i(2)}^{\text{req}} + \sum_{j=1}^{N} \frac{\lambda_j^{\text{resp}}}{\lambda} \cdot \beta_{j(2)}^{\text{resp}}
\] (3.16)
The total traffic $\rho$ can be expressed as (see 3.13)

$$\rho = \lambda \beta$$

(3.17)

b. A symmetric system

In this case all arrival rates at $C$-nodes are equal, all response rates at $S$-nodes are equal, the average number of DTUs in a request are the same, and the average number of DTUs in a response are the same.

The mean request arrival rates of all $C$-nodes are equal, therefore from (3.13) it follows that

$$\lambda_i^{req} = \lambda^{req} = \frac{\lambda}{2(M + N)} \quad \text{for} \quad 1 \leq i \leq M + N$$

(3.18)

Similarly, the average response arrival rates of all $S$-nodes are equal and from (3.12) it follows that

$$\lambda_j^{resp} = \lambda^{resp} = \frac{\lambda}{2N} \quad \text{for} \quad 1 \leq j \leq N$$

(3.19)

Consider now the offered traffic. The symmetry implies that all requests have the same average number of DTUs

$$\beta_i^{req} = \beta^{req} \quad \text{for} \quad 1 \leq i \leq M + N, \quad \text{and} \quad 1 \leq j \leq N$$

(3.20)

The offered traffic at $C$-node $i$ due to requests becomes

$$\rho_i^{req} = \sum_{j=1}^{N} \rho_{i,j}^{req} = \beta^{req} \lambda^{req}$$

(3.21)

It follows from (3.18) that

$$\rho_i^{req} = \rho^{req} = \beta^{req} \frac{\lambda}{2(M + N)} \quad \text{for} \quad 1 \leq i \leq M + N$$

(3.22)

Similarly, all responses have the same average number of DTUs

$$\beta_j^{resp} = \beta^{resp} \quad \text{for} \quad 1 \leq j \leq N$$

(3.23)

From (3.19) it follows that

$$\rho_j^{resp} = \rho^{resp} = \beta^{resp} \frac{\lambda}{2N} \quad \text{for} \quad 1 \leq j \leq N$$

(3.24)

The expressions for $\beta$ and $\beta^{(2)}$ become (see 3.15 and 3.16)

$$\beta = \frac{\beta^{req} + \beta^{resp}}{2}$$

(3.25)

$$\beta^{(2)} = \frac{\beta^{(2)req} + \beta^{(2)resp}}{2}$$

(3.26)
3.2 Modeling assumptions - the remote execution

In the following it is assumed that at each S node $S_n$, $1 \leq j \leq N$ there is a server $SERV_j$. The delay analysis, namely the time spent by a request at $SERV_j$, and the ergodicity conditions associated with remote execution are of primary concern.

For simplicity a symmetric system is considered. The assumptions related to modeling of remote execution are:

1. There are $N$ identical servers $SERV_j$, $1 \leq j \leq N$, one located at each $S$-node of the network.
2. The arrival process at each $SERV_j$ is a Poisson process with average arrival rate $\lambda_{\text{exec}}$. The discussion is restricted to a system in equilibrium. In this case the average arrival rate of requests at $SERV_j$ equals the average response rate at the corresponding $Q_j$, given by (3.19).

$$\lambda_{\text{exec}} = \lambda_{\text{resp}} = \frac{\lambda}{2N}$$  \hspace{1cm} (3.27)

4. THE DELAY ANALYSIS

The delay analysis for a distributed system using request-response communication is presented in this section. The expected response time is the sum of the expected total communication time, $T_{\text{comm}}$, and the expected remote execution time $T_{\text{exec}}$

$$T = T_{\text{comm}} + T_{\text{exec}}$$  \hspace{1cm} (4.1)

In this expression the expected communication time is the sum of the expected queueing delays for communication, $T_{\text{comm}}^w$, and the expected transmission time and propagation delay for a request, $T_{\text{req}}$ and for a response, $T_{\text{resp}}$

$$T_{\text{comm}} = T_{\text{comm}}^w + T_{\text{req}} + T_{\text{resp}}.$$  \hspace{1cm} (4.2)

$T_{\text{comm}}^w$ and $T_{\text{exec}}$ are evaluated separately in this section using the two independence assumptions presented earlier.

4.1 Application of Pseudo Conservation Laws to Communication Delay Analysis.

The pseudo conservation laws discovered by Watson [13] and extended by Boxma and Groenendijk [2] to allow a mixture of different service strategies at different queues, are generalizations of the work conservation principle of Kleinrock. Kleinrock [7] shows that "in a conservative system, weighted sums of the waiting times can never change no matter how sophisticated or elaborate the queuing discipline may be." In a conservative system no work is created or destroyed. The conservation law states that if the server is not idle then the service discipline may favor a class of customers over another but ultimately the amount of unfinished work in the system is the same. The pseudo conservation laws extends this principle to servers with vacation.

Weighted sums of the queuing delays in communication for a system using a mix of service disciplines can be expressed using the pseudo conservation laws. The system consists of $M + 2N$ queues as follows. There are $N$ queues, one at each $S$-node. The $N$
queues \( Q_{i,j} \) at any C-node \( C_i \), \( 1 \leq i \leq N + M \) are aggregated into a single queue, \( Q_i \), \( 1 \leq i \leq N + M \), with an aggregate mean arrival rate \( \lambda_i^{\text{req}} \). The mean cycle time is derived and then the delay analysis of the equivalent system is carried out. Exhaustive service at all \( Q_j \), \( 1 \leq j \leq N \) associated with server entities and at all \( Q_i \), \( 1 \leq i \leq M + N \), associated with client entities is considered first. Then, the case of 1-limited service at queues associated with client entities is analyzed.

**a. The cycle time analysis**

Assume that the system is in equilibrium and call \( s_i \) the mean switch over time from the \( k^{\text{th}} \) to \((k+1)^{\text{th}}\) queue, and \( s^{(2)} \) the second moment of the switch over time. Then the first two moments of the total switch over time are

\[
s = \sum_{k=1}^{M+2N} s_k
\]

and

\[
s^{(2)} = \sum_{k=1}^{M+2N} s_k^{(2)}
\]

Now the mean visit times at an S-queue and at a C-queue are respectively

\[
E[V_j] = \rho_j^{\text{resp}} E[C] \quad \text{for} \quad 1 \leq j \leq N
\]

and

\[
E[V_i] = \rho_i^{\text{req}} E[C] \quad \text{for} \quad 1 \leq i \leq M + N
\]

with \( E[C] \) the mean cycle time, the mean interval between two consecutive visits of the cyclic server at a given queue. Summing over all visits for a cycle

\[
\sum_{i=1}^{M+N} E[V_i] + \sum_{j=1}^{N} E[V_j] = E[C] - \sum_{k=1}^{M+2N} s_k
\]

or

\[
\sum_{i=1}^{M+N} \rho_i^{\text{req}} E[C] + \sum_{j=1}^{N} \rho_j^{\text{resp}} E[C] = E[C] - s
\]

and

\[
E[C] = \frac{s}{1 - \rho}
\]

with \( \rho \) given by expression (3.17). The expected visit time and intervisit time for the queues, associated with server entities are

\[
E[V^{\text{resp}}] = \rho_j^{\text{resp}} \frac{s}{1 - \rho}
\]


\[ E[I^{\text{resp}}] = E[C] - E[V^{\text{resp}}] = \frac{s}{1 - \rho} \left[ 1 - \rho_i^{\text{resp}} \right] \quad (4.8) \]

for \( 1 \leq j \leq N \).

The corresponding visit and intervisit time for the queues associated with client entities are

\[ E[V^{\text{req}}] = \rho_i^{\text{req}} \frac{s}{1 - \rho} \quad (4.9) \]

\[ E[I^{\text{req}}] = E[C] - E[V^{\text{req}}] = \frac{s}{1 - \rho} \left[ 1 - \rho_i^{\text{req}} \right] \quad (4.10) \]

for \( 1 \leq i \leq N + M \).

For a symmetric system

\[ E[V^{\text{req}}] = E[V^{\text{req}}] \text{ for } 1 \leq i \leq M + N \quad (4.11) \]

From (3.22) and (4.9) it follows that

\[ E[V^{\text{req}}] = \beta^{\text{req}} \frac{\lambda}{2(M + N)} \frac{s}{1 - \lambda \beta} \quad (4.12) \]

Then the average number of requests arriving at queue \( Q_i \) located at C-node \( C_i \) during a cycle time is

\[ E[N^{\text{req}}] = \frac{\lambda}{2(M + N)} \frac{s}{1 - \lambda \beta} \quad (4.13) \]

Similarly from (3.22) and (4.7)

\[ E[V^{\text{resp}}] = \beta^{\text{resp}} \frac{\lambda}{2N} \frac{s}{1 - \lambda \beta} \quad (4.14) \]

The average number of responses arriving at queue \( Q_j \) located at S-node \( C_j \) during a cycle time is

\[ E[N^{\text{resp}}] = \frac{\lambda}{2N} \frac{s}{1 - \lambda \beta} \quad (4.15) \]
b. The delay analysis when the service discipline is exhaustive at all queues.

The service discipline in case of a server with vacation (cyclic server), defines the policy used by the server when visiting a certain queue. A *limited* service discipline means that only one request is processed when the server visits the queue. *Exhaustive* service means that all requests are processed. Other service disciplines are *gated*, when the server processes all requests in the queue at the time of its arrival, and *semi-gated* when the server leaves in the queue one less that the number at the time of its arrival. Following [2]

\[ \sum_{i=1}^{M+N} \rho_i^{req} EW_{i}^{req} + \sum_{j=1}^{N} \rho_j^{resp} EW_{j}^{resp} = \]

\[ \frac{\lambda \beta^{(2)}}{2(1-\rho)} \rho + \frac{(\lambda^{(2)} - \lambda^2 - \lambda)\beta}{2\lambda(1-\rho)} \rho + \rho \frac{s^{(2)}}{2s} - \frac{1}{2} \rho \]  
\[ (4.16) \]

\[ + \frac{s}{2(1-\rho)} \left[ \rho^2 - \sum_{i=1}^{M+N} (\rho_i^{req})^2 - \sum_{j=1}^{N} (\rho_j^{resp})^2 \right] \]

\(EW_{i}^{req}\) is the mean waiting time of a request arriving at a C-node \(C_i\), and \(EW_{j}^{resp}\) is the mean waiting time of a response generated at an S-node \(S_j\).

In case of a symmetric system the following expression is obtained

\(EW_{i}^{req} = EW^{req} \quad 1 \leq i \leq M + N \)  
\(EW_{j}^{resp} = EW^{resp} \quad 1 \leq j \leq N \)  
\(\rho^2 = \lambda^2 \left[ \frac{\beta^{req} + \beta^{resp}}{2} \right]^2 \)  
\((4.19)\)

When \(N\) and \(N + M\) are large the following approximation is justified

\[ \sum_{i=1}^{M+N} (\rho_i^{req})^2 + \sum_{j=1}^{N} (\rho_j^{resp})^2 = (M + N) \left[ \frac{\beta^{req} \lambda}{2(M + N)} \right]^2 + N \left[ \frac{\beta^{resp} \lambda}{2N} \right]^2 \ll \rho^2 \]  
\((4.20)\)

With this approximation (4.16) becomes

\[ \frac{\beta^{req}}{\beta} EW^{req} + \frac{\beta^{resp}}{\beta} EW^{resp} = \]

\[ = \frac{1}{(1 - \lambda \beta)} \left[ \lambda \beta^{(2)} + \frac{\lambda^{(2)}}{\lambda} \beta - \lambda \beta - \beta + s \lambda \beta \right] + \left[ \frac{s^{(2)}}{s} - 1 \right] \]  
\((4.21)\)
When $\beta^{req} = \beta^{resp}$ the average queuing delay for request-response communication is given by

$$T_{comm}^w = EW^{req} + EW^{resp} = \frac{1}{(1 - \rho)} \left[ \beta c_\lambda + \rho c_\beta + s \rho \right] + c_s$$  \hspace{1cm} (4.22)

The following notation is used for random variables $\lambda$, $\beta$ and $s$

$$c_x = \frac{x(2)}{x} - 1$$  \hspace{1cm} (4.23)

with $x$ and $x(2)$ the first and the second moments of random variable $X$.

c. The delay analysis with different service disciplines.

Consider now the case when the service discipline is 1-limited for queues associated with client entities and exhaustive for the ones associated with server entities. The results from [2] can be applied to obtain

$$\sum_{i=1}^{M+N} \rho_i^{req} \left[ 1 - \frac{\lambda_i^{req} \cdot s}{1 - \rho} \right] EW_i^{req} + \sum_{j=1}^{N} \rho_j^{resp} EW_j^{resp} =$$

$$\frac{\lambda \beta(2)}{2(1 - \rho)} \rho + \frac{(\lambda(2) - \lambda^2 - \lambda) \beta}{2\lambda(1 - \rho)} \rho + \rho \frac{s(2)}{2s} - \frac{1}{2} \rho +$$

$$+ \frac{s}{2(1 - \rho)} \left[ \rho^2 + \sum_{i=1}^{M+N} (\rho_i^{req})^2 + \sum_{j=1}^{N} (\rho_j^{resp})^2 + 2 \sum_{i=1}^{M+N} \frac{(\lambda_i^{req}(2) - \lambda_i^{req}) \rho_i^{req}}{2\lambda_i^{req}} \right]$$  \hspace{1cm} (4.24)

The case of a symmetric system is considered now. The approximation discussed previously, (4.20) is used. In addition

$$2 \sum_{i=1}^{M+N} \frac{(\lambda_i^{req}(2) - \lambda_i^{req})}{2\lambda_i^{req}} \rho_i^{req} = \lambda \beta^{req} c_\lambda$$  \hspace{1cm} (4.25)

With these approximations the expression (4.16) becomes

$$\frac{\beta^{req}}{\beta} \left[ 1 - \frac{\lambda^{req} \cdot s}{1 - \rho} \right] EW^{req} + \frac{\beta^{resp}}{\beta} EW^{resp} =$$

$$= \frac{\beta}{(1 - \lambda \beta)} \left[ \lambda (c_\beta + s) + c_\lambda + 1 - \lambda^2 \right] + \lambda \beta c_s + \frac{s}{1 - \rho} \lambda \beta^{req} c_\lambda$$
4.2 The Analysis of the Remote Execution.

Consider an M/G/1 queue [7] with
- \( \lambda^{\text{exec}} \) the first moment of the request arrival rate,
- \( \mu^{\text{exec}} \) and \( \mu^{\text{exec},(2)} \) the first and the second moments of the request service rate,
- \( \rho^{\text{exec}} = \frac{\lambda^{\text{exec}}}{\mu^{\text{exec}}} \).

Then the Polaczek-Khinchin formula gives the total time in the system as

\[
T^{\text{exec}} = \mu^{\text{exec}} + \frac{\lambda^{\text{exec}} \mu^{\text{exec},(2)}}{2(1 - \rho^{\text{exec}})}.
\]  
(4.27)

Clearly, when the service process is Poisson the time in the system is given by

\[
T^{\text{exec}} = \frac{1}{\mu^{\text{exec}} (1 - \rho^{\text{exec}})}.
\]  
(4.28)

5. THE ANALYSIS OF SIMULATION RESULTS

The approximate delay analysis presented in this paper is based upon two assumptions, the remote execution independence assumption and the communication independence assumption. These assumptions must be supported by empirical evidence. The first step in gathering empirical evidence is through simulation. Further confirmation through measurements in an experimental system are needed.

The results of a simulation experiment designed to determine the correctness of the approximations discussed above are presented. A homogeneous systems with computation load spread evenly among all servers is considered. The system is said to be communication-bound if the average channel utilization is significantly larger than the average server utilization. A system with average channel utilization close to the average server utilization is called a balanced system. The request rate is determined by the load placed upon the system. High request rates are associated with small DTU size for requests/responses and with short expected remote execution time. Large DTU size and significant remote execution time are associated with low request rates. For the purpose of analysis three types of transaction oriented systems are defined. Type A corresponds to a communication-bound system with relatively high request arrival rate. Type B corresponds to a balanced system with a high request rate and Type C corresponds to a communication bound system with low request rate. Three types of traffic are considered, light traffic, when channel utilization is lower than 55%, medium traffic when channel utilization does not exceed 75%, and heavy traffic with channel utilization higher than 75%. In all models the average DTU size for a request and a response are equal.

The first objective of the simulation experiment is to compare two systems, one called Model 1 uses request-response communication and the second one called Model 2 is an equivalent system with independent arrival rates at all nodes. The two systems have the same number of nodes and the average traffic load is the same. The DTU size is exponentially distributed. Moreover, the average message arrival rate at the corresponding nodes of Model 2, the one with request-response communication and Model 1, the system with independent arrival processes at all nodes, are the same. The average traffic associated with requests equals the traffic associated with responses for
Model 2. The dependence of the cycle time and of the average queueing delay for transmission for the two models are studied. The effects of: the DTU size distribution, the service discipline, the ratio of client to server nodes, and the traffic load are investigated.

Figures 1, 2 and 3 present the results for a Type A transaction oriented system for a system with exhaustive service at client and server nodes, for a system with exhaustive service at server nodes and I-limited at client nodes, and for a system with 1-limited service discipline at all nodes respectively. The results are plotted for three different client to server node ratios, 90:10, in Figures 1a, 2a, and 3a, 80:20 in Figures 1b, 2b and 3b, and 60:30 in Figures 1c and 2c. The following conclusions may be drawn from these data. The relative errors are lower for the cycle time than for the queuing delays when Model 1 is used to approximate the communication delays of Model 2. The approximation is better for light traffic. The relative errors are less than 1% for the cycle time and less than 1.1% for the queueing delays in case of light traffic. The upper limits for the errors increase to 2.5% and 3% respectively at medium traffic, \( U_{ch} \leq 75\% \), and reach 6% for heavy traffic. The effect of client to server node ratio has little impact upon the results. The effect of the service discipline is important and the approximations are best suited for the case of exhaustive service discipline at all nodes. The use of I-limited service discipline at client nodes does not affect the results in any significant way but the I-limited service discipline at server nodes leads to larger relative errors. For example the relative errors increase up to 8% at medium traffic load.

In case of a Type B system the results are essentially the same as those reported for a Type A system and the corresponding graphs are omitted. Figures 9, 10 and 11 present the results for a Type C system because a new effect is observed. The average queuing delay is larger than the average cycle time and increases rapidly with the traffic load (or channel utilization). The average DTU size is fairly large in case of a Type C system, (20 times larger than in case of Type A or B systems), and the request arrival rate for a given channel utilization is correspondingly lower for a Type C system. As a result, there are many cycles with no traffic, but whenever a node transmits, there is a large chance that other nodes will receive requests that have to be queued waiting for the availability of the channel. In case of Type A or B systems the average queuing delay is always shorter than the average cycle time, as shown in Figures 1, 2 and 3. A slight increase in errors introduced by the approximations discussed above can be observed. For example in case of exhaustive service at client and server nodes, Figure 9, the errors in delay at medium traffic load increase from 3 to 5%.

The analysis of the data obtained from the simulation experiments described above leads to the conclusion that the independence assumption is quite satisfactory for the case of a token ring network with light to medium traffic, when the individual request arrivals can be modeled as independent Poisson streams, and when the DTU size has exponential distributions. For exhaustive service discipline at all nodes, or exhaustive at server nodes and I-limited at client nodes, the approximation leads to a relative error of at most 5% for traffic up to 75% of the channel capacity.

A second objective of this study is to determine if a remote server can be modeled as an M|M|1 system in case of exponentially distributed remote service time for Model 2. The results of a comparison of the average queuing delays predicted by an M|M|1 approximation with the average queuing delays observed in the simulation of Type A,
B, and C transaction oriented systems are presented in Figures 4, 7 and 12 respectively. The client to server node ratio is 90:10 because such a ratio is expected in systems of practical interest. The relative error when the queuing delays at a remote server are approximated by an M|M|1 model is not larger than 6% for any of the three types of systems discussed in this paper, for server utilizations up to 75%. In general, the exhaustive service discipline in communication, at all nodes, leads to the lowest queuing delay at the remote server. The results presented above indicate that the second independence assumption is well justified and fairly robust.

Finally, the expected response time predicted by the approximation introduced in this paper is compared with the response time observed in simulation. The results for Type A and B systems are presented in Figures 5 and 8. The results for a Type C system are quite similar and are omitted. The approximation discussed in this paper is inaccurate for server utilization lower than 5% (the corresponding channel utilization is about 10% for a type A system and 5% for a Type B system), but it is fairly accurate for server utilization in the 20% to 80% range, where it leads to relative errors of less than 7%. Figure 6 provides an explanation for the inaccuracy at low load. The approximations of the queuing delays in communication derived from the pseudo conservation laws are not acceptable at low traffic load. Other approximations like the ones in [6] fit much better the simulation results and can be used in case of exhaustive service strategy at all nodes.

The errors reported in this paper are upper limits for errors observed when Model 1 is used to approximate the behavior of Model 2 in repeated simulation experiments, typically 5 to 10 runs for every point. To reach steady-state a typical simulation experiment needs close to 50 hours of CPU time on a SUN 3/50 workstation. The entire project used a network of 10 workstations for more than six weeks.

CONCLUSIONS

The response time in transaction oriented communication, also called request-response communication, consists of the queuing delay, the transmission time and the propagation delay for the transmission of both request and response, and the queuing delay and the service time at the remote server. An exact delay analysis for such a system is extremely hard for two reasons. First, a salient feature of all models of computer networks is the independence assumption, the arrival process at each node of the network is independent of the arrival process at all other nodes. Second, the arrival process at a server entity depends upon the Medium Access Control method used in the network. Approximations for the response time in a transaction oriented system are investigated in this paper. The method based upon this approximation can be formulated as follows:

1. Determine the offered traffic load due to requests and responses and approximate the queuing delay in communication as if the arrival processes at all nodes are independent.

2. Determine the computation load for each server. Estimate the request arrival rate and the service time and then compute the time in system at the remote server as predicted by an M|M|1 or an M|G|1 model depending upon the distribution of the remote service time.
The analysis presented in this paper covers only the case of a transaction oriented system built around a token ring. The pseudo-conservation laws are used to estimate queueing delays in data transmissions for different service strategies at client and server nodes in a heterogeneous network. The pseudo-conservation laws can be applied only if independent arrival processes at the nodes of a network can be assumed. Then queueing delays at the remote server modeled as an M|M|1 system are approximated. A simulation experiment to determine the range of systems parameters when the approximations are well justified is presented. The cycle time and the delay for two models are compared to verify assumption (A1). Model 1 corresponds to a system with independent arrival rates at all nodes and Model 2 to the equivalent system with transaction oriented communication. Two systems are said to be equivalent if they use the same Medium Access Control method and if the average traffic offered at each node of one model equals the traffic at a corresponding node of the second model. The relative error when the Model 1 is used to approximate Model 2 is not larger than 5%, for the exhaustive service strategy at client and server nodes, when channel utilization does not exceed 75%. To verify assumption (A2) the queueing delay at the remote server observed in the simulation are compared with the one predicted by the M|M|1 model. The relative errors are not larger than 6% for the case of exhaustive service at all nodes.

The response time predicted by the analytical model and the one observed in simulation are compared. The approximations are satisfactory for server utilization in the 20% to 80% range, for exhaustive service strategy at the client and the server nodes. The approximations are justified for relatively dense networks with light to medium traffic, (up to 75% of channel capacity), when the individual request arrival can be modeled as independent Poisson streams, and when the DTU sizes are exponentially distributed. These conditions are generally satisfied by distributed systems of practical interest. Further research to investigate the validity of the approximations suggested in this paper to other Medium Access Control methods are necessary.
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Figure 1. The average cycle time (upper curves) and the average queuing delay for communication (lower curves) versus channel utilization, $U_{ch}$. Transaction-oriented system of type A, large request arrival rate (average DTU size is 100 and average remote execution time 1000), and a communication bound system (average channel utilization twice the average server utilization). Exhaustive service strategy at client and server queues.

The system with request-response communication, Model 2 and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of: 90:10 (Figure 1a), 80:20 (Figure 1b) and 60:30 (Figure 1c).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, Model 2, is smaller than 1% for $U_{ch} \leq 55\%$ and is smaller than 2.5% for $U_{ch} \leq 75\%$. The corresponding upper limits for errors in queuing delays are 1.1% and 3%.
Figure 2a.
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Figure 2. The average cycle time (upper curves) and the average queuing delay for communication (lower curves) versus channel utilization, $U_{ch}$. Transaction-oriented system of type A, large request arrival rate (average DTU size is 100 and average remote execution time 1000), and a communication bound system (average channel utilization twice the average server utilization). Exhaustive service strategy at server queues and I-limited at client queues.

The system with request-response communication, Model 2, and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of: 90:10 (Figure 2a), 80:20 (Figure 2b) and 60:30 (Figure 2c).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, (Model 2, is smaller than 1% for $U_{ch} \leq 55\%$ and is smaller than 2.5% for $U_{ch} \leq 75\%$. The corresponding bounds for errors in queuing delays are 1% and 3%.
Figure 3a.
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Figure 3. The average cycle time (upper curves) and the average queuing delay for communication (lower curves) versus channel utilization, $U_{ch}$. Transaction-oriented system of type A, large request arrival rate (average DTU size is 100 and average remote execution time 1000), and a communication bound system (average channel utilization twice the average server utilization). Limited service strategy at server queues and at client queues.

The system with request-response communication, Model 2 and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of: 90:10 (Figure 3a) and 80:20 (Figure 3b).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, Model 2, is smaller than 1% for $U_{ch} \leq 55\%$ and is smaller than 4.0% for $U_{ch} \leq 75\%$. The corresponding upper limits for errors in queuing delays are 3.0% and 8%.
Figure 4. The average queuing delay at the remote server site function of the average server utilization. *Transaction-oriented system of type A*, large request arrival rate (average DTU size is 100 and average remote execution time 1000), and a communication bound system (average channel utilization twice the average server utilization). The computation load is spread evenly among all servers.

Four curves are plotted: the queuing delay as predicted by the M/M/1 system, the queuing delay when an exhaustive service strategy is used for communication in the ring at server and at client nodes, $E/E$ case, the one when exhaustive service is replaced by 1-limited service at all transmission queues, $1/1$ case and finally when an exhaustive strategy is used at server nodes and a 1-limited at client nodes, the $E/1$ case. Client to server ratio is 90:10. The $E/E$ case is best approximated by the M/M/1 model, 2% is an upper bound for the relative error in this approximation. In the $E/1$ case the largest error is 2.5%.
Figure 5. The average response time function of the average server utilization. *Transaction-oriented system of type A*, large request arrival rate (average DTU size is 100 and average remote execution time 1000), and a communication bound system (average channel utilization twice the average server utilization). The computation load is spread evenly among all servers.

Four curves are plotted: the response time predicted by the approximate analysis, the response time when an exhaustive service strategy is used for communication in the ring at server and at client nodes, $E/E$, the one when exhaustive service is replaced by 1-limited service at all transmission queues 1/1, and finally when an exhaustive strategy is used at server nodes and a 1-limited at client nodes, $E/1$. Client to server ratio is 90:10.
Figure 6. The average queuing delay in communication function of the average channel utilization. *Transaction-oriented system of type B*, large request arrival rate (average DTU size is 100 and average remote execution time 2000), and a balanced system, the channel utilization for this system with computation load spread evenly among all servers is within 5% of the average server utilization. An exhaustive service strategy is used for communication in the ring at server and at client nodes, E/E.

Three curves are plotted: the queuing delay predicted by the approximation given in [6] (Approximation 1), the one predicted by formula 4.22, (Approximation 2), and the queuing delay observed in simulation. Client to server ratio is 90:10.
Figure 7. The average queuing delay at the remote server site function of the average server utilization. *Transaction-oriented system of type B*, large request arrival rate (average DTU size is 100 and average remote execution time 2000), and a balanced system, the channel utilization for this system with computation load spread evenly among all servers is within 5% of the average server utilization.

Four curves are plotted: the queuing delay as predicted by the M/M/1 system, the queuing delay when an exhaustive service strategy is used for communication in the ring at server and at client nodes, $E/E$ case, the one when exhaustive service is replaced by 1-limited service at all transmission queues, the $1/1$ case and finally when an exhaustive strategy is used at server nodes and a 1-limited at client nodes, the $E/1$ case. Client to server ratio is 90:10.

The largest relative error observed for the $E/E$ case is 6%, it increases to 8% for the $E/1$ case and is about 2.5% for the $1/1$ case.
Figure 8. The average response time function of the average server utilization. *"Transaction-oriented system of type B, large request arrival rate (average DTU size is 100 and average remote execution time 2000), and a balanced system, the channel utilization for this system with computation load spread evenly among all servers is within 5% of the average server utilization.*

Four curves are plotted: the response time predicted by the approximation, the response time when an exhaustive service strategy is used for communication in the ring at server and at client nodes, E/E, the one when exhaustive service is replaced by 1-limited service at all transmission queues 1/1, and finally when an exhaustive strategy is used at server nodes and a 1-limited at client nodes, E/1. Client to server ratio is 90:10.
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Figure 9. The average cycle time (lower curves) and average queuing delay for communication (upper curves) versus channel utilization, $U_{ch}$. **Transaction-oriented system of type C**, low request arrival rate (average DTU size is 2000 and average remote execution time 8000), and a communication bound system (average channel utilization twice the average server utilization). **Exhaustive service strategy at client and server queues.**

The system with request-response communication, Model 2, and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of: 90:10 (Figure 9a), 80:20 (Figure 9b).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, Model 2, is smaller than 2% for $U_{ch} \leq 55\%$ and is smaller than 4.0% for $U_{ch} \leq 75\%$. The corresponding upper limits for errors in queuing delays are 3.0% and 5%. 
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Figure 10. The average cycle time (lower curves) and average queuing delay for communication (upper curves) versus channel utilization, $U_{ch}$. Transaction-oriented system of type C, low request arrival rate (average DTU size is 2000 and average remote execution time 8000), and a communication bound system (average channel utilization twice the average server utilization). Exhaustive service strategy at client and 1-limited at server queues.

The system with request-response communication, Model 2, and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of 80:20 (Figure 10a) and 60:30 (Figure 10b).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, Model 2, is smaller than 2% for $U_{ch} \leq 55\%$ and is smaller than 3.0% for $U_{ch} \leq 75\%$. The corresponding upper limits for errors in queuing delay are 2.5% and 3%.
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Figure 11. Average cycle time (lower curves) and average queuing delay for communication (upper curves) versus channel utilization, $U_{ch}$. Transaction-oriented system of type C, low request arrival rate (average DTU size is 2000 and average remote execution time 8000), and a communication bound system (average channel utilization twice the average server utilization). 1-limited service strategy at client and I-limited at server queues.

The system with request-response communication, Model 2, and the equivalent system with independent arrival rates at all nodes, Model 1. The system has a client to server ratio of: 80:20 (Figure 11a) and 60:30 (Figure 11b).

The relative error in the cycle time when Model 1 is used to approximate the behavior of a request-response system, Model 2, is smaller than 1.7% for $U_{ch} \leq 0.55$ and is smaller than 2.0% for $U_{ch} \leq 0.75$. The corresponding upper limits for errors in queuing delays are 1.5% and 3%.
Figure 12. Average queuing delay at the remote server site function of the average server utilization. *Transaction-oriented system of type C*, low request arrival rate (average DTU size is 2000 and average remote execution time 8000), and a communication bound system (average channel utilization twice the average server utilization).

Two curves are plotted: the queuing delay as predicted by the M/M/1 system, and the queuing delay when an exhaustive service strategy is used for communication in the ring at server and at client nodes. Client to server ratio is 90:10.