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ABSTRACT

In this report, we present a new approach to the design of perfect reconstruction filter banks (PRFB's) which have equal length FIR analysis and synthesis filters. To achieve perfect reconstruction, necessary and sufficient conditions are incorporated directly in a numerical design procedure as a set of quadratic equality constraints among the impulse response coefficients of the filters. Any symmetry inherent in a particular application, such as quadrature mirror symmetry, linear phase, or symmetry between analysis and synthesis filters, may be exploited to reduce the number of variables and constraints in the design problem. A novel feature of our new approach is that it allows the design of filter banks that perform functions other than flat passband band-splitting.
Figure 1. \( M \)-channel filter bank.

Figure 2. Polyphase form of filter bank.
\[ F_k(z) = \sum_{i=0}^{M-1} F_{kl}(z^M)z^{-l}, \quad (3) \]

and the analysis and synthesis polyphase matrices by

\[
H_p(z) = \\
\begin{bmatrix}
H_{0,0}(z) & H_{0,M-1}(z) \\
& \ddots & \ddots \\
H_{M-1,0}(z) & H_{M-1,M-1}(z)
\end{bmatrix},
\]

and

\[
F_p(z) = \\
\begin{bmatrix}
F_{0,0}(z) & F_{0,M-1}(z) \\
& \ddots & \ddots \\
F_{0,0}(z) & F_{M-1,0}(z)
\end{bmatrix}.
\quad (4)
\]

The elements in \( F_p(z) \) are indexed as shown in (4) so that (3) and the matrix multiplication implied by Figure 2 are consistent. Perfect reconstruction occurs if and only if [10]

\[ F_p(z)H_p(z) = D(z), \quad (5) \]

where \( D(z) \) has the form

\[
D(z) = z^{-k_{01}} M \begin{bmatrix}
0 & I_{M-k_{00}} \\
0 & 0
\end{bmatrix} \quad (6)
\]

The matrix \( I_{k_{00}} \) is the \( k_{00} \times k_{00} \) identity matrix. The delay \( k_0 \) of the overall analysis/synthesis filter bank is related to the quantities in (6) by

\[ k_0 = k_{00} + k_{01} M + M - 1. \quad (7) \]

We emphasize that (2) and (5) are simply different expressions of the same condition.

The first demonstration that nontrivial two-channel PRFB's exist was given by Smith and Barnwell in [11,12] and by Mintzer in [13]. They begin by specifying a certain relationship among the four filters in the filter bank. This has the effect of canceling aliasing exactly, and in addition, leads to perfect reconstruction as long as the analysis/synthesis filter pairs are spectral factors of a half-band filter which has nonnegative amplitude response. The design procedure consists of two steps. First, a half-band filter with the desired property is obtained, then this filter is spectrally factored to yield the analysis and synthesis filters.

For an arbitrary number of channels, Vaidyanathan, et al. have presented a design framework based on lossless or paraunitary polyphase matrices [10,14,15]. Their approach begins by parameterizing the analysis polyphase matrix in such a way that it is guaranteed to be paraunitary. Under this condition, PR is achieved by taking the synthesis polyphase matrix to be the conjugate transpose of the analysis polyphase matrix. To achieve good analysis bank performance, the parameters of the analysis polyphase matrix are optimized.

In addition to determining conditions under which PR is possible, Vetterli [8,16] has proposed a PRFB design procedure known as the complimentary filter method. In this approach, all but one of the filters are designed in an unconstrained fashion. Then,
a complimentary filter is designed to yield a PRFB. In [17], we presented a PRFB design approach based on analysis polyphase matrices formed by cascading constant matrices with diagonal delay matrices, in a manner similar to Vaidyanathan's approach in [10].

In this paper, we present a new approach to the numerical design of PRFB's, which is applicable for an arbitrary number of channels. The filter banks which result have FIR analysis and synthesis filters of equal length. Our approach to PRFB design differs from those mentioned above in that, rather than build perfect reconstruction into the filter bank structure through parameterization, we optimize directly over the impulse response coefficients of the analysis and synthesis filters, expressing the perfect reconstruction conditions embodied in (5) as a set of equality constraints among the coefficients. Symmetries among various filters in the filter bank or within a single filter serve not only to reduce the number of variables in the design problem, but also manifest themselves in the form of automatically satisfied constraints and redundancies among the constraints. In both cases, the total number of constraints in the design problem is reduced. Within this framework, very general PRFB's may be designed, including systems in which the analysis bank performs functions other than simple flat passband band-splitting. Possible applications of this feature include performing linear prediction in some or all of the channels, or combining equalization with band-splitting, an example of which is given in Section V B.

The paper is organized as follows. In Section II, the design framework is established, including the error function and the perfect reconstruction constraints. Section III is a brief review of the nonlinearly constrained optimization methods employed in the design. In Section IV, we analyze the effect of several types of symmetry in a filter bank on the possibility of perfect reconstruction and on the number of independent constraints. Finally, in Section V, we present two numerical design examples.

II. PRFB DESIGN FRAMEWORK

In this section we outline our approach to the design of maximally decimated perfect reconstruction filter banks. Stated simply, given a measure of the analysis filter error $E_a$, we will minimize $E_a$, subject to the nonlinear equality constraints in (5).

Depending on the filter being designed, we choose $E_a$ in one of two ways. One formulation for $E_a$ is based on the integral-squared error between the analysis filters and their desired response. The second approach we use for specifying $E_a$ is drawn from the statistical filter design procedure of Farden and Scharf [18]. In each of these cases, $E_a$ is a positive definite quadratic form; so there is no real difference between these two approaches from the design algorithm viewpoint. We present two design examples in Section V, one using each error criterion.

A. Error Criteria

Let the set of filter coefficients for analysis filter $H_k(z)$ be represented by the $N$-length vector $h_k$. Let the set of all analysis filter coefficients be represented by $h$. The $NM$-length vector $h$ is formed by concatenating all the $h_k$ vectors. The set of synthesis filter coefficients will be denoted similarly. In the integral-squared error method, we select a desired frequency response $D_k(\epsilon^{j\omega})$ for each channel and define $E_a$ by
where \( P_k \) and \( S_k \) are the passband and stopband of the \( k \)-th channel, and \( \alpha_k \) is a stopband weighting factor.

In the statistical design approach, each filter in the \( M \)-channel analysis filter bank is treated as the linear minimum mean-squared error (MMSE) estimator of a hypothetical input signal in the presence of noise. If the signal and noise are taken to be statistically uncorrelated with flat spectra in the desired passband and stopband(s) respectively, then the best linear estimator approximates a conventional flat-passband filter. Let \( s_k(l) \) and \( n_k(l) \) be the hypothetical signal and noise inputs to the \( k \)-th analysis filter, and let \( y_k(l) \) be the output of that filter. Then \( E_a \) is given by

\[
E_a(h) = \sum_{k=0}^{M-1} \sum_{l=0}^{M-1} \left| y_k(l) - s_k(l - l_k) \right|^2.
\]

The delays \( l_k \) are design parameters. Both (8) and (9) can be rewritten as

\[
E_a(h) = \sum_{k=0}^{M-1} \left( h_k^T R_k h_k - 2 h_k^T r_k + \sigma_k^2 \right).
\]

In the statistical approach, \( R_k \) is the autocorrelation matrix associated with \( x_k = s_k + n_k \), \( r_k \) is the autocorrelation vector associated with \( s_k \), and \( \sigma_k^2 \) is the power in \( s_k \). In either case, the matrices \( R_k \) are positive definite; and in the statistical approach they are Toeplitz. Equation (10) may be rewritten in the form

\[
E_a(h) = h^T R h - 2 h^T r + \sigma^2.
\]

The matrix \( R \) is block diagonal with the \( R_k \) matrices along the diagonal, and \( r \) is formed by concatenating \( r_k \) in the same fashion as \( h \) is formed from \( h_k \).

B. Perfect Reconstruction Constraints

Let the product of the analysis and synthesis polyphase matrices be denoted by \( P(z) \):

\[
P(z) = F_p(z) H_p(z).
\]

Then the elements of \( P(z) \) are given by

\[
P_{kl}(z) = \sum_{i=0}^{M-1} F_{i,M-1-k}(z) H_{i,l}(z).
\]

From (5), the perfect reconstruction condition is

\[
P(z) = D(z).
\]

This polynomial matrix equation may be decomposed into \( M^2 \) polynomial equations of the form

\[
P_{kl}(z) = D_{kl}(z).
\]

By equating the coefficients of corresponding powers of \( z \) from both sides of (15), each of these polynomial equations can be decomposed into \( (2N/M) - 1 \) equations not involving \( z \). Hence, the perfect reconstruction condition amounts to a set of \( M^2[(2N/M) - 1] = 2NM - M^2 \) quadratic equality constraints. Several general
statements can be made about these constraint equations. First, each product term in each equation involves exactly one analysis and one synthesis filter coefficient. Second, there is at least one coefficient from each of the \(2M\) filters in each constraint equation. Finally, by (6), all but \(M\) of these equations has 0 on the right-hand side and the remaining \(M\) equations have \(1/M\).

In Section IV we will work with the constraints in the form of (14) and (15); but in Section III it will be convenient to adopt a different notation. Forming a length \(2NM - M^2\) vector of constraint functions \(c(h, f)\), the constraint equations can be written

\[
c(h, f) = b, \quad \text{(16)}
\]

where \(b\) contains mostly zeros and \(M\) nonzero elements. The constraints are bilinear in \(h\) and \(f\). That is, if \(f\) is fixed at \(f'\), then (16) may be written in the form

\[
\mathcal{F} h = b, \quad \text{(17)}
\]

and if \(h\) is fixed at \(h'\), it may be written

\[
\mathcal{H} f = b, \quad \text{(18)}
\]

where \(\mathcal{F}\) is a sparse matrix with a banded structure which contains the elements of \(f'\), and \(\mathcal{H}\) has a form similar to \(\mathcal{F}\).

To make these ideas concrete, we will illustrate them with a simple example: a two-channel filter bank with filters of length two. The filters are written

\[
H_0(z) = h_0(0) + h_0(1)z^{-1},
\]

\[
H_1(z) = h_1(0) + h_1(1)z^{-1},
\]

\[
F_0(z) = f_0(0) + f_0(1)z^{-1},
\]

and

\[
F_1(z) = f_1(0) + f_1(1)z^{-1}. \quad \text{(19)}
\]

The polyphase matrices are

\[
H_p(z) = \begin{bmatrix} h_0(0) & h_0(1) \\ h_1(0) & h_1(1) \end{bmatrix},
\]

and

\[
F_p(z) = \begin{bmatrix} f_0(1) & f_1(1) \\ f_0(0) & f_1(0) \end{bmatrix}. \quad \text{(20)}
\]

Let us suppose that \(D(z)\) is given as in (6) with \(k_{00} = 0\) and \(k_{01} = 0\). Using this along with (20), the PR constraints in (14) are given by

\[
\begin{bmatrix}
  f_0(1)h_0(0) + f_1(1)h_1(0) & f_0(1)h_0(1) + f_1(1)h_1(1) \\
  f_0(0)h_0(0) + f_1(0)h_1(0) & f_0(0)h_0(1) + f_1(0)h_1(1)
\end{bmatrix} = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}. \quad \text{(21)}
\]

We may obtain (16) from (21) using any ordering we desire. One example is
\[ c(h, f) = \begin{bmatrix} f_0(1)h_0(0) + f_1(1)h_1(0) \\ f_0(1)h_0(1) + f_1(1)h_1(1) \\ f_0(0)h_0(0) + f_1(0)h_1(0) \\ f_0(0)h_0(1) + f_1(0)h_1(1) \end{bmatrix} = \begin{bmatrix} 0.5 \\ 0 \\ 0 \\ 0.5 \end{bmatrix} = b. \] (22)

The version of \( c(h, f) \) corresponding to (17) which displays its bilinear nature is

\[ c(h, f) = \mathcal{F} h = \begin{bmatrix} f_0(1) & 0 & f_1(1) \\ 0 & f_0(1) & 0 & f_1(1) \\ f_0(0) & 0 & f_1(0) & 0 \\ 0 & f_0(0) & 0 & f_1(0) \end{bmatrix} \begin{bmatrix} h_0(0) \\ h_0(1) \\ h_1(0) \\ h_1(1) \end{bmatrix}. \] (23)

In Section II, we have formulated the design of PRFB’s as the minimization of a positive definite quadratic function of the \( MN \) analysis filter coefficients, subject to a set of \( 2NM - M^2 \) quadratic equality constraints which involve both the analysis and synthesis filter coefficients (a total of \( 2NM \) coefficients). The next section concerns the methods we employ to solve this problem.

### III. NONLINEARLY CONSTRAINED OPTIMIZATION

It is generally accepted that optimization under nonlinear equality constraints is significantly more difficult than unconstrained optimization or optimization under linear equality constraints. The main source of difficulty is that motion along any straight line starting from a feasible point, i.e. a point which satisfies the constraints, leads immediately to an infeasible point. Since most optimization methods have at their heart an algorithm which performs minimization along a line, this poses a significant problem.

#### A. Penalty Function Method

The simplest method that we have used for dealing with nonlinear constraints is known as the penalty function method. The idea behind this method is to convert the nonlinearly constrained problem into a sequence of unconstrained subproblems, whose solutions converge to a solution of the original problem. This is done by adding a penalty term to the original error function. We use a quadratic penalty term

\[ E_{pf}(h, f, \rho) = E_a(h) + \rho [c(h, f) - b]^T [c(h, f) - b]. \] (24)

The variable \( \rho \) is the penalty parameter. The process begins by minimizing \( E_{pf}(h, f, \rho) \) for a small value of \( \rho \). The solution to that subproblem is used as the starting point for another subproblem with a larger value of \( \rho \). This continues until an acceptable solution is obtained. Under mild conditions on the error and constraint functions, the sequence of solutions converges to the minimum of \( E_a(h) \). Any method for unconstrained optimization may be applied to minimize \( E_{pf}(h, f, \rho) \).

One major drawback of the penalty function method is that the solutions to the subproblems do not in general satisfy the constraints exactly. Since this is a requirement for perfect reconstruction, we have also employed two more sophisticated algorithms capable of generating feasible solutions. These methods are based on the idea of creating a sequence of linearly constrained subproblems. In each subproblem, the constraints are linearized using a series expansion about the solution to the previous subproblem. The difference between these methods is the function being minimized.
B. Projected Error Function Method

In this approach we minimize $E_a(h)$ subject to the constraints linearized about the solution to the previous subproblem. We shall refer to this as the projected error (PE) function method. This method is most useful when the solution to the previous subproblem nearly satisfies the nonlinear constraints. There are two drawbacks to this approach. The sequence of solutions essentially tracks the constraint curve and can therefore converge rather slowly. In addition, if the starting point is too far away from the true solution, the linearized constraints are not a good approximation to the actual constraints and the subproblem solutions diverge. Nonetheless, we have applied this method with some success to the design of PRFB's.

C. Projected Augmented Lagrangian Method

A more robust algorithm is known as the projected augmented Lagrangian (PAL) method. This algorithm is also based on a sequence of subproblems subject to linearized constraints; but there are two major differences between this and the previous algorithm. To begin with, the error function is modified by adding a linear combination of the constraints, creating the Lagrangian function. From optimization theory, the Lagrangian function has a stationary point at any point which is a solution to the original nonlinearly constrained problem. The linear weights used are simply the Lagrange multipliers. Robinson proposed minimizing the Lagrangian subject to the linearized constraints in 1972 [19]. Unfortunately, in many cases this algorithm does not converge to the true solution unless the starting point (which must include starting estimates of the Lagrange multipliers as well as the independent variables), is quite close to the solution. Murtagh and Saunders [20] created a more robust algorithm by augmenting the Lagrangian with a penalty term like the one described above. This promotes convergence from starting points which are outside the radius of convergence of Robinson's method.

The term “projected” in the names of the above algorithms refers to the fact that the minimization in each subproblem is done over a parameterized linear subspace. This property is well-suited to the general PRFB problem, since the difference between the number of variables and the number of constraints is $M^2$, which is independent of the length of the filters. Hence in rough terms, the size of the space over which optimization takes place is related to the number of channels $M$, but not to the filter length $N$.

For more information on the optimization methods used in this work, see [21]. In our work, all three algorithms described here were implemented using the MINOS optimization program [22].

IV. INCORPORATING SYMMETRY

In many filter bank applications, there exists symmetry among the desired frequency responses of the filters. A well-known symmetry is quadrature mirror (QM) symmetry, in which two desired responses mirror each other about the frequency $\omega = \pi/2$. If $D_k(e^{j\omega})$ and $D_{M-1-k}(e^{j\omega})$ are the desired responses of the $k$-th and $M-1-k$-th analysis filters, QM symmetry between the desired responses exists if

$$
|D_k(e^{j\omega})| = |D_{M-1-k}(e^{j(\pi-\omega)})|, \quad 0 \leq \omega \leq \pi.
$$

(25)

Given an actual filter $H_k(z)$ whose Fourier transform magnitude approximates the desired response $|D_k(e^{j\omega})|$, it is possible to obtain a filter $H_{M-1-k}(z)$ whose transform
magnitude approximates \[ D_{M-1-k}(e^{j\omega}) \] by simple operations on the impulse response coefficients of \( H_k(z) \) (for example, multiplying them by \((-1)^n\), which we shall refer to as modulation). Such a relationship is often explicitly imposed on the filters in a filter bank to reduce the number of independent variables in the design problem. We will say that an analysis filter bank has QM symmetry if \( H_k(z) \) and \( H_{M-1-k}(z) \) are related in this way, for all \( k \). If the filters in the synthesis bank also bear such a relationship, then we say the entire filter bank has QM symmetry.

A second kind of symmetry often present in filter banks is equality of desired frequency response magnitudes between a filter in the analysis bank and one in the synthesis bank. We will say that a filter bank has analysis/synthesis (AS) symmetry if

\[
H_k(e^{j\omega}) = P_k(e^{j\omega}), \quad 0 \leq \omega \leq \pi,
\]

for all \( k \).

Both AS and QM symmetries are incorporated either explicitly or implicitly in most filter bank design methods [10, 12, 13, 15, 23]. It is natural to impose AS and QM symmetry on the filters in a filter bank when the application is flat passband band-splitting. We should also point out that other types of symmetry exist, the most notable being that associated with linear phase.

In the design framework that we have proposed, symmetry may be capitalized upon to reduce not only the number of variables in the design problem, but also the number of independent PR constraints. The exact nature of the constraint reduction for each type of symmetry is the subject of the remainder of this section. In each case, the treatment is organized similarly. First, we analyze the effect of imposing that symmetry on the possibility of perfect reconstruction. This will lead to restrictions on the form of \( D(z) \) beyond those already implied by (6). We will also find that PR is impossible under certain symmetries. Next, we analyze the effect of the particular symmetry on \( P(z) \). The effect will always be either to make some of the elements \( P_{kl}(z) \) automatically zero, or to cause pairwise relationships between different \( P_{kl}(z) \) terms. In either case, a reduction in the number of independent PR constraints is achieved.

A. Analysis/Synthesis (AS) Symmetry

Recall that AS symmetric filter banks are those in which each analysis filter has a corresponding synthesis filter with the same frequency response magnitude. Two length-\( N \) FIR filters have the same frequency response magnitude, within a multiplicative constant, if the filters have the same zeros, within a reflection through the unit circle. Of all the possible ways in which this can happen, the cases of complete equality of zeros, and of complete reflection of zeros are the most useful, since these types of symmetry result in symmetry in the discrete-time domain. Reflection of all the zeros corresponds to time-reversal of the impulse response coefficients. Let \( H(z) \) be an arbitrary length-\( L_H \) FIR filter. We shall use \( \hat{H}(z) \) to denote the time-reversed version of \( H(z) \):

\[
\hat{H}(z) = z^{-(L_H-1)}H(z^{-1}).
\]

To insure causality of the time-reversed filter without introducing excessive delay, the delay in time-reversal will always equal the order of the filter being time-reversed, unless it is specifically mentioned otherwise. A matrix may be time-reversed by time-
reversing each of the elements. The delay will be the same for each element.

**AS TR Symmetry.** The analysis and synthesis filters are related by AS time-reversal (TR) symmetry if they satisfy

\[ F_k(z) = z^{-(N-1)} H_k(z^{-1}), \]  

where the length of the filters is \( N \). Let \( N \) be a multiple of the number of channels \( M \), i.e. \( N = LM \). Then, the length of the polyphase components is \( L \), and by inserting the polyphase decomposition of \( H_k(z) \) into (28), we find that

\[ F_k(z) = z^{-(N-1)} \sum_{l=0}^{M-1} H_{kl}(z^{-M}) z^l. \]  

After some manipulation, this becomes

\[ F_k(z) = M^{-1} \sum_{l=0}^{M-1} \left[ z^{-M(L-1)} H_{k,M-1-l}(z^{-M}) \right] z^{-l}. \]  

This shows that the \( l \)-th polyphase component of \( F_k(z) \) is a time-reversed version of the \((M-1-l)\)-th polyphase component of \( H_k(z) \):

\[ F_{kl}(z) = z^{-(L-1)} H_{k,M-1-l}(z^{-1}) = \hat{H}_{k,M-1-l}(z). \]  

Therefore, using (4), the synthesis polyphase matrix is related to \( H_p(z) \) by

\[ F_p(z) = \begin{bmatrix} \hat{H}_{0,0}(z) & \hat{H}_{M-1,0}(z) \\ \vdots & \vdots \\ \hat{H}_{0,M-1}(z) & \hat{H}_{M-1,M-1}(z) \end{bmatrix} = \hat{H}_p^T(z). \]  

To understand the effect on PR of imposing this symmetry, we look at \( P(z) \).

\[ P(z) = F_p(z) H_p(z) = \hat{H}_p^T(z) H_p(z) = z^{-(L-1)} H_p^T(z^{-1}) H_p(z). \]  

The elements of \( P(z) \) have length \( 2L-1 \), since they are formed by summing products of the elements of \( H_p(z) \) and \( F_p(z) \), and the elements of \( H_p(z) \) and \( F_p(z) \) have length \( L \). Therefore, the proper delay for time-reversing \( P(z) \) is \( 2(L-1) \). Indeed, if we time-reverse and transpose the right-hand side of (33), we find that it is left unchanged. Thus,

\[ P(z) = \hat{P}^T(z). \]  

Since PR requires that \( P(z) = D(z) \), PR is impossible unless \( D(z) \) is also unchanged by time-reversal and transposition. The matrices \( D(z) \) and \( \hat{D}_p^T(z) \) are given by

\[ D(z) = \frac{z^{-k_{01}}}{M} \begin{bmatrix} 0 & I_{M-k_{00}} \\ z^{-1} I_{k_{00}} & 0 \end{bmatrix}, \]  

and

\[ \hat{D}_p^T(z) = \frac{z^{-2(L-1)+k_{01}+1}}{M} \begin{bmatrix} 0 & I_{k_{00}} \\ z^{-1} I_{M-k_{00}} & 0 \end{bmatrix}. \]  

The delay in time-reversing \( D(z) \) is \( z^{-2(L-1)} \) to match that in time-reversing \( P(z) \). The matrix \( \hat{D}_p^T(z) \) can only equal \( D(z) \) if the sizes of the identity matrices in (36) match
those in (35). This occurs only if $k_{00} = 0$ or $k_{00} = M/2$. If $k_{00} = 0$, PR is possible only if the delay terms in $D(z)$ and $D^*(z)$ match, that is, if

$$2(L-1) - k_{01} = k_{01},$$

which means that $k_{01}$ must equal $L-1$. The $k_{00} = M/2$ case is impossible unless $M$ is even, but then in order for the delay terms to match, $k_{01}$ must be a non-integer. Hence, PR is impossible in this case.

Combining these facts, PR is possible under AS TR symmetry only if

$$D(z) = \frac{z^{-(L-1)}}{M} I_M,$$  \hspace{1cm} (38)

in which case, using (7), the overall system delay $k_0$ is

$$k_0 = k_{00} + k_{01} M + M - 1 = (L-1)M + M - 1 = N-1.$$  \hspace{1cm} (39)

Thus the filter bank delay must equal the order of the filters. It is interesting to note that because of (33) and (38), if a filter bank with AS TR symmetry achieves perfect reconstruction, then $H_p(z)$ must satisfy

$$H_p^T(z^{-1})H_p(z) = \frac{1}{M} I_M.$$  \hspace{1cm} (40)

But (40) is the definition of a paraunitary matrix. Therefore, the analysis polyphase matrix is necessarily paraunitary. This result was established by Vaidyanathan through alternate means in [10].

We have determined the necessary form of $D(z)$ and the properties of $P(z)$ imposed by AS TR symmetry (see (38) and (34)). Let us now address the issue of constraint reduction. Since $P(z) = D(z)$ is necessary for PR, and $D(z)$ must be diagonal under AS TR symmetry, all elements not on the diagonal of $P(z)$ must be zero, or perfect reconstruction cannot be achieved in the AS TR case. Also, since $P(z)$ satisfies (34), the elements not on the diagonal satisfy

$$P_{kl}(z) = \hat{P}_{lk}(z).$$  \hspace{1cm} (41)

Thus, if we constrain $P_{kl}(z)$ to be zero, we are guaranteed that $P_{lk}(z)$ will also be zero. Hence, the total number of independent constraints from the non-diagonal elements is reduced by a factor of 2 to $(M^2 - M)(2L - 1)/2 = [(2NM - M^2)/2] + (M/2) - N$.

Turning our attention to the diagonal of $P(z)$, we note from (38) that perfect reconstruction requires that

$$P_{kk}(z) = \frac{z^{-(L-1)}}{M}.$$  \hspace{1cm} (42)

However, under AS TR symmetry, we have from (33) that

$$P_{kk}(z) = z^{-(L-1)} \sum_{l=0}^{M-1} H_{lk}(z^{-1}) H_{lk}(z).$$  \hspace{1cm} (43)

Therefore, $P_{kk}(z)$ is a symmetric polynomial of order $2L-2$. For each diagonal term $P_{kk}(z)$, we find by matching powers of $z$ in (42), that $L-1$ of the $2L-1$ constraints are redundant. Therefore, a total of $ML = N$ independent constraints results from all the diagonal terms of the perfect reconstruction condition. Combining everything, we conclude that AS TR symmetry reduces the total number of independent constraints by
almost a factor of two, from 2NM—M^2 to [(2NM—M^2)/2]+M/2.

**AS EN Symmetry.** A second type of AS symmetry occurs when each analysis filter has a corresponding synthesis filter with exactly the same zeros. In such a case, the filters may be equal to or negatives of each other. We will refer to this as AS EN symmetry. Let s be an M-length vector of binary digits, with s_k = 1 if F_k(z) is the negative of H_k(z) and s_k = 0 otherwise. Then

\[ F_k(z) = (-1)^{s_k} H_k(z), \quad k=1, \ldots, M-1, \tag{44} \]

and the polyphase components are related by

\[ F_{kl}(z) = (-1)^{s_k} H_{kl}(z). \tag{45} \]

Using this in (4), we find that

\[ F_p(z) = J H_p^T(z) I_s, \tag{46} \]

where \( I_s = \text{diag}\{(-1)^{s_0}, \ldots, (-1)^{s_{M-1}}\} \) and J is the permutation matrix with 1's along the anti-diagonal:

\[ J = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix} \tag{47} \]

Using (46) and (12), \( P(z) \) may be written

\[ P(z) = J H_p^T(z) I_s H_p(z), \tag{48} \]

and satisfies the property

\[ P(z) = J P^T(z) J. \tag{49} \]

In terms of the entries of \( P(z) \), (49) can be written

\[ P_{kl}(z) = P_{M-1-l,M-1-k}(z). \tag{50} \]

Hence, under AS EN symmetry, the matrix \( P(z) \) is symmetric with respect to the anti-diagonal, regardless of the value of \( s \). It is easy to show that any \( D(z) \) given by (6) will satisfy (50); so this alone does not inhibit PR, or place any restriction on \( D(z) \). However, by examining more closely the form of the diagonal entries of \( P(z) \) in (50), it can be shown that the specific choices of \( I_s = \pm I \) render PR impossible. Hence, any filter bank with AS EN symmetry must include some equality and some negation symmetry.

As for constraint reduction, using the same reasoning as we did with AS TR symmetry, we see that under AS EN symmetry, the elements not on the anti-diagonal of \( P(z) \) are pairwise redundant. However, the anti-diagonal elements are not symmetric polynomials, so there is no redundancy within each of them, as there is for diagonal elements in the AS TR case.

All the results for AS TR and AS EN symmetry are summarized in Table I.

**B. Quadrature Mirror (QM) Symmetry**

While AS symmetry relates a filter in the analysis section of an analysis/synthesis filter bank to a filter in the synthesis section, QM symmetry relates filters within a
Table I
Summary of AS symmetry.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>AS TR</th>
<th>AS EN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>$F_k(z) = z^{-(N-1)} H_k(z^{-1})$</td>
<td>$F_k(z) = (-1)^k H_k(z)$</td>
</tr>
<tr>
<td>Conditions</td>
<td>$N = LM; \quad k_0 = N-1$</td>
<td>$\alpha_k = 0$ for some $k$.</td>
</tr>
<tr>
<td></td>
<td>$D(z) = z^{-(L-1)} I$</td>
<td>$\alpha_k = 1$ for some $k$.</td>
</tr>
<tr>
<td>Consequences</td>
<td>$F_p(z) = \hat{H}_p^T(z)$</td>
<td>$F_p(z) = J \hat{H}_p^T(z) I_s$</td>
</tr>
<tr>
<td></td>
<td>$P(z) = P^T(z)$</td>
<td>$P(z) = J P^T(z) J$</td>
</tr>
</tbody>
</table>
section. For this reason, we cannot expect to impart a property to $P(z)$ simply by imposing QM symmetry on one of the sections; we should simultaneously impose it on both. Fortunately, as we shall see, this does not conflict with the possibility of perfect reconstruction.

**QM MTR Symmetry.** Suppose that the analysis filters are pairwise related by modulation time-reversal (MTR) symmetry, defined by

$$H_k(z) = z^{-(N-1)} H_{M-1-k}(-z^{-1}).$$

(51)

We prefer to define MTR symmetry by (51) rather than using the time-reversal notation of (27), in order to avoid confusion which might result because the actual operations of modulation and time-reversal do not commute if $M$ is even. As with AS TR symmetry, we stipulate that $N = LM$. Using (51), we find that

$$H_k(z) = z^{-(N-1)} \sum_{l=0}^{M-1} H_{M-1-k,l}((-z)^{-M}) (-z)^l$$

(52)

$$= (-1)^{M-1} \sum_{l=0}^{M-1} \left[ (-1)^{-l} z^{-M(l-1)} H_{M-1-k,M-1-l}((-1)^{-M}z^{-M}) \right] z^{-l}.$$ 

Therefore, the analysis polyphase components are related by

$$H_{kl}(z) = (-1)^{M-1+l} z^{-(L-1)} H_{M-1-k,M-1-l}((-1)^Mz^{-1}).$$

(53)

This expression holds for all $M$. We note parenthetically that if $M$ is odd, the filter length must also be odd. Otherwise, $H_{(M-1)/2}(z) \equiv 0$. The proof of this is in the Appendix.

Let us now suppose that the synthesis filters are related by MTR symmetry, but with possible negation, which we refer to as NMTR symmetry:

$$F_k(z) = (-1)^s z^{-(N-1)} F_{M-1-k}(-z^{-1}).$$

(54)

Here $s$ is a bit which controls whether negation is present and applies for all $k$. The synthesis polyphase components are related by

$$F_{kl}(z) = (-1)^{M-1+s+l} z^{-(L-1)} F_{M-1-k,M-1-l}((-1)^Mz^{-1}).$$

(55)

Using (53) and (55) in (13) and manipulating yields

$$P_{kl}(z) = (-1)^{M-1+s+l-k} z^{-2(L-1)} P_{M-1-k,M-1-l}((-1)^Mz^{-1}).$$

(56)

In matrix form, this becomes

$$P(z) = (-1)^{M-1+s} I_{mod} J \hat{P}((-1)^Mz) J I_{mod},$$

(57)

where $I_{mod} = \text{diag} \{1, -1, 1, -1, \ldots\}$. Equation (57) holds for any $M$. To explore the restrictions this places on PR systems, we look for conditions under which $D(z)$ satisfies the same matrix identity.

$$D(z) = (-1)^{M-1+s} I_{mod} J \hat{D}((-1)^Mz) J I_{mod}.$$ 

After some manipulation, this becomes
\[
D(z) = \frac{(-1)^{M-1+s+k_{01}M}}{M} z^{-2(L-1) + k_{01} + 1} I_{mod} \begin{bmatrix} 0 & I_{k_{00}} \\ z^{-1} I_{M-k_{00}} & 0 \end{bmatrix} I_{mod}.
\]  

(58)

Ignoring for the moment the effect of the pre- and post-multiplication by \(I_{mod}\) and using the same argument as that which follows (36), it can be shown that the dimensions of \(D(z)\) are the same as those of the quantity on the right-hand side of (58) only if \(D(z)\) is given by

\[
D(z) = \frac{z^{-(L-1)}}{M} I_{M}.
\]

(59)

This implies that \(k_{01} = L-1\) and \(k_{00} = 0\). Substituting \(k_{01} = L-1\) and simplifying, we find that (58) reduces to

\[
I_{M} = (-1)^{N-1+s} I_{M}.
\]

(60)

Because \(N = LM\), \(M\) even implies that \(N\) must also be even. Thus, if \(M\) is even, (60) is satisfied with \(s = 1\); and perfect reconstruction is possible. On the other hand, PR with \(M\) even and \(s = 0\) is impossible. From the Appendix, the filter length \(N\) must be odd if \(M\) is odd. Therefore, \(s = 0\) is necessary for PR. With these restrictions, (56) becomes

\[
P_{kl}(z) = (-1)^{l-k} z^{-2(L-1)} P_{M-1-k,M-1-l}((-1)^M z^{-1}).
\]

(61)

QM symmetry also leads to a reduction by about a factor of two in the number of independent PR constraints. From (61), we see that every above-diagonal element of \(P(z)\) is NMTR-symmetric with respect to a below-diagonal element. Therefore, if we force an above-diagonal element to be zero, the corresponding below-diagonal element is automatically zero as well. Furthermore, each diagonal element is NMTR-symmetric with respect to another diagonal element, and for PR both must equal the same monomial \(z^{-(L-1)}/M\) (which is self-NMTR-symmetric). Hence, the diagonal element constraints are also redundant. Finally, if \(M\) is odd, NMTR symmetry causes \(P_{(M-1)/2,(M-1)/2}(z)\) to be a symmetric polynomial; and \(L\) of the \(2L-1\) constraints embodied in it may be ignored.

**QM M Symmetry.** The above discussion pertains to QM symmetry achieved through modulation and time-reversal; it is also possible to obtain QM symmetry through modulation alone (QM M symmetry). We shall treat this case in somewhat less detail than we did the MTR case, leaving details to the reader. It should be noted that, as with AS EN symmetry, we place no restriction on the filter length in this case. Such a restriction is only important if time-reversal is involved.

Suppose that the analysis bank filters obey modulation symmetry

\[
H_k(z) = H_{M-1-k}(-z),
\]

(62)

and that the synthesis bank filters do also, but with possible negation

\[
F_k(z) = (-1)^s F_{M-1-k}(-z).
\]

(63)

Then, the polyphase matrices obey the properties

\[
H_p(z) = J H_p((-1)^M z) I_{mod},
\]

(64)

and
\[ F_p(z) = (-1)^{M-1+s} I_{\text{mod}} F_p((-1)^M z) J, \]  

and their product satisfies

\[ P(z) = (-1)^{s+M-1} I_{\text{mod}} P((-1)^M z) I_{\text{mod}}, \]  

regardless of \( M \). We can determine which choices of system parameters (number of channels, overall delay, and \( s \)) allow the possibility of perfect reconstruction, if we impose the property given in (66) on \( D(z) \). We find, after some work, that \( D(z) \) must satisfy

\[ \frac{(-1)^{s+k_0}}{M} z^{-k_0} \begin{bmatrix} 0 & I_{M-k_0} \\ (-1)^M z^{-1} I_{k_0} & 0 \end{bmatrix}, \]  

where \( k_0 \) is the overall system delay defined in (7). The choices \( s = 0 \) and \( k_0 \) even or \( s = 1 \) and \( k_0 \) odd allow PR if \( M \) is even, since in those cases, (67) is satisfied. The same holds true for \( M \) odd, but we must impose the additional restriction that \( k_{00} \) be zero as well.

Now we will address constraint reduction in QM M symmetry. It can be shown that one half of the coefficients of the polynomial elements of \( P(z) \) are guaranteed to be zero by selecting \( k_0 \) and \( s \) as explained above. This leads to half the PR constraints being automatically satisfied. To see this, we rewrite (66) in terms of the individual elements of \( P(z) \).

\[ P_{kl}(z) = (-1)^{M-1+s+k+l} P_{kl}((-1)^M z). \]  

For even \( M \), this implies that every other element in each row and column of \( P(z) \) is identically zero. If we have chosen \( k_0 \) and \( s \) properly, then the corresponding elements of \( D(z) \) are also zero. The PR constraints corresponding to those elements are therefore automatically satisfied. For odd \( M \), if we look inside each \( P_{kl}(z) \) term, we find that every other coefficient of every \( P_{kl}(z) \) is identically zero. Again, the proper choice of system parameters prevents inconsistencies from arising between the zeros in \( P(z) \) and nonzero terms in \( D(z) \), so that the PR constraints are automatically satisfied.

There is, however, at least one case in which further analysis shows that PR is inconsistent with QM modulation symmetry; and that is the two-channel case. Looking at the \( s = 1, k_0 \) odd case, the matrix \( P(z) \) is given by

\[ P(z) = \begin{bmatrix} F_{01}(z) & F_{01}(z) \\ F_{00}(z) & -F_{00}(z) \end{bmatrix} \begin{bmatrix} H_{00}(z) & H_{01}(z) \\ H_{00}(z) & -H_{01}(z) \end{bmatrix} \]

\[ = \begin{bmatrix} 2H_{00}(z)F_{01}(z) & 0 \\ 0 & 2H_{01}(z)F_{00}(z) \end{bmatrix}. \]  

We can see from this that PR is impossible except with trivial transfer functions, because the polynomials on the right side cannot be monomials, although they can approximate them arbitrarily closely. This is exactly what prevents the original QMF scheme proposed in [2] from achieving PR.

Tables II and III encapsulate the QM symmetry results.
Table II
Summary of QM symmetry.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>QM (N)MTR</th>
<th>QM (N)M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>$H_k(z) = H_k(-z)$</td>
<td>$H_k(z) = H_{M-1-k}(-z)$</td>
</tr>
<tr>
<td></td>
<td>$F_k(z) = (-1)^k F_{M-1-k}(-z)$</td>
<td>$F_k(z) = (-1)^k F_{M-1-k}(-z)$</td>
</tr>
<tr>
<td>Conditions</td>
<td>$N = LM; \quad k_0 = N-1; \quad s = 1.$</td>
<td>$M &gt; 2.$</td>
</tr>
<tr>
<td></td>
<td>$M$ even $\rightarrow s = 1; \quad M$ odd $\rightarrow s = 0.$</td>
<td>Also see Table 3.</td>
</tr>
<tr>
<td></td>
<td>$D(z) = \frac{z^{(2-1)}}{M}$</td>
<td></td>
</tr>
<tr>
<td>Consequences</td>
<td>$H_M(z) = (-1)^{M-1} F_{M-1-M-1}(-z)$</td>
<td>$H_p(z) = J H_p((-1)Mz)I_{mod}$</td>
</tr>
<tr>
<td></td>
<td>$F_M(z) = (-1)^{M-1} F_{M-1-M-1}((-1)^Mz)$</td>
<td>$F_p(z) = (-1)^{M-1} I_{mod} F_p((-1)^Mz)J.$</td>
</tr>
<tr>
<td></td>
<td>$P_M(z) = (-1)^{M-1} P_{M-1-M-1}((-1)^Mz).$</td>
<td>$P_p(z) = (-1)^{M-1} P_{p((-1)^Mz)}.$</td>
</tr>
</tbody>
</table>

Table III
Values of system delay $k_0$, number of channels $M$, and negation parameter $s$ for which PR is possible under QM M symmetry.

<table>
<thead>
<tr>
<th>M</th>
<th>s</th>
<th>$k_0$</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even</td>
<td>0</td>
<td>Even</td>
<td>$k_{0c}$ must be 0.</td>
</tr>
<tr>
<td>Even</td>
<td>1</td>
<td>Odd</td>
<td></td>
</tr>
<tr>
<td>Odd</td>
<td>0</td>
<td>Even</td>
<td>$k_{0c}$ must be 0.</td>
</tr>
<tr>
<td>Odd</td>
<td>1</td>
<td>Odd</td>
<td>$k_{0c}$ must be 0.</td>
</tr>
</tbody>
</table>
C. Simultaneous AS and QM Symmetry

Since it is natural to impose both AS and QM symmetry on a filter bank in the band-splitting case, we next examine the effect of simultaneously imposing them. We have defined two variations of each type of symmetry, so there are four possible symmetry combinations. We will consider two of the combinations. The first can be applied when $M$ is even, and the second when $M$ is odd. We will first determine whether each of these combinations is compatible; then we will examine the nature of the constraint reduction.

AS TR and QM (N)MTR Compatibility. We will apply the symmetries in a cyclic fashion so that a relationship is obtained between a filter and itself. This relationship coupled with restrictions due to the individual symmetries gives us more information about the possibility of PR. Starting with $H_k(z)$, we apply AS followed by QM symmetry.

$$H_k(z) = z^{-(N-1)} F_k(z^{-1})$$  \hspace{1cm} [using (28)]

$$= -F_{M-1-k}(-z).$$  \hspace{1cm} [using (54), with $s=1$]

Now, we repeat the step:

$$= (-1)^N z^{-(N-1)} H_{M-1-k}(-z^{-1})$$  \hspace{1cm} [using (28)]

$$= (-1)^N H_k(z).$$  \hspace{1cm} [using (51)]

From this, we can see that these two symmetries are incompatible with PR if $N$ is odd. Therefore, since $N$ must be odd when $M$ is odd (see Appendix), AS TR and QM (N)MTR symmetries should not be simultaneously applied to a filter bank with an odd number of channels. This may be the phenomenon that was described by Nguyen and Vaidyanathan in the introduction of [23] with reference to switching symmetry conditions (1a) and (1b) of that paper. However, it is obviously possible to apply these two symmetries when $M$ is even. In fact, they are the ones that hold for the two-channel Smith-Barnwell solution [12].

AS TR and QM (N)M Compatibility. Repeating the steps above for this case yields

$$H_k(z) = z^{-(N-1)} F_k(z^{-1})$$  \hspace{1cm} [using (28)]

$$= (-1)^s z^{-(N-1)} F_{M-1-k}(-z^{-1})$$  \hspace{1cm} [using (63)]

$$= (-1)^{N-1+s} H_{M-1-k}(-z)$$  \hspace{1cm} [using (28)]

$$= (-1)^{N-1+s} H_k(z).$$  \hspace{1cm} [using (62)]

These are compatible provided $N-1+s$ is even. When $M$ is even, this holds if $s = 1$, i.e. negation is present. When $M$ is odd, negation is necessary if the filter length is even, but not if the filter length is odd.

AS TR and QM (N)MTR Constraint Reduction, $M$ Even. Since we are imposing two kinds of symmetry, we should expect sets of four elements of $P(z)$ to be related. This is indeed the case for elements which are on neither the diagonal nor the anti-diagonal. By applying the cyclic transformation on only the indices of the elements of $P(z)$, we find that the set associated with a particular $P_{kl}(z)$ is $(P_{kl}, P_{lk}, P_{M-1-k,M-1-l}, P_{M-1-l,M-1-k})$. Each of these resides in a different quadrant formed by partitioning
P(z) along both diagonals. Since the four are not on the diagonal, and given the restriction on D(z) that both of these symmetries impose, PR requires them all to be zero. However, because of their relationship, requiring one to be zero is sufficient to force them all to be zero. We need not worry that the relationship introduces inconsistencies between the constraints and PR; adherence to the restrictions of Sections IV A and B prevents that.

As for the diagonal elements, the cyclic transformation yields pairs (rather than sets of four) of related elements, P_{kk} and P_{M-1-k,M-1-k}. Thus, we may disregard the constraints associated with half of the diagonal elements. In addition, (41) implies that P_{kk}(z) is symmetric under AS TR symmetry and hence, only L of the constraints associated with each P_{kk}(z) are independent. The anti-diagonal elements are automatically zero as can be shown by applying both symmetries to P_{k,M-1-k}(z):

\[ P_{k,M-1-k}(z) = \hat{P}_{M-1-k,k}(z) \quad \text{(ASTR)}, \]  
\[ P_{k,M-1-k}(z) = -\hat{P}_{M-1-k,k}(z) \quad \text{(QM (N)MTR)}. \]  
Adding these two equations shows that P_{k,M-1-k} = 0. Hence, we do not need to enforce constraints on the anti-diagonals at all.

We will derive the independent constraints in the M = 2 case as a concrete example. This is exactly the set of symmetries we employ in the first numerical design example of Section V. The simultaneous application of AS TR symmetry and QM (N)MTR symmetry leads to the following relationships among the four filters in the filter bank:

\[ F_0(z) = z^{-(N-1)} H_0(z^{-1}) \]  
\[ F_1(z) = z^{-(N-1)} H_1(z^{-1}) \]  
\[ H_1(z) = -z^{-(N-1)} H_0(-z^{-1}). \]  
Note that there is negation in the analysis bank, while the discussion in Section IV B seems to imply that negation only takes place in the synthesis bank. The difference is simply a matter of exchanging a negative sign between the two banks, and in no way changes the results. We apply (75)-(77) to the polyphase component matrices and compute P(z), using (4) and (12):

\[
P(z) = \begin{bmatrix} \hat{H}_{00}(z) & H_{01}(z) \\ \hat{H}_{01}(z) & -H_{00}(z) \end{bmatrix} \begin{bmatrix} H_{00}(z) & H_{01}(z) \\ \hat{H}_{01}(z) & \hat{H}_{00}(z) \end{bmatrix} 
= \begin{bmatrix} H_{00}(z)\hat{H}_{00}(z) + H_{01}(z)\hat{H}_{01}(z) & H_{00}(z)H_{01}(z) - \hat{H}_{00}(z)H_{01}(z) \\ H_{00}(z)\hat{H}_{01}(z) - H_{00}(z)\hat{H}_{00}(z) & H_{00}(z)\hat{H}_{00}(z) + H_{01}(z)\hat{H}_{01}(z) \end{bmatrix} 
= \begin{bmatrix} H_{00}(z)\hat{H}_{00}(z) + H_{01}(z)\hat{H}_{01}(z) & 0 \\ 0 & H_{00}(z)\hat{H}_{00}(z) + H_{01}(z)\hat{H}_{01}(z) \end{bmatrix}. \]  

According to Tables II and III, perfect reconstruction under QM and AS symmetry requires that
However from (78), the simultaneous application of AS and QM symmetry causes the off-diagonal elements of $P(z)$ to be zero. Thus, these constraints do not need to be explicitly enforced. Also, the diagonal elements represent redundant constraints, since the expression for $P_{00}(z)$ is identical to that for $P_{11}(z)$. Therefore, the matrix polynomial equation (79) reduces to just one of the diagonal polynomial equations:

$$H_{00}(z)\hat{H}_{00}(z) + H_{01}(z)\hat{H}_{01}(z) = z^{-(L-1)}/2.$$  \hspace{1cm} (80)

The left side of (80) has order $2(L-1)$ (recall that $N = LM$, and $M = 2$); but since it is symmetric about the $z^{-(L-1)}$ term, only the $z^0$ through $z^{-(L-1)}$ terms need be enforced explicitly. Hence, the original $2NM - M^2 = 4(N-1)$ constraints reduce to $L = N/2$ constraints. In addition, because of (75)-(77), the number of variables is reduced by a factor of four.

**AS TR and QM (N)M Constraint Reduction, M Odd.** Applying the cyclic transformation in this case reveals no restrictions on PR beyond those incurred by imposing the symmetries individually (refer to Tables II and III). By the discussion following (41), AS TR symmetry implies that all constraints on non-diagonal elements are pairwise redundant. In addition, AS TR symmetry implies that each diagonal element is symmetric. Now by (68), QM (N)M symmetry implies that

$$P_{kk}(z) = (-1)^s P_{kk}(-z),$$  \hspace{1cm} (81)

and hence, every other term of $P_{kk}(z)$ is equal to zero. Combining these two properties of $P_{kk}(z)$, we find that if $L$ is even, $s$ must be one and if $L$ is odd, $s$ must be zero. Otherwise, the coefficient of $z^{-(L-1)}$ is automatically zero because of (81), while PR requires it to be $1/M$. Thus, if the filter length and hence, $L$ is even, we must have negation in the synthesis bank, while if $N$ is odd we cannot have negation. If one examines any of the odd-$M$ design examples presented in [10,24], they are found to agree with this conclusion, except that the negation sometimes takes place in the analysis rather than synthesis bank.

**D. Linear Phase Related Symmetry**

In many situations, one wishes to impose symmetry or anti-symmetry on a filter itself so as to achieve exact linear phase. The preceding analysis can be carried out in this case as well. We have chosen not to do so here, since it is addressed in [25] and [26]. However, the second example that we present in the next section does incorporate linear phase.

**V. DESIGN EXAMPLES**

In this section, we present the results of applying the proposed design method in two cases. The first is a two-channel flat passband band-splitting filter bank, and the second is a three-channel band-shaping filter bank which performs spectral equalization as it decomposes the signal into subbands.

**A. Two-channel Band-splitting PRFB**

In this example, we have chosen to impose QM and AS symmetries on the filter coefficients. Not only does this reduce the number of variables and constraints, but it
also eliminates serious difficulties associated with the numerical methods we have used. These difficulties arise when some of the constraints are redundant.

We have designed two-channel PRFB's with filter lengths 10, 20, 40, and 60 using the statistical design approach. The details of the specific numerical methods will be discussed shortly. Figure 3 shows the frequency response magnitude of the length 60 lowpass filter, $H_0(z)$. The attenuation can be seen to be at least 80 dB for frequencies higher than $f = 0.3$ cycles/sample. Although there is no identical design in [27], these results compare well with those in Table I of that paper. The frequency response magnitude of $H_1(z)$ is symmetric with $H_0(z)$ about $f = 0.25$ cycles/sample. The lowpass filter impulse response coefficients are shown in Table IV, and verification of the perfect reconstruction property using the test signal given in [10] appears in Table V. We have included a few output samples from immediately before and after the response to the input to show that they are indeed zero to at least ten decimal places.

Discussion of Numerical Methods. The filters in this example were generated as follows. We began by computing, for a length ten filter, the unconstrained minimum of the positive definite quadratic form associated with each analysis filter. This is simply the MMSE filter. This step was accomplished by solving a Toeplitz system of linear equations (IMSL routine LSLTO). Now, using those analysis filter coefficients, the quadratic PR constraints reduce to an overdetermined set of linear equations in the synthesis filter coefficients given by (18). We found the least-squares solution to this system using IMSL routine LSQR. Note that if an exact solution existed, the system would achieve PR, but unfortunately that was not the case in any of the examples we tried.

This set of analysis and synthesis coefficients served as the starting point for the projected augmented Lagrangian (PAL) method discussed in Section III. The algorithm was found to converge to the optimum solution using various (but not all) values of the penalty parameter in the range 0.0 - 100.0.

We then used the optimal solution for the $N = 10$ case as the starting point for a larger problem. We started this problem using the projected error (PE) function method to drive the solution close to an optimal point. Since this method typically requires many iterations to obtain an optimal solution, we switched to the PAL method once the sub-problem solutions appeared to be converging.

B. Three-Channel Equalizing PRFB

The purpose of this example is to show that PRFB's which have analysis bank functions other than flat passband band-splitting may be designed within the new framework. We have chosen to design a PRFB which provides log-linear equalization from 0 dB at $f = 0.0$ to 10 dB at $f = 0.5$ cycles/sample. Therefore, according to the discussion in Section II A, each analysis bank filter will attempt to follow $D(e^{j\omega}) = 10^{\omega/2\pi}$ in its passband, and attenuate the stopband(s) as much as possible.

An additional feature of this example is that linear phase related symmetry has been incorporated in all six of the filters. As we would expect, this reduces the number of independent constraints by about a factor of two. It can be shown that $P(z)$ satisfies

$$P(z) = J \hat{P}(z) J,$$

and that the elements of $P(z)$ satisfy
Figure 3. Lowpass filter frequency response for two-channel example.
Table IV
Lowpass filter impulse response coefficients for the two-channel example.

<table>
<thead>
<tr>
<th>n</th>
<th>( h_0(n) )</th>
<th>n</th>
<th>( h_0(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.182329638756E-03</td>
<td>30</td>
<td>-0.17492561221E-01</td>
</tr>
<tr>
<td>1</td>
<td>0.802971895934E-03</td>
<td>31</td>
<td>0.20198997285E-01</td>
</tr>
<tr>
<td>2</td>
<td>0.66680064201E-03</td>
<td>32</td>
<td>0.131205631007E-01</td>
</tr>
<tr>
<td>3</td>
<td>-0.17775703294E-02</td>
<td>33</td>
<td>-0.165627953393E-01</td>
</tr>
<tr>
<td>4</td>
<td>-0.290880627776E-02</td>
<td>34</td>
<td>-0.92447415825E-02</td>
</tr>
<tr>
<td>5</td>
<td>0.236342336995E-02</td>
<td>35</td>
<td>0.130609773456E-01</td>
</tr>
<tr>
<td>6</td>
<td>0.650950156918E-02</td>
<td>36</td>
<td>0.642273691764E-02</td>
</tr>
<tr>
<td>7</td>
<td>-0.29647273204E-02</td>
<td>37</td>
<td>-0.942276166904E-02</td>
</tr>
<tr>
<td>8</td>
<td>-0.129941092397E-01</td>
<td>38</td>
<td>-0.395667087179E-02</td>
</tr>
<tr>
<td>9</td>
<td>0.203505190208E-02</td>
<td>39</td>
<td>0.628887807436E-02</td>
</tr>
<tr>
<td>10</td>
<td>0.219103431154E-01</td>
<td>40</td>
<td>0.173565761854E-02</td>
</tr>
<tr>
<td>11</td>
<td>-0.299871896125E-03</td>
<td>41</td>
<td>-0.43608947510E-02</td>
</tr>
<tr>
<td>12</td>
<td>-0.351095463247E-01</td>
<td>42</td>
<td>-0.586004417649E-03</td>
</tr>
<tr>
<td>13</td>
<td>-0.2221530515E-02</td>
<td>43</td>
<td>0.285631710628E-02</td>
</tr>
<tr>
<td>14</td>
<td>0.571472748483E-01</td>
<td>44</td>
<td>0.120860793102E-04</td>
</tr>
<tr>
<td>15</td>
<td>0.581835232374E-02</td>
<td>45</td>
<td>-0.174088433225E-02</td>
</tr>
<tr>
<td>16</td>
<td>-0.103509583031E-00</td>
<td>46</td>
<td>0.206289234661E-03</td>
</tr>
<tr>
<td>17</td>
<td>-0.100179821954E-01</td>
<td>47</td>
<td>0.971070264173E-03</td>
</tr>
<tr>
<td>18</td>
<td>0.319425517262E-00</td>
<td>48</td>
<td>-0.232674464286E-03</td>
</tr>
<tr>
<td>19</td>
<td>0.514367746387E-00</td>
<td>49</td>
<td>-0.484102585407E-03</td>
</tr>
<tr>
<td>20</td>
<td>0.33982502674E-00</td>
<td>50</td>
<td>0.185600440118E-03</td>
</tr>
<tr>
<td>21</td>
<td>-0.183274004509E-01</td>
<td>51</td>
<td>0.19575415421E-03</td>
</tr>
<tr>
<td>22</td>
<td>-0.992293635281E-01</td>
<td>52</td>
<td>-0.111467016201E-03</td>
</tr>
<tr>
<td>23</td>
<td>0.213809257909E-01</td>
<td>53</td>
<td>-0.544693854006E-04</td>
</tr>
<tr>
<td>24</td>
<td>0.549354598244E-01</td>
<td>54</td>
<td>0.483706786907E-04</td>
</tr>
<tr>
<td>25</td>
<td>-0.231567804803E-01</td>
<td>55</td>
<td>0.311071378414E-06</td>
</tr>
<tr>
<td>26</td>
<td>-0.355661891688E-01</td>
<td>56</td>
<td>-0.288835737766E-05</td>
</tr>
<tr>
<td>27</td>
<td>0.232987709839E-01</td>
<td>57</td>
<td>-0.675352263315E-05</td>
</tr>
<tr>
<td>28</td>
<td>0.244814091662E-01</td>
<td>58</td>
<td>0.555784473292E-05</td>
</tr>
<tr>
<td>29</td>
<td>-0.22742469494E-01</td>
<td>59</td>
<td>-0.126201181763E-05</td>
</tr>
</tbody>
</table>
Table V
Verification of PR for the two-channel example, using input signal from [10].

<table>
<thead>
<tr>
<th>n</th>
<th>( x(n) )</th>
<th>m</th>
<th>( y(m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>56</td>
<td>0.000000000</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>57</td>
<td>0.000000000</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>58</td>
<td>0.000000000</td>
</tr>
<tr>
<td>0</td>
<td>1.000000000</td>
<td>59</td>
<td>1.000000000</td>
</tr>
<tr>
<td>1</td>
<td>0.500000000</td>
<td>60</td>
<td>0.500000000</td>
</tr>
<tr>
<td>2</td>
<td>0.600000000</td>
<td>61</td>
<td>0.600000000</td>
</tr>
<tr>
<td>3</td>
<td>0.300000000</td>
<td>62</td>
<td>0.300000000</td>
</tr>
<tr>
<td>4</td>
<td>-0.300000000</td>
<td>63</td>
<td>-0.300000000</td>
</tr>
<tr>
<td>5</td>
<td>0.400000000</td>
<td>64</td>
<td>0.400000000</td>
</tr>
<tr>
<td>6</td>
<td>0.350000000</td>
<td>65</td>
<td>0.350000000</td>
</tr>
<tr>
<td>7</td>
<td>3.120000000</td>
<td>66</td>
<td>3.120000000</td>
</tr>
<tr>
<td>8</td>
<td>1.003000000</td>
<td>67</td>
<td>1.003000000</td>
</tr>
<tr>
<td>9</td>
<td>-0.450000000</td>
<td>68</td>
<td>-0.450000000</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>69</td>
<td>0.000000000</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>70</td>
<td>0.000000000</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>71</td>
<td>0.000000000</td>
</tr>
</tbody>
</table>
\[ P_{kl}(z) = \hat{P}_{M-1-k,M-1-l}(z). \] (83)

According to [25], if a filter bank has an odd number of channels \( M \), PR is only possible if \( (M+1)/2 \) channels have symmetric impulse responses, \( (M-1)/2 \) channels have anti-symmetric impulse responses, and the length of the filters is odd. Since an odd-length antisymmetric filter has zeros at both \( f = 0 \) and \( f = 0.5 \), the bandpass filter \( H_1(z) \) is clearly the correct one to be anti-symmetric. We note here that the statistical error criterion cannot incorporate anti-symmetry. Therefore, we use the integral-squared error criterion in this example.

The length of the filters in this example is 45; there are 136 independent variables and 131 constraint equations. The frequency response magnitudes of the analysis filters are shown as the solid lines in Figures 4-6. For comparison, the filters which minimize the error function without regard for the PR constraints (the unconstrained optimum) are shown as the dotted lines. The PR analysis filter performance is nearly as good as the unconstrained filter performance. Figure 7 depicts the synthesis filters. Note that there are no undesirably large peaks in the stopbands, as has been seen in other PRFB solutions in which the synthesis filters and analysis filters do not have exactly the same magnitude [9]. In fact, we do not expect to see such strange behavior in any equal-complexity FIR filter banks because the synthesis filters are FIR.

The impulse response coefficients of all six filters appear in Tables VI and VII. Since the filters have symmetry about the center coefficient, only the first 23 out of 45 are shown. Finally, Table VIII verifies that the filter bank achieves PR to five decimal places, which is essentially PR in light of the fact that far more significant distortions would be introduced in any application by the processing that takes place between the analysis and synthesis banks. The reason for this slight imperfection is that we used the penalty function method to generate this filter bank. As discussed in Section IV, the penalty function method yields exact constraint satisfaction only in the limit. We will now discuss the specific numerical methods we employed.

**Discussion of Numerical Methods.** The penalty function method proved to be very robust in our application. Since it is also rather easy to implement, it is an attractive option when perfect reconstruction is necessary to five or fewer decimal places. Given the unconstrained optimum analysis filters and synthesis filters set to zero as a starting point, it was usually possible to use \( \rho = 1000 \) on the first iteration and increase it by an order of magnitude or more with each new subproblem. Other starting points also worked well (for example, embedding the solution to a small problem in a larger one, as we did in the first example). This example is the result of four subproblems, with \( \rho \) equal to 5, \( 10^3 \), \( 10^5 \), and \( 10^6 \), respectively. The stopband weighting was \( \alpha_k = 100 \) for each of the three filters. The passband of \( H_k(z) \) was \([\frac{k}{3}, \frac{k+1}{3}]\) in cycles/sample, and the transition bandwidths were all 0.03 cycles/sample.

**VI. CONCLUSIONS**

In this paper, we have presented an analysis of the effect of imposing symmetries among filters in a filter bank on the possibility of perfect reconstruction. In addition, we have presented a PRFB design framework based on the use of general methods for nonlinear optimization under nonlinear constraints. The approach is flexible enough to allow design of a wide variety of filter banks. Using these methods, we have designed
Figure 4. Lowpass analysis filter frequency response for three-channel example. PR filter is solid, unconstrained optimum is dotted.

Figure 5. Bandpass analysis filter frequency response for three-channel example. PR filter is solid, unconstrained optimum is dotted.
Figure 6. Highpass analysis filter frequency response for three-channel example. PR filter is solid, unconstrained optimum is dotted.

Figure 7. Synthesis filter frequency response for three-channel bandshaping example.
Table VI
Analysis filter impulse response coefficients for three-channel band-shaping example (only the first 23 of 45 are shown).

<table>
<thead>
<tr>
<th>n</th>
<th>$h_0(n)$</th>
<th>$h_1(n)$</th>
<th>$h_2(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.166373278115E-03</td>
<td>-0.133325662271E-02</td>
<td>-0.19499396312E-02</td>
</tr>
<tr>
<td>1</td>
<td>0.500352372776E-06</td>
<td>-0.105001724161E-02</td>
<td>0.46102206807E-02</td>
</tr>
<tr>
<td>2</td>
<td>-0.114928807455E-03</td>
<td>0.289233237214E-02</td>
<td>-0.437189040612E-02</td>
</tr>
<tr>
<td>3</td>
<td>0.110599029627E-02</td>
<td>0.701501902880E-02</td>
<td>-0.496985115675E-02</td>
</tr>
<tr>
<td>4</td>
<td>0.218837605052E-02</td>
<td>0.145162693930E-04</td>
<td>0.122837991826E-01</td>
</tr>
<tr>
<td>5</td>
<td>-0.216491076830E-02</td>
<td>-0.474295795836E-02</td>
<td>-0.30554982158E-02</td>
</tr>
<tr>
<td>6</td>
<td>-0.737352163823E-02</td>
<td>-0.662805263267E-02</td>
<td>-0.172013722066E-01</td>
</tr>
<tr>
<td>7</td>
<td>-0.227195235538E-02</td>
<td>-0.175484375122E-01</td>
<td>0.273850943085E-01</td>
</tr>
<tr>
<td>8</td>
<td>0.124997797073E-01</td>
<td>0.184340757380E-01</td>
<td>-0.110825344795E-01</td>
</tr>
<tr>
<td>9</td>
<td>0.209972232807E-01</td>
<td>0.301511152361E-01</td>
<td>-0.169069465002E-01</td>
</tr>
<tr>
<td>10</td>
<td>0.748163675548E-02</td>
<td>-0.261186240816E-01</td>
<td>0.261418096468E-01</td>
</tr>
<tr>
<td>11</td>
<td>-0.245721842283E-01</td>
<td>0.262812725161E-02</td>
<td>-0.23778622436E-02</td>
</tr>
<tr>
<td>12</td>
<td>-0.464311891944E-01</td>
<td>0.220814945836E-01</td>
<td>-0.250987308551E-01</td>
</tr>
<tr>
<td>13</td>
<td>-0.273954351500E-01</td>
<td>-0.671794916448E-01</td>
<td>0.139189734554E-01</td>
</tr>
<tr>
<td>14</td>
<td>0.233644923963E-01</td>
<td>0.374327418669E-03</td>
<td>0.38098131221E-01</td>
</tr>
<tr>
<td>15</td>
<td>0.565055526325E-01</td>
<td>0.780763184293E-01</td>
<td>-0.763531993406E-01</td>
</tr>
<tr>
<td>16</td>
<td>0.241415403441E-01</td>
<td>-0.303211287846E-01</td>
<td>0.390407438026E-01</td>
</tr>
<tr>
<td>17</td>
<td>-0.609977654859E-01</td>
<td>0.448599380976E-01</td>
<td>0.614070862404E-01</td>
</tr>
<tr>
<td>18</td>
<td>-0.118792727741E-00</td>
<td>0.475335836178E-01</td>
<td>-0.118121740067E-00</td>
</tr>
<tr>
<td>19</td>
<td>-0.631636144213E-01</td>
<td>-0.272116894437E-00</td>
<td>0.140602018232E-01</td>
</tr>
<tr>
<td>20</td>
<td>0.112091640955E-00</td>
<td>-0.363346979201E-01</td>
<td>0.257834677488E-00</td>
</tr>
<tr>
<td>21</td>
<td>0.309345315223E-00</td>
<td>0.45578363449E-00</td>
<td>-0.555010743716E-00</td>
</tr>
<tr>
<td>22</td>
<td>0.396281371046E-00</td>
<td>0.000000000000E-00</td>
<td>0.68774472844E-00</td>
</tr>
</tbody>
</table>
Table VII
Synthesis filter impulse response coefficients for three-channel band-shaping example (only the first 23 of 45 are shown).

<table>
<thead>
<tr>
<th>n</th>
<th>$f_0(n)$</th>
<th>$f_1(n)$</th>
<th>$f_2(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.686724697028E-03</td>
<td>-0.407470494563E-03</td>
<td>0.160587452983E-03</td>
</tr>
<tr>
<td>1</td>
<td>-0.137856953635E-02</td>
<td>-0.28838538707E-03</td>
<td>-0.253902067494E-03</td>
</tr>
<tr>
<td>2</td>
<td>-0.730628452039E-03</td>
<td>0.143985475640E-02</td>
<td>0.193152262618E-03</td>
</tr>
<tr>
<td>3</td>
<td>0.30797996157E-02</td>
<td>-0.371329616106E-02</td>
<td>-0.48043393014E-03</td>
</tr>
<tr>
<td>4</td>
<td>0.466792988664E-02</td>
<td>-0.375532648527E-03</td>
<td>0.584595845211E-03</td>
</tr>
<tr>
<td>5</td>
<td>0.753640389386E-03</td>
<td>0.419580693836E-02</td>
<td>0.573494200474E-03</td>
</tr>
<tr>
<td>6</td>
<td>-0.632118216282E-02</td>
<td>-0.305021752604E-02</td>
<td>-0.182568123762E-02</td>
</tr>
<tr>
<td>7</td>
<td>-0.900855895100E-02</td>
<td>0.954925331885E-02</td>
<td>-0.722116229161E-03</td>
</tr>
<tr>
<td>8</td>
<td>-0.208086621052E-02</td>
<td>0.102496915631E-01</td>
<td>0.597046760594E-02</td>
</tr>
<tr>
<td>9</td>
<td>0.868509955334E-02</td>
<td>-0.197551722198E-01</td>
<td>-0.82113768284E-02</td>
</tr>
<tr>
<td>10</td>
<td>0.116740804222E-01</td>
<td>-0.154464870135E-01</td>
<td>0.245644850857E-02</td>
</tr>
<tr>
<td>11</td>
<td>0.434667967280E-02</td>
<td>0.297891983632E-02</td>
<td>0.883580126663E-02</td>
</tr>
<tr>
<td>12</td>
<td>-0.349604056545E-02</td>
<td>0.133122580252E-01</td>
<td>-0.158159333711E-01</td>
</tr>
<tr>
<td>13</td>
<td>0.18341241469E-02</td>
<td>0.364378445794E-01</td>
<td>0.810036977443E-02</td>
</tr>
<tr>
<td>14</td>
<td>0.190119459512E-01</td>
<td>-0.790175794039E-04</td>
<td>0.928246310529E-02</td>
</tr>
<tr>
<td>15</td>
<td>0.286911427273E-01</td>
<td>-0.47826489197E-01</td>
<td>-0.185640155919E-01</td>
</tr>
<tr>
<td>16</td>
<td>0.113592599994E-01</td>
<td>-0.176549136177E-01</td>
<td>0.412414594585E-02</td>
</tr>
<tr>
<td>17</td>
<td>-0.229334177481E-01</td>
<td>-0.205393713904E-01</td>
<td>0.281868152354E-01</td>
</tr>
<tr>
<td>18</td>
<td>-0.321836529872E-01</td>
<td>0.277884545046E-01</td>
<td>-0.417391246275E-01</td>
</tr>
<tr>
<td>19</td>
<td>0.234896112487E-01</td>
<td>0.15304515784E-00</td>
<td>0.117891512504E-01</td>
</tr>
<tr>
<td>20</td>
<td>0.141622174786E-00</td>
<td>-0.204927131541E-01</td>
<td>0.630012994060E-01</td>
</tr>
<tr>
<td>21</td>
<td>0.26469014452E-00</td>
<td>-0.26426912948E-00</td>
<td>-0.143843927223E-00</td>
</tr>
<tr>
<td>22</td>
<td>0.315508133717E-00</td>
<td>0.000000000000E-00</td>
<td>0.178272292774E-00</td>
</tr>
</tbody>
</table>
Table VIII
Verification of perfect reconstruction for three-channel band-shaping example, using the input signal from [10].

<table>
<thead>
<tr>
<th>n</th>
<th>x(n)</th>
<th>m</th>
<th>y(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00000</td>
<td>41</td>
<td>0.00000</td>
</tr>
<tr>
<td>1</td>
<td>0.50000</td>
<td>42</td>
<td>0.00000</td>
</tr>
<tr>
<td>2</td>
<td>0.60000</td>
<td>43</td>
<td>-0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.30000</td>
<td>44</td>
<td>1.00000</td>
</tr>
<tr>
<td>4</td>
<td>-0.30000</td>
<td>45</td>
<td>0.50000</td>
</tr>
<tr>
<td>5</td>
<td>0.40000</td>
<td>46</td>
<td>0.60000</td>
</tr>
<tr>
<td>6</td>
<td>0.35000</td>
<td>47</td>
<td>0.30000</td>
</tr>
<tr>
<td>7</td>
<td>3.12000</td>
<td>48</td>
<td>-0.30000</td>
</tr>
<tr>
<td>8</td>
<td>1.00300</td>
<td>49</td>
<td>0.40000</td>
</tr>
<tr>
<td>9</td>
<td>-0.45000</td>
<td>50</td>
<td>0.35000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>51</td>
<td>3.12000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>52</td>
<td>1.00300</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53</td>
<td>-0.45000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>54</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>55</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56</td>
<td>-0.00000</td>
</tr>
</tbody>
</table>
APPENDIX: PERTAINING TO QM SYMMETRY

Suppose that a maximally-decimated filter bank has an odd number $M$ of channels and filters of even length $N$. Suppose further that the analysis filters are related by MTR symmetry. Then the middle filter $H_{M-1/2}(z)$ must satisfy self-MTR symmetry:

$$H_{M-1/2}(z) = z^{-(N-1)} H_{M-1/2}(-z^{-1}).$$  \hspace{1cm} (A1)

This implies two conditions on each pair of impulse response coefficients, namely

$$h_{M-1/2}(l) = (-1)^{N-1} h_{M-1/2}(N-1-l), \hspace{1cm} (A2)$$

and

$$h_{M-1/2}(N-1-l) = (-1)^l h_{M-1/2}(l). \hspace{1cm} (A3)$$

But since $l$ and $N-1-l$ cannot simultaneously be even (or odd) when $N$ is even, (A2) and (A3) contradict each other, unless

$$h_{M-1/2}(l) = h_{M-1/2}(N-1-l) = 0. \hspace{1cm} (A4)$$

Therefore, MTR symmetry implies that $H_{M-1/2}(z) = 0$. ■

This difficulty does not occur when $M$ is even, because then no filter is required to be self-symmetric.
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