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The efficiencies of III-V solar cells, especially GaAs-based cells, continue to rise. Because the material quality of such solar cells is now so high, it is time to examine the device design closely in order to ascertain what limits the performance of present, record-efficiency cells. Such work will provide accurate estimates of the realistic efficiency limits of III-V solar cells and will provide a roadmap for reaching ultimate efficiencies.

This project's objective is to improve our understanding of the generation, recombination, and transport of carriers within III-V homo- and heterostructures. The project consists of the fabrication and photovoltaic characterization of the basic building blocks of III-V cells: the pn junction, the pn heterojunction, the isotype (p-p and n-n) heterojunction and graded gap semiconductors. A significant effort is also being directed at analyzing and understanding the performance of high-quality, III-V solar cells fabricated in industrial research laboratories throughout the United States. The project's goal is to use our understanding of the device physics of high-efficiency cell components to maximize cell efficiency. A related goal is the demonstration of new cell structures fabricated by molecular beam epitaxy (MBE). The development of measurement techniques and characterization methodologies is also a project objective. The insight into III-V device physics expected to occur during the course of this work will, we believe, identify paths towards higher efficiency III-V cells.

This report describes our progress during the third year of the project. This year's efforts centered on characterizing heavy doping effects in p+-GaAs and assessing their impact on GaAs-based solar cells. We have extended last year's work and obtained strong evidence that the high recombination velocities observed at pp+ barriers is indeed a consequence of bandgap narrowing. We also explored edge effects in GaAs solar cells and diodes and developed a new technique for chemically passivating GaAs surfaces. This work showed that edge effects often dominate the n=2 current component in present-day, heteroface cells. Finally, we characterized a large number of GaAs p/n heteroface cells in order to quantify recombination losses in high-efficiency cells.

Our work has benefitted greatly from interactions with industrial researchers who have generously provided state-of-the art GaAs solar cells to us. Special thanks to Steve Tobin and colleagues at Spire Corporation who provided a whole series of p-n heteroface solar cells for the basic studies which comprise the core of this work. The work described in this report was supported by the Solar Energy Research Institute. Some of the work described in this report benefitted by collaborations. H.L Chuang was supported by the Indiana Corporation for Science and Technology, P.D. DeMoulin by Sandia National Laboratories, and M.E. Klausmeier-Brown by a fellowship from the Eastman Kodak Company.
SUMMARY

Objectives

The objective of the project is to raise the understanding of dark current mechanisms in GaAs-related solar cells to a level comparable to that of silicon cells. Motivation for this work arises from the observation that much of the progress in crystalline silicon cell performance has occurred as a result of a very deep knowledge of the physics controlling the cell's dark current. Based on this knowledge, new cell structures evolved to suppress dominant dark current mechanisms. A comparable level of knowledge of GaAs cell device physics does not yet exist, but will be essential if cell performance near the thermodynamic limit is to be achieved. Moreover, knowledge gained from studies of the AlGaAs/GaAs material system, should help identify the key problems to be addressed in other III-V materials.

Discussion

A broad investigation of minority carrier transport and recombination in GaAs has been initiated. The work includes investigating high-performance cells, in order to characterize performance-limiting factors, and experiments on MBE-grown test structures designed to obtain specific information on various aspects of minority carriers in GaAs. Several of the major thrusts of the projects are briefly described in this section.

Heavy Doping Effects in p+-GaAs

So-called bandgap narrowing effects have proven to be of fundamental importance to silicon solar cells. In last year's report we described a sequential etch technique to characterize heavy doping effects in p+ GaAs. During the past year, we have, in collaboration with researchers at Spire Corporation, applied this technique to a variety of solar cells and have mapped out heavy doping effects from $N_A \approx 10^{17}$ to $10^{19}$ cm$^{-3}$. The results show that for the heaviest doping densities, the intrinsic carrier concentration is at least one order of magnitude higher than it is in lightly doped GaAs. Such heavily doped regions often serve as back-surface fields in solar cells, and these results suggest that the interface recombination velocity of such homojunction barriers will be significantly degraded by bandgap narrowing effects. Bandgap narrowing will also increase the dark current associated with the emitter of a p+/n heteroface solar cell.

Because of the Moss-Burnstein shift, we expect that bandgap shrinkage will be less significant in n+-GaAs. Although we have not yet characterized bandgap narrowing in n+-GaAs, such measurements will be conducted during the coming year.

Properties of Minority Carrier Mirrors for GaAs-Based Solar Cells

In last year's annual report, we described experiments on p-p+ homojunction back-surface fields. The results showed that such barriers were ineffective in confining minority carrier electrons. The high barrier recombination velocities could be explained by
bandgap narrowing effects, which would lower the barrier height, or by defects located at the junction. An experiment to identify the cause of the high barrier recombination velocity was designed and conducted. A special test diode was fabricated on a film grown by molecular beam epitaxy in our laboratory. The dark I-V characteristics were then monitored as the film was successively etched. The results showed a clear dependence of the barrier recombination velocity on the width of the p+ barrier, which indicates that the high recombination velocity is due to a bulk effect and not to defects at the interface. By analyzing the results, we deduced the nfeDn product in the p+ barrier. The result turned out to be in close agreement with our previous experiments on bandgap narrowing.

Our conclusion is that p—p+ back-surface fields are ineffective minority carrier mirrors because of bandgap narrowing effects. Heterojunction back-surface fields must be used for effective confinement of minority carriers. A detailed description of this experiment is contained in Chapter 2 of this report.

*Edge Effects in GaAs Solar Cells*

Much of our research has been directed at relating measured current versus voltage characteristics to the material properties of cells. One concern is the influence of recombination of carriers at the exposed perimeter of the cell. Typical cells are quite large—often much larger than 0.5 cm x 0.5 cm, so that perimeter effects might be assumed to be small. We undertook experiments to quantify perimeter effects and found them to be surprisingly important. Two effects were observed. The first was a shunt leakage thought to be associated with conductive oxides at the cell’s perimeter. Proper treatment of the edge, such as dipping the cells in hydrochloric acid, often completely removes this shunt leakage. The second effect is on the cell’s n=2 current component. By examining how the n=2 current scales with cell perimeter and with cell area, we established that for 0.5 by 0.5 cm cells, the perimeter completely dominated the n=2 current. Even for the much larger 2 by 2 cm and 4 by 4 cm cells, the perimeter can have a surprisingly large effect. This fact is a simple consequence of the extremely high bulk lifetimes being obtained in present-day cells and the high surface recombination velocity associated with bare GaAs surfaces.

The n=2 current component can lower the one-sun fill factor of GaAs cells, so careful treatment of the perimeter is essential. Under concentration, however, only the n=1 current, which scales with cell area and not with perimeter, is important. Perhaps the most important implications of this work are for the diagnostic evaluations of cells, which frequently employ the n=2 current. For example, we have found it to be extremely difficult to correlate deep level transient spectroscopy (DLTS) measurements to the n=2 current. The probable reason is that DLTS probes bulk defects, but the n=2 current is sensitive to surface defects.

Several experiments which indicated the importance of the perimeter are described in Chapter 3 of this report. The publication, “Influence of Perimeter Recombination on High-Efficiency GaAs p/n Heteroface Solar Cells,” describes a series of experiments which clearly establish the importance of the perimeter in present-day, high-efficiency, GaAs solar cells.

*Chemical Passivation of GaAs Surfaces*

According to recent reports, the treatment of GaAs surfaces with Na2S is effective in lowering the surface state density. Such treatments could be useful for GaAs-related solar cells; the n=2 current associated with perimeter recombination might be eliminated, and the need for AlGaAs window layers might be removed. We have examined
this chemical treatment and found that it lowered the n=2 edge current by a factor of three. Unfortunately, a sizeable shunt leakage was also introduced. We also found that (NH$_4$)$_2$S lowers the n=2 edge current by a factor of three, but it has the advantage of introducing virtually no shunt leakage.

If these treatments prove effective and robust, they could be very important for solar cells. Our initial experiments on applying the treatments to solar cells are described in “Effects of Na$_2$S and (NH$_4$)$_2$S Edge Passivation Treatments on the Dark Current-Voltage Characteristics of GaAs pn Diodes,” which is contained in the Appendix. Very recent work, including XPS analysis which indicates the virtual absence of oxygen on a treated surface, is the subject of Chapter 4.

Conclusions

The basic studies our group is now engaged in are directed at providing information and understanding essential for attaining cell efficiencies near the thermodynamic limit. The work is motivated by three questions: 1) what are the values of the key physical parameters which control cell performance? 2) what are the dominant recombination loss mechanisms in present-day, high-performance cells? and 3) how should cells be designed to minimize recombination losses? These basic studies, complemented by the sophisticated numerical device simulation capability at Purdue, should provide a roadmap for maximizing cell performance. Although the work is specifically directed at GaAs-based solar cells, the methodology being developed for diagnosing cell performance and for the design of new cells should be broadly applicable.

During the past year we advanced our understanding of GaAs-based cells in a number of ways. First, we completed the first study of bandgap narrowing effects in p-type GaAs and showed that such effects have important implications for GaAs-based solar cells. Secondly, we provided a clear understanding of p—p+ GaAs homojunction barriers, demonstrated their ineffectiveness, and explained the result as a consequence of bandgap narrowing. Thirdly, we clearly established the important influence of the mesa perimeter on solar cell performance. And finally, we developed a new chemical treatment for passivating GaAs surfaces and demonstrated one application to solar cells. The various chapters in this report and the reprints in the report's appendix describe the year's activities in detail.
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CHAPTER 1

DEVICE PHYSICS OF CRYSTALLINE SOLAR CELLS

Preface

This chapter is a written version of a talk presented at the 8th Photovoltaic Advanced Research and Development Project Review Meeting in Denver Colorado on November 16-18, 1987. A shorter version of this paper was published in Solar Cells (Vol. 24, pp. 91-102, 1988). This chapter was included because it summarizes the important material and device design issues that confront cell designers and because it includes much that was presented orally but which did not find its way into publication.

1.1. INTRODUCTION

Record high conversion efficiencies are now being reported for both crystalline silicon and gallium arsenide solar cells. High material quality was a prerequisite for achieving these high efficiencies, but cell design was also a crucial factor. The design of a solar cell is based on the properties of the semiconductor, the constraints imposed by the technology, and on an understanding of the cell’s internal device physics. The purpose of this paper is to discuss, compare, and contrast the device physics of silicon and gallium arsenide cells. The paper does not attempt a comprehensive review of Si and GaAs cells; its emphasis is on the device physics issues that confront the cell designer. A review of how such high efficiencies were achieved in two quite different semiconductors demonstrates that there is no single, best solar cell design but, rather, that solar cell designs evolve as dominant recombination losses are identified. The paper will also illustrate how physical device simulation is used to identify loss mechanisms and to guide device design.

1.2. CELL DESIGN FUNDAMENTALS

We begin with a brief review of the basic concepts underlying the design of high-efficiency cells. The simple expression,

$$\eta = \frac{J_{SC}V_{OC} FF}{P_{inc}/A},$$

(1.1)

shows that high efficiency results by maximizing short-circuit current and open-circuit voltage while maintaining a high fill factor. The selection of a semiconductor is a compromise; to maximize short-circuit current, a small bandgap should be selected, but for high open-circuit voltage, a large bandgap is needed. Figure 1.1 shows a plot of the thermodynamic limit conversion efficiency versus bandgap for one-sun and 500-sun operation [1]. The bandgaps of silicon and GaAs are seen to be nearly optimum. Both semiconductors show a conversion efficiency above 30% at one-sun and above 35% at 500 suns.

The object of cell design is to approach the cell’s thermodynamic limit by maximizing the number of optically-generated carriers while minimizing recombination losses. To achieve high efficiencies, 98% of the available photons should be absorbed. Figure 1.2 shows that for GaAs, about 4 \( \mu \)m of semiconductor is adequate, but for silicon, 1500 \( \mu \)m are required. For such thick silicon cells, the electrical performance would be degraded by recombination losses. Much of the recent improvement in silicon performance is due
Fig. 1.1  Thermodynamic limit conversion efficiency versus semiconductor bandgap [1]. Curve “a” is for 1-sun operation and curve “b” for 500 suns. An AM1, direct normal solar spectrum is assumed.
Fig. 1.2 Percent of available photons absorbed versus semiconductor thickness. Curve "a" is for GaAs, curve "b" for silicon. An AM1.5 global spectrum normalized to 100 mW/cm² was assumed [21].
to the use of light-trapping techniques which makes the cell appear optically thick yet electrically thin. There has also been much progress in sophisticated anti-reflection coatings, texturizing, and grid design which have resulted in reflection plus shadowing losses below 3%.

The superposition principle,

$$J = J_{SC} - J_{DARK}(V) \quad (1.2)$$

states that maximizing $V_{OC}$ is equivalent to minimizing the cell's dark current. The dark current is just the total rate at which carriers recombine within the cell,

$$J_{DARK} = \frac{q}{A} \int \int R(x,y,z) \, dx \, dy \, dz \quad (1.3)$$

where the integration is over the volume of the cell. A "bucket" analogy which illustrates the design process for maximizing $V_{OC}$ is shown in Figure 1.3. The height of the "fluid" represents the excess carrier density, which should be maximized to achieve high $V_{OC}$. The holes in the bucket represent the various recombination losses. Cell performance increases as the various recombination processes are identified and suppressed. Some processes, such as Shockley-Read-Hall recombination, are directly related to the material quality but others, such as recombination at the metal contacts, can be influenced by the designer. Note that the relative importance of various recombination processes can vary widely with cell design. As dominant recombination processes are suppressed, the fluid level rises and new processes can become important or even dominant.

Successful cell design consists of identifying, quantifying, then suppressing the important recombination mechanisms. The designer needs the ability to examine the cell's internal recombination rate. Unfortunately, electrical measurements tend to reflect the integrated recombination rate and cannot, therefore, identify the importance of specific internal mechanisms. Experiments to isolate and quantify various mechanisms can be performed, but they are difficult and time-consuming. An alternative approach which involves the use of a detailed, physical device model is discussed next.

### 1.3. PHYSICAL DEVICE SIMULATION

The performance of a cell is described by Poisson's equation and by the electron and hole continuity equations,

$$\nabla \cdot \vec{D} = q \left[ p(\vec{r}) - n(\vec{r}) + N_D^+(\vec{r}) - N_A^-(\vec{r}) + N_T(\vec{r}) \right], \quad (1.4a)$$

$$\nabla \cdot \vec{J}_n = -q \left[ G_{op}(\vec{r}) - R(\vec{r}) \right], \quad (1.4b)$$

and

$$\nabla \cdot \vec{J}_p = +q \left[ G_{op}(\vec{r}) - R(\vec{r}) \right]. \quad (1.4c)$$

The constitutive relations for the flux and current densities [2],

$$\vec{D} = -\kappa_S(\vec{r}) \epsilon_0 \nabla \cdot V(\vec{r}) \quad (1.5a)$$

$$J_n = -nq\mu_n \nabla \cdot \left[ V(\vec{r}) + V_n(\vec{r}) \right] + kT\mu_n \nabla \cdot n(\vec{r}) \quad (1.5b)$$

and
Fig. 1.3  Bucket analogy illustrating how recombination losses influence $V_{OC}$. 
\[ J_p = -pq\mu_p \nabla \cdot [V(\vec{r}) - V_p(\vec{r})] - kT\mu_p \nabla \cdot p(\vec{r}) \], \quad (1.5c) 

relate the fluxes to the underlying variables, the electrostatic potential, \( V(\vec{r}) \), and the electron and hole densities, \( n(\vec{r}) \), and \( p(\vec{r}) \). The additional terms, \( V_n \), and \( V_p \), in the drift-diffusion equations account for spatial variations in material composition [2]. The carrier recombination rate is the sum of Shockley-Read-Hall, band-to-band Auger, and band-to-band radiative recombination,

\[ R(\vec{r}) = \frac{np - n_i^2(\vec{r})}{\tau_n(p + n_1) + \tau_p(n + n_1)} + (A_n n + A_p p + B)[np - n_i^2(\vec{r})]. \quad (1.6) \]

These equations, along with boundary conditions for the cell's surfaces and contacts, completely specify the operation of the cell. When the constitutive relations are inserted, (1.4a)-(1.4b) comprise three coupled nonlinear equations in three unknowns, \( V(\vec{r}) \), \( n(\vec{r}) \), and \( p(\vec{r}) \). Under well-known simplifying assumptions (e.g. simple doping profiles, complete ionization of dopants, low-level injection, etc.) the governing equations can be simplified and closed-form solutions obtained, but cells often operate under conditions that invalidate many simplifying assumptions. Moreover, the continued quest for higher efficiencies demands ever more accurate and detailed modeling of the device.

Physical device simulation consists of solving the governing equations, (1.4a)-(1.4c), directly by using a digital computer. The only approximations involved are numerical (e.g. derivatives are approximated by finite differences). The accuracy of the model is limited not by the ability to solve the governing equations, but by knowledge of the physics and the values of various materials parameters. Since the solution is obtained at each point within the device, not simply at its terminals, the internal operation of the device can be probed at will. For crystalline silicon cells, computer codes that solve the governing equations in one and two dimensions are now widely-available. Confidence in the predictive ability of these codes was established by comparing simulations with experiments. The successes and failures of these comparisons deepened the understanding of silicon cell device physics and focussed experimental work on topics of most concern to device design. After a decade of such work, confidence in the codes is high; they now serve as reliable guides for cell design. For GaAs and “newer” materials, confidence in the physical models is not yet as high, but trends can be modeled and the merits of various designs gauged. These models are improving as our knowledge of device physics and parameter values improves.

Figures 1.4a-d illustrate the capabilities of physical device simulation. Figure 1.4a shows the input deck for a SCAP2D [3] simulation of a conventional p on n silicon concentrator cell. The deck consists of English-like statements which specify the cell structure, material parameters, and the type of analysis desired. Figure 1.4b shows the results of the solar cell simulation. While the simulated terminal characteristics agree well with experiment, they give the designer no more information than did the experiment itself. Figure 1.4c shows a plot of the internal recombination rate at open-circuit voltage versus position within the cell. With such a plot, the designer can inspect the internal device physics of the cell at a level that is impossible experimentally. The recombination information is summarized in Fig. 1.4d which clearly identifies the dominant loss mechanisms.

1.4. DEVICE PHYSICS OF SILICON CELLS

In this section, we make use of computer simulation to examine and compare the internal device physics of three different concentrator cells. The first cell considered is similar to the Sandia, p on n cell developed in the early 1980’s [4]. After identifying the
Fig. 1.4a Input deck for a SCAP2D simulation [3] of a conventional p on n silicon concentrator cell.
RUN: 3 DATE: 10/01/87 TIME: 23.36.03
AM1P5 GENERATION AT 180.00 SUNS
9.4 PERCENT SHADOWING
0.0 PERCENT REFLECTANCE
INCIDENT POWER = 14.97262 WATTS/C.M2
E-H/PHOTON = 0.60805
99. PERCENT EFFICIENT BACK SURFACE REFLECTOR

TEMPERATURE: 24.00 DEG C

*** CELL PARAMETERS:
VOC =0.757332 VOLTS
JSC =0.552175E+01 AMPS/C.M^2
VMP =0.625614 VOLTS
JMP =0.525693E+01 AMPS/C.M^2
FF =0.787716
EFFICIENCY = 22.001 PERCENT
ACTIVE AREA EFF. = 24.277 PERCENT
COLLECTION EFFICIENCY = 96.048 PERCENT

********** SCAP2D — VERSION 4 **********

APPLIED VOLTAGE (VOLTS) CURRENT (AMPS/C.M^2)

| 0.00000 | 0.55218E+01 |
| 0.15000 | 0.55215E+01 |
| 0.30000 | 0.55212E+01 |
| 0.45000 | 0.55206E+01 |
| 0.60000 | 0.54151E+01 |
| 0.66000 | 0.48248E+01 |
| 0.69000 | 0.50504E+01 |
| 0.72000 | 0.27272E+01 |
| 0.75000 | 0.64819E+01 |
| 0.78000 | -0.23387E+01 |
| 0.75696 | 0.36393E+01 |
| 0.61712 | 0.52566E+01 |

Fig. 1.4b Simulated terminal characteristics of the conventional p on n silicon concentrator cell.
Recombination Rate at $V_{oc}$

Fig. 1.4c Plot of the internal recombination rate versus position within the p on n concentrator cell at open-circuit voltage.
PERCENT RECOMBINATION IN EACH REGION

<table>
<thead>
<tr>
<th>V</th>
<th>J(V)</th>
<th>BOT</th>
<th>TOP</th>
<th>LEFT</th>
<th>RIGHT</th>
<th>SURF</th>
<th>SRH</th>
<th>AUG</th>
<th>P⁺</th>
<th>N⁺</th>
<th>FRONT</th>
<th>BACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.55218E+01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>14.69</td>
<td>0.60</td>
<td>11.69</td>
<td>3.24</td>
<td>0.01</td>
<td>69.76</td>
</tr>
<tr>
<td>0.1500</td>
<td>0.55215E+01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>14.70</td>
<td>0.60</td>
<td>11.69</td>
<td>3.24</td>
<td>0.01</td>
<td>69.75</td>
</tr>
<tr>
<td>0.3000</td>
<td>0.55212E+01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>14.71</td>
<td>0.60</td>
<td>11.70</td>
<td>3.24</td>
<td>0.01</td>
<td>69.73</td>
</tr>
<tr>
<td>0.4500</td>
<td>0.55206E+01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>14.70</td>
<td>0.60</td>
<td>11.77</td>
<td>3.24</td>
<td>0.03</td>
<td>69.65</td>
</tr>
<tr>
<td>0.6000</td>
<td>0.54151E+01</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>12.52</td>
<td>0.56</td>
<td>24.91</td>
<td>2.56</td>
<td>4.61</td>
<td>54.82</td>
</tr>
<tr>
<td>0.6900</td>
<td>0.48248E+01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>8.27</td>
<td>0.54</td>
<td>41.51</td>
<td>1.61</td>
<td>13.63</td>
<td>34.41</td>
</tr>
<tr>
<td>0.7200</td>
<td>0.40504E+01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>6.41</td>
<td>0.57</td>
<td>43.77</td>
<td>1.38</td>
<td>18.45</td>
<td>29.39</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.27272E+01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>4.96</td>
<td>0.62</td>
<td>42.97</td>
<td>1.27</td>
<td>23.17</td>
<td>26.98</td>
</tr>
<tr>
<td>0.7800</td>
<td>-0.23837E+01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>3.87</td>
<td>0.69</td>
<td>40.72</td>
<td>1.22</td>
<td>27.56</td>
<td>25.91</td>
</tr>
<tr>
<td>0.75696</td>
<td>0.36393E—01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>3.66</td>
<td>0.70</td>
<td>40.12</td>
<td>1.21</td>
<td>28.51</td>
<td>25.77</td>
</tr>
<tr>
<td>0.62712</td>
<td>0.52566E+01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>10.68</td>
<td>0.53</td>
<td>33.80</td>
<td>2.08</td>
<td>8.40</td>
<td>44.48</td>
</tr>
</tbody>
</table>

Fig. 1.4d Internal recombination summary from the SCAP2D simulation of the conventional p on n concentrator cell.
dominant loss mechanisms for this cell, the design is altered using the New South Wales approach [5]. Finally, we examine the internal device physics of a backside-contact cell similar to the Stanford design [6]. Identical, high-quality material is assumed for each of the three cells in order to assess the role of device design on cell performance.

The Sandia-like p on n cell is displayed in Fig. 1.5; it is fabricated in a 305 μm thick, 0.3 Ω-cm substrate. The p⁺ emitter is 0.4 μm thick with a peak concentration of $1.5 \times 10^{20}$ cm$^{-3}$, and the back-surface field is a diffused junction 1.0 μm thick with a peak doping of $5.0 \times 10^{19}$ cm$^{-3}$ (complementary error functions were used for both profiles). The Shockley-Read-Hall lifetimes were modeled by

$$\tau = \frac{\tau_0}{1 + N/N_c}, \quad (1.7)$$

where $\tau_0$, the SRH lifetime in intrinsic material was taken to be 1000 μsec and $N_c$, which controls how the SRH lifetime degrades with doping, was set to $7.1 \times 10^{15}$ cm$^{-3}$. Auger recombination was also modeled and the passivated surfaces were characterized by a surface recombination velocity of 10 cm/sec.

The results of a two-dimensional physical simulation of the p on n cell are summarized in Table 1.1; the simulated conversion efficiency under concentration exceeds 20%. Simulation results show that 80% of the available photons are collected. About one-half of the lost photocurrent is due to reflection and shadowing; the other half of the loss is about equally divided between carrier recombination within the cell (~ 4%) and transmission of above-bandgap photons through the 300 μm thick cell.

<table>
<thead>
<tr>
<th>CELL PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OC}$</td>
<td>0.757 volts</td>
</tr>
<tr>
<td>$J_{SC}$</td>
<td>5.52 A/cm²</td>
</tr>
<tr>
<td>FF</td>
<td>79%</td>
</tr>
<tr>
<td>$\eta$</td>
<td>22%</td>
</tr>
<tr>
<td>$J_{SC}/J_L(\text{max})$</td>
<td>80%</td>
</tr>
<tr>
<td>Internal CE</td>
<td>96%</td>
</tr>
<tr>
<td>Shadow + Reflection</td>
<td>9.4%</td>
</tr>
</tbody>
</table>

Table 1.1. Simulated performance of the p on n silicon concentrator cell at $T=24^\circ C$ under 180X AM1.5 direct suns.

Figure 1.6 summarizes the recombination losses at $V_{OC}$ for this cell as revealed by physical simulation. Note the relatively small (~ 4%) contribution of base recombination to the dark current. The heavy base doping, in contrast to earlier cell designs, effectively suppresses forward biased injection of holes into the base. The dominant $V_{OC}$-loss mechanism is recombination within the thin, heavily-doped p-type emitter. Since the emitter is well-passivated, this current component is due to injected minority carriers recombining within the volume of the emitter and can be described by
Fig. 1.5  Physical structure of the Sandia-like [4] p on n concentrator cell.
Recombination analysis of the p/N silicon concentrator cell at $V_{oc}$

Fig. 1.6 Recombination analysis of Sandia-like p/n silicon concentrator cell at $V_{oc}$. 
where \( n_{\text{IE}} \) is the intrinsic carrier concentration in the emitter, \( N_A \) is the average doping, \( W_e \) is the width of the emitter, and \( \tau \) is the minority carrier lifetime. The emitter component of the dark current dominates for two reasons. First, so-called bandgap narrowing effects effectively shrink the bandgap within the heavily doped emitter, so that \( n_{\text{IE}} \) may greatly exceed its value in intrinsic silicon, \( n_{\text{i0}} \) [7]. Figure 1.7 shows that in the heavily doped emitter, \( n_{\text{IE}}^2 \) may be several times the value in lightly doped silicon. Secondly, the emitter recombination rate is high because of the dominance of Auger recombination in the heavily-doped emitter. The Auger-limited, low injection minority carrier lifetime,

\[
\tau = \frac{1}{C_p N_A^2},
\]

is only one nanosecond in p-type silicon doped to \( 1 \times 10^{20} \text{ cm}^{-3} \).

Figure 1.6 also shows that more than half of the recombination losses in this cell are due to minority carriers recombining at the metal contacts. These losses are a consequence of "bandgap narrowing" which causes a substantial injection of minority carriers into the heavily doped regions where they can recombine at the metal contacts. The back-surface field does improve the performance of this cell, but it is not a perfect minority carrier mirror; a number of minority carriers reach the back metal contact and recombine there.

We consider next a modification of the cell design based on the New South Wales approach [5]. A microgrooved top surface and low area grid reduces reflection and shadowing losses by a factor of three. In addition, the area of contact between the metal and p\(^+\) emitter is reduced by a factor of 5. Simulation results, summarized in Table 1.2, show an increase in both \( J_{SC} \) due to the reduced shadowing and improved light-trapping.

<table>
<thead>
<tr>
<th>CELL PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{OC} )</td>
<td>0.768 volts</td>
</tr>
<tr>
<td>( J_{SC} )</td>
<td>6.05 A/cm(^2)</td>
</tr>
<tr>
<td>FF</td>
<td>77%</td>
</tr>
<tr>
<td>( \eta )</td>
<td>24%</td>
</tr>
<tr>
<td>( J_{SC}/J_L(\text{max}) )</td>
<td>88%</td>
</tr>
<tr>
<td>Internal CE</td>
<td>96%</td>
</tr>
<tr>
<td>Shadow + Reflection Losses</td>
<td>3.1%</td>
</tr>
</tbody>
</table>

Table 1.2. Simulated performance of the p on n silicon concentrator cell redesigned according to the New South Wales approach. The temperature is 24\(^\circ\)C; the spectrum is 180X AM1.5 direct normal suns.

Figure 1.8 quantifies the various loss mechanisms for this cell. As expected, the losses
Fig. 1.7 Effective intrinsic carrier concentration squared times the minority carrier diffusion coefficient versus p-type doping. (After Slotboom and DeGraaff [7].) This product, rather than \( n_{ie}^2 \) alone is plotted because it is the quantity typically determined by experiments.
Recombination analysis of the p/N silicon concentrator cell redesigned according to the New South Wales approach

Fig. 1.8 Recombination analysis of the redesigned Sandia-like p on n concentrator cell at $V_{OC}$.
associated with recombination at the front metal contact have been drastically reduced by the small area contacts. Part of the increase in $V_{OC}$ displayed in Table 1.2 is due to this reduction in recombination losses. As a result of the increase in $J_{SC}$ and $V_{OC}$, the cell’s efficiency has been raised by 2 percentage points. This cell’s fill factor is degraded by resistive drops in the thin p-type emitter. The New South Wales cell [5], which is n on p rather than the p on n simulated here, has a lower sheet resistance emitter and a correspondingly better fill factor which enables it to attain a somewhat higher, 25%, conversion efficiency. According to these simulation studies, silicon cell design should be directed at suppressing recombination in the emitter volume and at the rear metal contact. Further increases in $J_{SC}$ are possible if the already low shadowing losses can be eliminated and if the high internal quantum efficiency can be improved. The Stanford backside point contact cell [6] achieves both objectives. Figure 1.9 shows the physical structure of the Stanford cell. Both the p- and n-type diffused junctions are reduced to small dots on the backside of the wafer, so grid shadowing losses are eliminated, and Auger recombination in the volume of the diffused regions is reduced — so is recombination at the metal-semiconductor contacts. The light base doping is used to maximize Shockley-Read-Hall lifetimes; its resistance is low because the base operates in high level injection. To maintain a high internal collection efficiency and open-circuit voltage, the cell must be thin. Light trapping techniques are then essential to make the semiconductor appear optically thick.

Table 1.3 summarizes the electrical performance of the cell under concentration. The very substantial reduction of recombination losses achieved by reducing the volume of the heavily doped regions and the area of the metal-semiconductor contacts is reflected in the especially high open-circuit voltage. The recombination analysis at $V_{OC}$ for this cell, displayed in Fig. 1.10, shows that the p$^+$ volume, the n$^+$ volume, and the metal contacts contribute about equally to the recombination losses. Recombination losses associated with the intrinsic cell are so low that parasitic losses associated with recombination at the perimeter of the cell must be considered. For this cell, recombination at the perimeter is about equal to the sum of all the losses displayed in Fig. 1.10. Because perimeter recombination was not simulated and the extrinsic series resistance was assumed to be zero, the simulated efficiency is about 2 percentage points above the observed value.

<table>
<thead>
<tr>
<th>CELL PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OC}$</td>
<td>0.826</td>
</tr>
<tr>
<td>$J_{SC}$</td>
<td>6.39</td>
</tr>
<tr>
<td>FF</td>
<td>85%</td>
</tr>
<tr>
<td>$\eta$</td>
<td>30.1%</td>
</tr>
<tr>
<td>$J_{SC}/J_t$ (max)</td>
<td>93%</td>
</tr>
<tr>
<td>Internal CE</td>
<td>99.5%</td>
</tr>
<tr>
<td>Shadow + Reflection Loss</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1.3. Simulated performance of the Stanford backside point contact cell ($T=24^\circ C$, AM 1.5 direct normal, at 180X).
Fig. 1.9  Physical structure of the Stanford-like backside point contact cell [6].
Recombination analysis of the backside point contact cell at $V_{oc}$

![Pie chart diagram showing recombination analysis of the backside point contact cell at $V_{oc}$]  

- Metal Contacts: 29%
- $p^+$ Volume: 20%
- Base: 16%
- $n^+$ Volume: 33%
- Front surface: 2%

Fig. 1.10 Recombination analysis of the Stanford-like point contact cell at $V_{OC}$. 
These examples illustrate how physical device simulation is used to probe the internal device physics of solar cells. Device design must be guided by such a detailed understanding of the internal device physics. During the late 1970's and early 80's, silicon cell simulation was being developed, tested, and verified. An improved understanding of recombination losses in high-efficiency cells was a by-product of this research and contributed to the efficiency gains during this period. By the early 80's, silicon simulators were considered predictive. At this stage, when the technology might have been viewed as mature, simulation was used to identify new design approaches [8] which ultimately led to the very high efficiencies recently reported [6].

1.5. DEVICE PHYSICS OF GaAs CELLS

Although very high efficiencies have been reported for gallium arsenide solar cells under both one-sun and concentration [9,10], our understanding of their internal device physics is not mature by silicon standards. The most common cell design, the p on n heteroface displayed in Fig. 1.11, has not changed appreciably for several years, but efficiencies have continued to rise as anti-reflection coatings, material quality, and fabrication techniques have improved. Very high conversion efficiencies have recently been reported by Spire for this basic cell design [9]. Experiments to probe the internal device physics have just recently begun (e.g. [11,12]), as has the serious use of physical device simulation. Simulation now describes cell performance reasonably well and can be used to assess the potential of design alternatives. In this section, we examine the device physics of the conventional p on n heteroface cell, identify the dominant loss mechanisms, and assess some design options.

The basic cell structure, displayed in Fig. 1.11, consists of a p⁺-emitter and an n-type base. The heavily doped buffer layer serves as a minority carrier mirror, and the wide-bandgap Al₀.₉Ga₀.₁As window layer passivates the front surface. The heavily-doped p-type cap layer, which facilitates ohmic contact, is removed between the metal grid lines. Numerical simulations by PUPHID [2] demonstrate that the bandgap of the window (≈ 2 eV) permits a substantial photogeneration of carriers (about 5% of the available photons are absorbed in a 500 Å thick window). A few percent of the available photons are also generated in the n⁺ buffer layer. The simulated internal quantum efficiency is compared to a typical measured value [12] in Fig. 1.12. The drop in quantum efficiency at short wavelength is due to absorption in the window layer, but the window layer is not dead. A front surface recombination velocity at the AlGaAs surface of 5×10⁶ cm/sec (which is somewhat below the value of ~ 10⁷ cm/sec typical of a bare GaAs surface) is needed to model the short wavelength quantum efficiency. About one-half of the carriers photo-generated in the window layer are collected. The long wavelength quantum efficiency is quite high; very long base lifetimes are implied (a value of 15 nssec was used in the simulation). The peak quantum efficiency, typically 90-95%, is very high, but it contrasts with the results for silicon in which the quantum efficiency routinely peaks very near 100%. The peak quantum efficiency can be explained by assuming a recombination velocity at the heteroface of several times 10⁴ cm/sec to a few times 10⁵ cm/sec, which is substantially above the 10⁵ cm/sec commonly assumed as an upper limit. But other explanations, such as a parasitic absorption mechanism that does not generate carriers, cannot be ruled out.

Short circuit current losses for this cell are summarized in Fig. 1.13. Reflection and shading by the top metal grid are the largest component of optical loss. The sizeable loss contributed by the n⁺ buffer layer and substrate indicates that the cell's active layer is not thick enough optically, but increasing its thickness would degrade the open-circuit voltage (in this regard, GaAs cells could benefit from light-trapping techniques like those
Fig. 1.11 Physical structure of the Spirelike p on n GaAs heteroface cell [9].
Fig. 1.12 Internal quantum efficiency versus wavelength for a typical p on n heteroface cell. (solid line, PUPHS1D simulation, points are from [12])
Fig. 1.13 Short-circuit current loss analysis of the p on n GaAs heteroface cell. In the simulated cell, 13% of the available photo-generated carriers are lost. This chart shows where those photons are lost.
employed for Si cells). The loss contributed by the heteroface reflects the high interface recombination velocities implied by the peak internal quantum efficiency.

Recombination losses at open-circuit voltage are summarized in Fig. 1.14. In contrast to the silicon p on n cells, the GaAs cell's dark current is base-dominated. Note that the emitter doping for the GaAs cell is not extremely high, so minority carrier electrons are injected into the emitter. But injection of minority carriers into the emitter does not have the dire consequences that it does for silicon cells because the metal contacts are passivated by the heteroface and the lifetimes in the emitter are relatively long (≈ 2 nsec). The performance of the n⁺ back-surface field is not severely compromised because majority carrier degeneracy is strong in n-type GaAs and acts to counter bandgap shrinkage. For n on p cells, however, the performance of p⁺ back surface fields should be degraded by bandgap shrinkage, which may explain why heterojunction back-surface fields have proved effective for such cells [14].

The simulations show a sizeable, though not dominant, emitter component to the dark current which is a consequence of the relatively high heteroface recombination velocity used to match the low peak internal quantum efficiency. One might expect that the emitter component could be suppressed by increasing the emitter doping, but the experiments show that the dark current does not vary with emitter doping [12]. Simulations show that the reduction in the emitter dark current associated with heavier doping is offset to some degree by bandgap narrowing and by reductions in lifetime. Strong variations of dark current with emitter design should not be observed until the dominant loss, base recombination, is suppressed.

Figure 1.14 also shows that the dark current at \( V_{OC} \) is dominated by the n=1 current component. The one-sun maximum power point, however, occurs at voltages for which there is some n=2 current. Although the n=2 current does not affect the cell's performance under concentration, or even the open-circuit voltage at one-sun, it can lower the one-sun fill factor. Experiments demonstrate that the n=2 current in 0.5 cm by 0.5 cm cells is dominated by recombination in the space-charge region at the cell's perimeter [11].

Table 1.4 summarizes the simulated performance of the Spire-type p on n heteroface cell at one-sun and the performance of a similar cell (with a redesigned grid) under concentration. These results were obtained with a two-dimensional, AlGaAs/GaAs simulator. The table shows that about 87% of the available photons are collected; in the very best silicon cells the corresponding fraction exceeds 95%. The cell's dark current is primarily due to recombination in the n-type base. Under concentration, simulations of a similar cell (with a very conservative metal grid that results in 11% shadowing) show a conversion efficiency of more than 27%.

When we consider optimizing this cell, it is clear that the first objective must be to raise the fraction of available carriers that are collected. The reason for the low peak internal quantum efficiency (low, that is, by silicon standards) must first be identified. As discussed previously, a tentative explanation is that the heteroface recombination velocity exceeds \( 10^4 \) cm/sec. When this value is lowered to \( 10^4 \) cm/sec, simulations show nearly 100% peak internal quantum efficiency. Modest improvements in cell performance can also be achieved by reducing the dark current. The remedy for silicon, reduction of the p⁺ emitter volume and the area of the metal-semiconductor contacts is not expected to benefit GaAs cells. To reduce dark currents, the focus should be on suppressing the base current, which is most easily accomplished by increasing the base doping (if the diffusion length in the base can be maintained). Figure 1.15 shows that no fundamental mechanism limits the hole lifetime in n-GaAs until the doping exceeds \( 10^{18} \) cm⁻³, so base
Fig. 1.14 Recombination analysis of the p on n GaAs heteroface cell at the one-sun $V_{oc}$. 
dopings higher than $2 \times 10^{17} \text{cm}^{-3}$ could be employed. This approach has been adopted in the Varian p on n heteroface cell [10]. The use of heterojunction back-surface fields to suppress dark current might also be considered, but in this case the base must be thickened to prevent a loss of photocurrent [13]. Since the back-surface field will be located more than a diffusion length beyond the junction, significant benefits are not expected for heterojunction back-surface fields in p on n cells. Finally, note from Fig. 1.15 that 1 nanosecond lifetimes can be maintained in the p-type emitter for doping densities near $10^{19} \text{cm}^{-3}$. For such lifetimes, the short wavelength internal quantum efficiency does not suffer (recent experiments provide confirmation [12]). The implication is that the emitter doping can be substantially raised to lower the emitter sheet resistance without sacrificing internal quantum efficiency.

Table 4 also shows the simulated performance of an “optimized” cell, which was designed as discussed above. The cell is identical to that displayed in Fig. 1.11 except that the peak internal quantum efficiency has been raised to nearly 100% by lowering the heteroface recombination velocity to $1 \times 10^4 \text{cm/sec}$, the emitter doping has been raised to $8 \times 10^{18} \text{cm}^{-3}$, and the base doping has been raised to $5 \times 10^{17} \text{cm}^{-3}$. The lowered sheet resistance of the p+ emitter allowed the front grid to be redesigned to lower shadowing losses to 5% without degrading the fill factor. A significant gain in performance is predicted; the cell shows an conversion efficiency of 29%. Even for with this very high conversion efficiency, the short-circuit current represents only 85% of the available photons; for the best silicon cells, the corresponding fraction exceeds 95%. Conversion efficiencies in excess of 30% are achievable if the short-circuit current performance of GaAs cells can be raised.

<table>
<thead>
<tr>
<th>CELL PARAMETER</th>
<th>1-SUN</th>
<th>500-SUNS (a)</th>
<th>500-SUNS (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OC}$</td>
<td>1.038 volts</td>
<td>1.19</td>
<td>1.22</td>
</tr>
<tr>
<td>$J_{SC}$</td>
<td>27.4 mA/cm$^2$</td>
<td>10.9</td>
<td>11.4</td>
</tr>
<tr>
<td>FF</td>
<td>86%</td>
<td>87</td>
<td>86</td>
</tr>
<tr>
<td>$\eta$</td>
<td>24.6%</td>
<td>27.1</td>
<td>29.0</td>
</tr>
<tr>
<td>$J_{SC}/J_l(\text{max})$</td>
<td>87%</td>
<td>81</td>
<td>85</td>
</tr>
<tr>
<td>Internal CE</td>
<td>90%</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>Shadow + Reflection</td>
<td>5%</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1.4. Simulated performance of the p on n heteroface GaAs cell. The first column refers to the cell displayed in Fig. 11 under an AM1.5 global spectrum normalized to 100 mW/cm$^2$ [21]. The second column refers to a similar cell at 500 AM1.0 direct normal suns (the grid was redesigned for high-current operation which increased shadowing to 11%). The final column refers to an "optimized" cell which the emitter and base doping were increased, the grid redesigned to lower the shadowing losses, and the heteroface recombination velocity lowered to $1.0 \times 10^4 \text{cm/sec}$. All simulations were performed at 25°C.
Fig. 1.15 Minority carrier lifetimes versus doping density in n- and p-type GaAs. Data points for electrons are from [15] and for holes from [16]. Band-to-band radiative lifetimes are from [17] for electrons and from [18] for holes. Band-to-band Auger lifetimes are from [19].
1.6. CONCLUSIONS

In this chapter the internal device physics of a number of different solar cell designs in two different crystalline semiconductors has been studied. A unifying theme of the discussion was the role that detailed device simulation plays in guiding solar cell design. Numerical techniques are now highly refined and are capable of solving the governing equations in one-, two-, or even three-dimensional crystalline or amorphous [20] solar cells. Efforts to develop predictive simulators now focus not on numerical techniques but on understanding the physics to be modeled and at measuring the various material parameters that appear in the model. The development of a predictive model is a collaborative effort consisting of theoretical model development and experimental basic studies. Device development benefits from the knowledge gained from this collaborative effort, and a predictive model that can replace many time-consuming experiments eventually results. Even when a technology is not mature, model development has a positive benefit by focusing attention on what is known and what is not and by identifying the key problems to be solved.

Some general conclusions regarding the design of silicon, GaAs, and all crystalline cells can be derived from this discussion. The first is the importance of maximizing short-circuit current; the very best silicon cells make use of long-lifetime material and light-trapping techniques to collect about 96% of the available photocurrent [6]. This appears to be the key area of opportunity for improving the already high efficiency of GaAs cells (the best GaAs cells collect about 88% of the available photocurrent [9]). Bandgap narrowing effects play a dominant role in silicon cell design; because of it, the injected minority carrier concentration is enhanced so that Auger recombination and recombination at the metal contacts dominates. Much of silicon cell design focuses on “designing around” heavy doping effects. The highest efficiencies have been attained by reducing the volume of the heavily doped diffused areas and by reducing the metal-semiconductor contact area. By this approach, one-sun VOC’s that are 61% of the silicon bandgap have been achieved [6]. For GaAs cells, bandgap narrowing may occur (especially in p+ GaAs), but its consequences are not so dire. Auger recombination does not typically dominate, and metal contacts can be passivated to minority carriers by using heterojunctions. Although GaAs currently out-performs silicon with respect to open-circuit voltage (one sun VOC’s that are 72% of bandgap have been reported [9]), simulations suggest that modest improvements are achievable by suppressing the base current. Both materials display high fill factors (typically just under 80% for Si at one-sun and just over 80% for GaAs). A conversion efficiency of 30% under concentration is achievable for both silicon and GaAs cells.
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CHAPTER 2

EFFECTS OF BANDGAP NARROWING ON MBE-GROWN
PP⁺ BACK-SURFACE FIELDS

Preface

Previous work by our group has demonstrated that the interface recombination velocity at pp⁺ homojunction back-surface fields is too high for effective minority carrier confinement [2]. The high recombination velocity can be explained in two different ways; it may be a consequence of bandgap narrowing in p⁺ GaAs which effectively lowers the energy barrier for minority carrier electrons, or it may be the result of defects at the p—p⁺ homojunction. This chapter describes an experiment conducted with MBE films grown in our laboratory. The results present strong evidence that the cause for the high interface recombination velocities observed in pp⁺ homojunctions is bandgap narrowing effects in heavily doped p-GaAs.

2.1 INTRODUCTION

Strong heavy doping effects have recently been reported for Zn-doped GaAs grown by metal-organic chemical vapor deposition (MOCVD) [1]. In this chapter we present evidence that comparable effects of similar magnitude also occur in Be-doped GaAs grown by molecular beam epitaxy (MBE). The experiments utilized p—p⁺ homojunction barriers commonly used to confine minority carriers in GaAs solar cells. Previous work showed that the effective recombination velocity associated with such a barrier was much too high for effective minority carrier confinement [2]. Significantly better performance has been achieved by replacing the isotype homojunction barrier with an isotype heterojunction barrier in n-p GaAs solar cells [3]. The work we report herein suggests that the poor confinement of minority carriers by these homojunction barriers is due to an effective reduction in the bandgap associated with heavy Be-doping.

A successive etch technique [4] was employed to estimate the recombination velocity of a p—p⁺ homojunction barrier. The barrier recombination velocity was found to be about $6 \times 10^4$ cm/sec, and it increased as the width of the p⁺—barrier layer decreased. Recombination through defects at the p—p⁺ interface cannot explain these results, but the occurrence of bandgap narrowing effects [5] in p⁺—GaAs can. The amount of bandgap narrowing deduced from the measurements is consistent with that measured for Zn-doped GaAs grown by MOCVD [1]. These results demonstrate that bandgap narrowing effects significantly influence the electrical performance of devices containing p⁺—GaAs regions. They underscore the need to characterize such effects for Be-doped GaAs grown by MBE.

2.2 EXPERIMENTAL TECHNIQUE

The epitaxial layer structure for the solar cells used in this study is shown in Fig. 2.1. The films were grown in a Perkin-Elmer PHI-400 MBE system. The starting substrate was cleaved from a (100) oriented, n-type GaAs wafer, and the thicknesses of the epitaxial layers were determined by counting oscillations in the intensity of the reflection high energy electron diffraction pattern. Silicon was used as the n-type dopant and beryllium
Fig. 2.1  Epitaxial layer structure of the solar cells used in this study.
as the p-type dopant. Solar cells of dimension 0.1 cm by 0.1 cm were defined by photolithography and subsequent wet etching. The p-type contact was a Au:Zn metal finger pattern which covered 18.4% of the cell area and formed a non-alloyed contact to the p+—GaAs cap layer. The back contact metal was indium. The doping density of the p-layer was measured as $2.3 \times 10^{16} \text{cm}^{-3}$ by capacitance versus voltage profiling. Doping densities of the other layers were estimated from the growth rate of the film and the temperature of the dopant oven.

The completed cells were characterized by current versus voltage (I-V) measurements performed with a Hewlett-Packard 4145A semiconductor parameter analyzer. All I-V measurements were performed in the dark at about 23.3 °C. The measured current density versus applied voltage can be described by

$$J = J_{01} \left( e^{qV/kT} - 1 \right) + J_{02} \left( e^{qV/2kT} - 1 \right),$$

where $J_{01}$ and $J_{02}$ are the saturation current densities associated with carrier recombination in the quasi-neutral and space-charge regions, respectively. The dark I-V characteristics were fitted to Eq. (1) to determine the two saturation current densities.

A successive etch technique was used to characterize the electron injection current [4]. The metal grid pattern was protected with photoresist, and the exposed semiconductor was removed in a series of short etches. Each etch was 20 seconds long in a solution of $[8 \text{H}_2\text{SO}_4:4 \text{H}_2\text{O}_2:400 \text{H}_2\text{O}]$ at 26 °C and removed 375 Å of material as measured by step profiling. After each etch, the forward-biased dark I-V characteristic was measured.

### 2.3 ANALYSIS AND DISCUSSION

The dark I-V characteristic was measured after each etch step, and the resulting $n=1$ saturation current density, $J_{01}$, is plotted in Fig. 2.2. $J_{01}$ was roughly constant until the Al$_{0.2}$Ga$_{0.8}$As layer was removed; it then increased as the p+—GaAs barrier layer was thinned. When the p+—barrier layer was completely removed, $J_{01}$ increased sharply. This result clearly demonstrates that the heterojunction barrier is more effective than the homojunction barrier in minority carrier confinement.

In a p—n+ GaAs diode, the major component of $J_{01}$ is due to electron injection in the p-GaAs and is given by

$$J_{01e} = \frac{q n_{i0}^2}{N_A} \left[ \frac{S + (D_n/L_n) \tanh (W_p/L_n)}{1 + S (L_n/D_n) \tanh (W_p/L_n)} \right],$$

where $D_n$ and $L_n$ are the minority carrier electron diffusion coefficient and length, respectively, $n_{i0}$ is the intrinsic carrier concentration of lightly-doped GaAs, $W_p$ is the width, and $S$ is the surface recombination velocity of the lightly-doped p-layer. If the p-layer is thin ($W_p \ll L_n$) and the surface is unpassivated ($S \gg W_p/\tau_n$), then Eq. (2.2) can be simplified as

$$J_{01e} = \frac{q n_{i0}^2 D_n}{N_A W_p} \frac{S}{S + D_n/W_p}.$$

Eq. (2.3) should describe the electron injection current after the p+—GaAs cap, the p+—Al$_{0.2}$Ga$_{0.8}$As, and the p+—GaAs barrier layers have been removed.
Fig. 2.2 The $n=1$ saturation current density, $J_{01}$, extracted from the measured dark current versus voltage characteristic after each etch.
Since the measured n=1 current component increased by more than a factor of 30 after
the top three layers were removed, the measured \( J_{01} \) can be equated to Eq. (2.3). The
width of the p-GaAs layer varied with time according to \( W_p(t) = W_{p0} - Rt \), where \( W_{p0} \)
is the width of the lightly-doped thin p-layer at \( t = 0 \), and \( R \) is the etch rate. Eq. (2.3)
can then be rearranged as
\[
J_{01}^{-1} \approx J_{01e}^{-1} = \left[ \frac{N_A W_{p0}}{q n_{io}^2 D_n} + \frac{N_A}{q n_{io}^2 S} \right] - \left[ \frac{N_A R}{q n_{io}^2 D_n} \right] t. \tag{2.4}
\]

Fig. 3 shows that a plot of \( J_{01}^{-1} \) versus etch time was linear with a slope of \( N_A R/qn_{io}^2 D_n \),
from which the product, \( \sigma n_{io} D_n \) at 23.3 °C, was determined to be \( 2.9 \times 10^{14} \text{ cm}^{-4} \text{ sec}^{-1} \).
From the intercept, a surface recombination velocity of \( 9.4 \times 10^6 \text{ cm/sec} \) was deduced.

The measured surface recombination velocity agrees well with the value expected for a
bare GaAs surface [6]. From the measured \( n_{io}^2 D_n \) product and the data of Blakemore for
\( n_{io} \) [7], a minority carrier electron diffusion coefficient of \( D_n = 123 \text{ cm}^2/\text{sec} \) was deduced.
This value corresponds to a minority carrier electron mobility of 4760 cm²/V−sec at
300K and is 25% lower than the mobility of minority carrier electrons in uncompensated
GaAs as predicted by Walukiewicz et al. [8]. Low minority carrier mobilities have also
been reported in p−GaAs doped much heavier than that employed here [9,10].

Consider next the situation when the p+—GaAs barrier layer was present. A theoretical
expression relating the barrier recombination velocity, \( S_{pp^+} \), to the structural parameters
of the barrier, valid for both homojunction and heterojunction barriers, has been given
by DeMoulin et al. [11] as
\[
S_{pp^+} = \frac{D_n^+ N_A^- n_{ie}^2}{L_n^+ N_A^+ n_{io}^2} \coth(W_p^+ / L_n^+) \), \tag{2.5}
\]
where the '−' and '+' superscripts refer to the lightly- and heavily-doped sides of the
junction, respectively, and \( n_{ie} \) is the effective intrinsic carrier concentration of the
heavily-doped side that accounts for the effective reduction in bandgap associated with
heavy impurity doping and for the influence of Fermi-Dirac statistics. In this case, since
the p+—GaAs barrier layer was only 0.15 \( \mu \text{m} \) thick, the assumption \( W_p^+ \ll L_n^+ \) is valid,
so Eq. (2.5) can be simplified as
\[
S_{pp^+} = \frac{D_n^+ N_A^- n_{ie}^2}{W_p^+ N_A^+ n_{io}^2}. \tag{2.6}
\]
Thus \( S_{pp^+} \) is expected to be inversely proportional to \( W_p^+ \).

\( S_{pp^+} \) can be related to the measured n=1 component of the dark current; since
\( W_p \ll L_n \) and \( S_{pp^+} \) may be comparable to \( W_p/r_n \), Eq. (2.2) is simplified as
\[
J_{01e} = \frac{q n_{io}^2}{N_A} \frac{S_{pp^+} + W_p/r_n}{1 + (W_p/D_n) S_{pp^+}} \), \tag{2.7}
\]
which can be solved for
\[
S_{pp^+} = \frac{1 - \frac{q n_{io}^2 W_p}{N_A J_{01e} r_n}}{\frac{q n_{io}^2}{N_A J_{01e}} - \frac{W_p}{D_n}}. \tag{2.8}
\]
Since \( J_{01e} \) is very nearly the measured \( J_{01} \), and \( D_n \) has been determined as described
Fig. 2.3 Plot of $J_{01e}$ versus etch time. From the slope, $N_A R/q n_{i0}^2 D_n$, the minority carrier diffusion coefficient, $D_n$ was deduced.
above, with an appropriate $\tau_n$, Eq. (2.8) can be employed to estimate $S_{pp^+}$; values of $S_{pp^+}$ versus etch depth were calculated for a few different values of $\tau_n$. By plotting $S_{pp^+}$ versus $1/W_p^+$ (see Fig. 2.4), it is found that the relationship was linear, and that a $\tau_n$ of 1.1 nsec caused the straight line to pass through the origin, thus satisfying Eq. (2.6). This implies that a minority carrier electron in our MBE-grown material of doping $N_A = 2.3 \times 10^{16}$ cm$^{-3}$ has a lifetime of 1.1 nsec. Taking the square root of the product $D_n\tau_n$, the minority carrier electron diffusion length, $L_n$, was determined to be 3.7 $\mu$m, thus the assumption $W_p^+ \ll L_n$ used in Eq. (2.3) and Eq. (2.7) is valid. Using Eq. (2.6) and the slope of the straight line that passes through the origin in Fig. 2.4, $n_{ie}^2 D_n^+ \tau_n$ was determined to be $1.8 \times 10^{-15}$ cm$^{-4}$ sec$^{-1}$, which agrees with the data measured by Klausmeier-Brown, et al. [I]. They found $n_{ie}^2 D_n^+ = 1.8 \times 10^{-15}$ cm$^{-4}$ sec$^{-1}$ for MOCVD-grown GaAs, Zn-doped at $1 \times 10^{19}$ cm$^{-3}$. They reported that the product $n_{ie}^2 D_n^+$ was affected by bandgap narrowing through an increase in $n_{ie}$. This implies that the effective bandgap shrinkage in Be-doped GaAs grown by MBE is comparable to that observed for Zn-doped GaAs grown by MOCVD.

A plot of measured $S_{pp^+}$ versus etch depth is displayed in Fig. 2.5, which shows that $S_{pp^+}$ is about $6 \times 10^4$ cm/sec and that it increases as the thickness of the $p^+$-layer decreases. Since $S_{pp^+}$ was found to depend on the thickness of the $p^+$-layer, it cannot be controlled by recombination at the doping junction but must be related to the properties of the barrier. Assuming no bandgap narrowing effects, theoretical values of $S_{pp^+}$ were calculated using Eq. (2.6), in which $n_{ie}$ equals $n_{io}$ from Blakemore [7] corrected for hole degeneracy, and using $D_n$ given by Walukiewicz et al. for uncompensated $p$-GaAs [8]. Fig. 2.5 compares the theoretical estimate of $S_{pp^+}$ with the measured value computed from Eq. (2.8). The figure shows that when bandgap narrowing effects were not considered, the theoretical estimate of $S_{pp^+}$ was about 10 times lower than the value deduced from the measurements. The results clearly suggest that the high barrier recombination velocity is the result of an effective narrowing of the bandgap of $p^+$-GaAs.

Lower values of $S_{pp^+}$ may be achieved by making the $p^+$-GaAs barrier layer thicker. Suppose the $p^+$-barrier layer is so thick that $W_p^+$ is several times greater than $L_n^+$, then Eq. (2.5) can be simplified as

$$S_{pp^+} = \frac{D_n^+ N_A^- n_{ie}^2}{L_n^+ N_A^- n_{io}^2}. \tag{2.9}$$

Using the product $n_{ie}^2 D_n^+$ determined above, our doping densities, and $n_{io}$ from Blakemore [7], $S_{pp^+}$ was estimated to be $\leq 10^4$ cm/sec provided that $L_n^+$ is greater than 0.82 $\mu$m. But because it is very difficult to determine the value of $L_n^+$, the possibility of achieving such a low value of $S_{pp^+}$ by increasing the thickness is uncertain.

IV. CONCLUSIONS

In this chapter we employed a successive etch technique to study electron injection currents in GaAs $p-n^+$ diodes grown by molecular beam epitaxy. The results show that the effective recombination velocity of the $p-p^+$ homojunction barriers in these diodes is about $6 \times 10^4$ cm/sec. Analysis of these results strongly suggests that the high barrier recombination velocity is a consequence of an effective reduction in bandgap caused by heavy Be-doping. These effects appear to be comparable in magnitude to those reported for Zn-doped GaAs grown by metal-organic chemical vapor deposition [1]. The results also show that minority carrier electrons, at 300K, have a mobility of 4760 cm$^2$/V-sec at a hole concentration of $2.3 \times 10^{16}$ cm$^{-3}$, thus confirming that the minority carrier electron mobility in this moderately doped $p$-GaAs is lower than the majority carrier mobility in
Fig. 2.4  Barrier recombination velocity $S_{pp^+}$ versus thickness of the $p^+$-GaAs barrier layer plotted, from top to bottom, for minority carrier electron lifetimes of 100 nsec, 10 nsec, 5 nsec, 2 nsec and 1.1 nsec, respectively.
Fig. 2.5  Surface recombination velocity versus etch depth starting from the p$^+$-GaAs barrier layer. Top curve represents measured data. Bottom curve represents theoretical data without bandgap narrowing effects.
comparably doped, uncompensated n—GaAs.

The results reported in this paper demonstrate that heavy doping effects significantly influence the performance of GaAs bipolar devices. This work helps to explain the substantial increase in solar cell performance that was observed when a homojunction p—p⁺ barrier was replaced with an isotype heterojunction barrier. We conclude that heterojunction barriers are essential for maximizing the efficiency of n—p GaAs solar cells.
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CHAPTER 3

EDGE EFFECTS IN MBE-GROWN GaAs DIODES

Preface

This chapter is a portion of a Ph.D. thesis by David P. Rancour. The thesis, "Investigation of GaAs Solar Cell Structures Using Deep Level Transient Spectroscopy," is concerned with using DLTS studies to explore recombination mechanisms in GaAs-based solar cells. One result of this work, the development of a DLTS technique tailored for solar cell diagnostics, was described in last year's annual report (see the appendices for a preprint of this work). One of the significant findings was that edge recombination tends to dominate solar cell performance which makes it difficult to correlate DLTS studies with solar cell performance. This chapter describes that work on edge effects in GaAs diodes. The work described herein was the stimulus for the research on perimeter recombination in MOCVD-grown solar cells which is described in the reprints in the appendix. It also motivated our research on chemical passivation of GaAs surfaces which is the subject of the following chapter.

3.1. INTRODUCTION

One can, in principle, separate the perimeter and bulk components of the recombination current by means of a plot of $J_{02}$ versus perimeter-to-area ratio. The total reverse saturation recombination current is described by:

$$J_{02} = J_{02\text{Bulk}} + J_{02\text{Surface}}$$

$$J_{02} = \frac{q n_i W_{\text{eff}} A}{t_{\text{SCR}}} + S_{\text{SCR}} L_s q n_i P$$

Examining Eq. (3.1), it is obvious that a plot of $J_{02}$ (i.e. $J_{02}/A$) versus $P/A$ should be linear, with a $J_{02}$ axis intercept that is proportional to $W_{\text{eff}}/t_{\text{SCR}}$ and a slope that is proportional to $S_{\text{SCR}} L_s$. Devices that are bulk dominated will yield $J_{02}$ versus $P/A$ plots that are essentially horizontal lines, whereas plots for surface dominated devices will rise steeply with increasing $P/A$. At any rate, the parameters characterizing both SRH and perimeter surface recombination can, in principle, be measured by determining the $J_{02}$ values for a set of diodes that have different perimeter-to-area ratios. This was the motivation behind the experiment to be described in the following paragraphs.

3.2 I-V MEASUREMENTS (P/A VARIABLE)

Growth and Device Information

The starting substrate for the devices to be discussed was $n^+$ (Si:2×10^{18} cm^{-3}) GaAs. A cross section of the MBE film layers is shown in Figure 3.1. The MBE film structure consisted of a 2.0μm $n^+$-GaAs buffer layer, a 2.0μm $n$-GaAs base, a 0.5μm $p$-GaAs emitter, a 500Å $P-Al_{0.9}Ga_{0.1}$As window, and a 0.3μm $P^+$-GaAs cap. (This device structure was identical to the MOCVD GaAs solar cell films fabricated by the SPIRE corporation.) Different size mesa diodes were fabricated and the mesas themselves patterned with metal rectangles/squares of differing sizes. The metalization pattern for diode 4 of the "SPIRE clone" film is shown in Figure 3.2. The 1000μm × 1000μm mesa diode was patterned into two 150μm × 940μm, two 75μm × 940μm, two 40μm × 940μm,
and two \( 30 \mu m \times 940 \mu m \) gold rectangles. The metalization served both as a top contact and as a mask for subsequent etching steps.

**Experimental Data**

The J-V characteristics for the as-fabricated mesas were measured at room temperature \((300.1K-301.6K)\), and \( J_{02} \) was extracted by curve fitting. The representative dark J-V characteristics derived from diode 4 of the SPIRE clone film are shown in Figure 3.3. Figure 3.3 reveals shunt leakage current at low biases, a \( 2kT \) current region at moderate biases, and series resistance effects at high biases. Diode 4 had \( J_{02} = 5.2 \times 10^{-10} \) \( (A/cm^2) \) and \( P/A = 40 \) \( (cm^{-1}) \).

With the gold metalization serving as a mask, the mesas were next re-etched. The etch used was \( H_2SO_4: H_2O_2: H_2O \) 1:8:40, which was identical to that used to form the original mesas. After etching, the shunt leakage current became prominent in all devices. For ~ 80% of the devices the diode ideality factor, \( n \) (from \( I \propto e^{qV/akT} \)), never fell below about 2.5 to 3. For the remaining 20%, \( J_{02} \) was extracted by curve fitting. The dark J-V characteristic for the first \( 150 \mu m \times 940 \mu m \) mesa of diode 4 is shown in Figure 3.4. Also shown for comparison is the J-V characteristic of Figure 3.3. It is evident that the leakage current increased, as did \( J_{02} \). Table 3.1 lists the \( J_{02} \) values and perimeter-to-area ratios for the re-etched mesa of diode 4.

<table>
<thead>
<tr>
<th>Diode #</th>
<th>( J_{02} \times 10^{-10} ) ( (A/cm^2) )</th>
<th>( P/A ) ( (cm^{-1}) )</th>
<th>Area ( \times 10^{-4} ) ( (cm^2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4</td>
<td>230.</td>
<td>687.9</td>
<td>2.82</td>
</tr>
<tr>
<td>4.3</td>
<td>164.</td>
<td>521.3</td>
<td>3.76</td>
</tr>
<tr>
<td>4.7</td>
<td>242.</td>
<td>521.3</td>
<td>3.76</td>
</tr>
<tr>
<td>4.2</td>
<td>69.4</td>
<td>287.9</td>
<td>7.05</td>
</tr>
<tr>
<td>4.6</td>
<td>117.</td>
<td>287.9</td>
<td>7.05</td>
</tr>
<tr>
<td>4.1</td>
<td>30.5</td>
<td>154.6</td>
<td>14.10</td>
</tr>
<tr>
<td>4.5</td>
<td>53.9</td>
<td>154.6</td>
<td>14.10</td>
</tr>
</tbody>
</table>

Table 3.1. \( J_{02} \) values and \( P/A \) ratios for re-etched mesa of diode 4 of the SPIRE clone film.

The \( J_{02} \) versus \( P/A \) data is plotted in Figure 3.5, and although there is some scatter, \( J_{02} \) exhibits a roughly linear dependence on \( P/A \). The implication is that surface recombination is significant for these devices. Note that the \( J_{02} \) axis intercept of the least squares line is negative. This may be due to experimental error or to the variation, from diode to diode, of \( S_{SCR}L_s \) and/or \( r_{SCR} \). Diode 4.1 is physically adjacent to diode 4.2, which is in turn adjacent to diode 4.3, etc.. The fact that the data points for diodes 4.1-4.4 appear to fall on one line while the data points for diodes 4.5-4.7 fall on another line seems to indicate that \( S_{SCR}L_s \) and/or \( 1/r_{SCR} \) is indeed increasing from diode 4.1 to 4.7.

The \( J_{02} \) versus \( P/A \) plot revealed that perimeter surface recombination dominated bulk SCR recombination for these devices. \( J_{02} \) should therefore be highly sensitive to the
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*Figure 3.1. A cross section of the MBE layer structure for the "SPIRE clone".*
Figure 3.2. Metalization pattern for diode 4 of the "SPIRE clone" film.
Figure 3.3. Dark J-V characteristics for diode 4 of the SPIRE clone film.
Figure 3.4. Dark J-V characteristics for diode 4.1 of the SPIRE clone film. The dark J-V for the as fabricated mesa are also shown.
Figure 3.5. \( J_{02} \) versus P/A for diodes 4.1-4.7 of the SPIRE clone film.
condition of the surface. With this in mind, an effort was made to perturb the surface: the surface oxides of diode 4 were removed by dipping the diode in concentrated HCl and, after rinsing in deionized water, a new surface oxide was grown by dipping the sample in H₂O₂. The I-V characteristics were then remeasured. The treatment resulted in over an order of magnitude reduction of shunt leakage current. However, the recombination current increased by 5 to 7 times. The dark J-V characteristic for the first 150μm x 940μm mesa of diode 4 is shown in Figure 3.6. Also shown for comparison are the J-V characteristics of Figure 3.4. Table 3.2 lists the post dip J₀₂ values and perimeter-to-area ratios for diode 4.

<table>
<thead>
<tr>
<th>Cell #</th>
<th>J₀₂ x10⁻¹⁰ (A/cm²)</th>
<th>P/A (cm⁻¹)</th>
<th>Area x10⁻⁴ (cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4</td>
<td>1,180.</td>
<td>687.9</td>
<td>2.82</td>
</tr>
<tr>
<td>4.3</td>
<td>886.</td>
<td>521.3</td>
<td>3.76</td>
</tr>
<tr>
<td>4.7</td>
<td>1,050.</td>
<td>521.3</td>
<td>3.76</td>
</tr>
<tr>
<td>4.2</td>
<td>409.</td>
<td>287.9</td>
<td>7.05</td>
</tr>
<tr>
<td>4.6</td>
<td>480.</td>
<td>287.9</td>
<td>7.05</td>
</tr>
<tr>
<td>4.1</td>
<td>207.</td>
<td>154.6</td>
<td>14.10</td>
</tr>
<tr>
<td>4.5</td>
<td>246.</td>
<td>154.6</td>
<td>14.10</td>
</tr>
</tbody>
</table>

Table 3.2. J₀₂ values and P/A ratios for diode 4 of the SPIRE clone film after treatment with HCl-H₂O₂.

The J₀₂ versus P/A data is plotted in Figure 3.7 along with a replot of the pretreatment data from Figure 3.5. The new data is again approximately linear, and rises even more steeply than before, indicating that the perimeter recombination current component has increased. One can only conclude that surface recombination current, occurring around the p-n junction perimeter, totally dominated the 2kT current for the investigated mesa diodes.

3.3 I-V MEASUREMENTS (T VARIABLE)

In the experiments described above, whenever the perimeter recombination current was perturbed, the shunt leakage current was also affected. This implied that the shunt leakage current was located primarily around the junction perimeter, rather than in the volume of the SCR. In contrast Fischer and coworkers [1], who investigated shunt leakage current by means of I-V measurements taken over a range of different temperatures, concluded that the shunt leakage current was due to a bulk tunneling mechanism. However, in light of the data presented in section 3.2 above, it seems likely that the leakage current observed by Fischer et al. was also an edge effect. To test this hypothesis, their experiment was duplicated (with the addition of an HCl-H₂O₂ treatment step) using a diode that had a relatively large leakage current component. The results of this experiment are reported below.
Figure 3.6. Dark J-V characteristics for diode 4.1 of the SPIRE clone film after treatment with HCl-H$_2$O$_2$. Also shown are the J-V characteristics for diode 4.1 prior to the treatment, and the J-V characteristics for the original 1000$\mu$m $\times$ 1000$\mu$m mesa.
Figure 3.7. $J_{02}$ versus $P/A$ for diodes 4.1-4.7 of the SPIRE clone film after treatment with HCl-H$_2$O$_2$. Also shown is the data obtained prior to treatment.
Growth and Device Information

The test structure was constructed on MBE film PU 092486. The starting substrate for film 092486 was Zn doped \( (1.5 \times 10^{19} \text{cm}^{-3}) \) horizontal (100) Bridgeman material with an etch pit density of less than 500\( \text{cm}^{-2} \). The GaAs layers were grown at a substrate temperature of 605 °C and the AlGaAs layer at a substrate temperature of 625 °C. There was a total of 12\( \mu \text{m} \) of material grown in the MBE system prior to the growth of film 092486. A cross section of the MBE film layers is shown in Figure 4.12. The MBE film structure consisted of a 0.69\( \mu \text{m} \) P+-Al\(_{0.3}\)Ga\(_{0.7}\)As buffer layer, a 0.62\( \mu \text{m} \) p-GaAs base, and a 0.69\( \mu \text{m} \) n+-GaAs emitter.

Ohmic contact was made to the n+ emitter by alloying Au-Ge; In served as the ohmic back contact. Mesa diodes were defined by photolithography and subsequent wet etching in H\(_2\)SO\(_4\):H\(_2\)O\(_2\):H\(_2\)O (1:8:40). The areas of the diodes ranged from 4 \( \times 10^{-4} \text{cm}^2 \) to 1.6 \( \times 10^{-3} \text{cm}^2 \).

Experimental Data

I-V characteristics were measured at ten different temperatures ranging from 140K to 320K in 20K increments. The I-V curves derived from diode PU-092486-40 are shown in Figure 4.13. For biases between 0.4V and 0.8V, the shunt leakage current was dominant. For biases greater than \( \sim 0.8V \), the I-V characteristics exhibited a brief \( \sim 2kT \) region followed by the onset of the series resistance region. The diode ideality factors, \( n \) (from I \( \propto e^{V/A/nkT} \)), were measured in the low and high bias regions for each curve of Figure 3.9. Also, the logarithmic slope constants, \( A \) (from I \( \propto e^{AV^\alpha} \)) were measured. The data are presented in Table 3.3.

<table>
<thead>
<tr>
<th>Purdue Solar Cell 092486 HJ BSF</th>
<th>low bias</th>
<th>high bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (K)</td>
<td>n</td>
<td>A</td>
</tr>
<tr>
<td>320.3</td>
<td>5.37</td>
<td>6.74</td>
</tr>
<tr>
<td>300.3</td>
<td>5.89</td>
<td>6.56</td>
</tr>
<tr>
<td>280.2</td>
<td>6.33</td>
<td>6.54</td>
</tr>
<tr>
<td>260.3</td>
<td>6.93</td>
<td>6.43</td>
</tr>
<tr>
<td>240.2</td>
<td>7.52</td>
<td>6.42</td>
</tr>
<tr>
<td>220.2</td>
<td>8.43</td>
<td>6.25</td>
</tr>
<tr>
<td>200.3</td>
<td>8.61</td>
<td>6.73</td>
</tr>
<tr>
<td>180.2</td>
<td>9.32</td>
<td>6.91</td>
</tr>
<tr>
<td>160.2</td>
<td>9.43</td>
<td>7.68</td>
</tr>
<tr>
<td>140.2</td>
<td>10.77</td>
<td>7.68</td>
</tr>
</tbody>
</table>

Table 3.3. Diode ideality factors and logarithmic slope constants for the I-V characteristics of Figure 3.9.

Note that, in the low bias region, the logarithmic slope constant showed little variation over a wide range of temperatures. It was this phenomenon that led Fischer et al. [1], to suspect that the low bias current for their devices was due to bulk tunneling.

If the shunt leakage current is indeed a surface phenomenon, it should be possible to
Figure 3.8. A cross section of the MBE film layers for film PU 092486.
Figure 3.9. I-V characteristics for diode PU-092486-40, 140K-320K.
modify the leakage current by perturbing the surface. Therefore the diode was subjected to the HCl-H₂O₂ treatment, and the I-V characteristics were then remeasured for the same temperatures as before. The data is shown in Figure 3.10. Note that the low bias current was reduced by about two orders of magnitude. This proved conclusively that the low bias current, prior to the treatment, was due to perimeter leakage, since the HCl-H₂O₂ dip affected surfaces only.

3.4 DISCUSSION

The results of sections 3.2 and 3.3 indicate that edge effects all but dominate the I-V characteristics of small area GaAs mesa diodes. For high quality films perimeter recombination current appears to be greater in magnitude than internal SRH recombination current in the SCR. Moreover, shunt leakage current has also been shown to be a perimeter effect.

Expanding on the pioneering work described in sections 3.1 and 3.2, DeMoulin et al. [2], who are fellow members of the MBE GaAs research group at Purdue, have recently shown that perimeter recombination can control the 2kT current in cells as large as 2cm × 2cm. Moreover, they project that 75% of the 2kT current in 4cm × 4cm cells will be due to perimeter surface recombination. Carpenter et al. [3], also building upon the original work reported above, have investigated more sophisticated chemical treatments for the passivation of the mesa edges. Carpenter, likewise a member of the MBE GaAs research group at Purdue, has confirmed the fact that the 2kT current can be reduced in magnitude by chemically treating the mesa edges.
Figure 3.10. I-V characteristics for diode PU-092486-40, 140K-320K, after HCl-H₂O₂ treatment.
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CHAPTER 4

X-RAY PHOTOELECTRON SPECTROSCOPY OF THE (NH₄)ₓSᵧ TREATED GaAs (100) SURFACE

4.1. INTRODUCTION

The electrical quality of the GaAs surface has imposed performance constraints upon nearly all GaAs devices and prevented the development of a GaAs-based metal-insulator-semiconductor technology. The surface state density exhibited by a GaAs surface is on the order of \(10^{13}\) \(\text{cm}^{-2}\text{eV}^{-1}\) and the surface recombination velocity is on the order of \(10^7\) \(\text{cm/s}\). Recently, the electrical quality of the GaAs surface has been dramatically improved by various sulfide chemical treatments. Sandroff et al. obtained a 60-fold increase in the current gain of a heterojunction bipolar transistor (HBT) by treating the edges of the emitter-base junction with Na₂S·9H₂O. The gain improvement in the HBT was due to a reduction in the perimeter recombination current of the emitter-base junction. Carpenter et al. found similar reductions in the perimeter recombination current of GaAs pn diodes following treatment of the edges with either a Na₂S·9H₂O or an \((\text{NH}_4)_x\text{S}_y\) solution. The reduction in perimeter recombination current in the above heterojunction and homojunction pn diodes is due to a reduction in the surface recombination velocities at the edges of the diodes. Yablonovitch et al. found that the improvements in the surface recombination velocity of Na₂S·9H₂O treated GaAs approaches that of the nearly ideal AlGaAs/GaAs interface.

One limitation of the sulfide treatment is aging; Sandroff et al. found that improvements in the gain of the Na₂S·9H₂O treated HBT would persist for only a few days. The \((\text{NH}_4)_x\text{S}_y\) treatment also ages when exposed to air, but appears to be more durable than the Na₂S·9H₂O treatment. Therefore Carpenter et al. investigated the formation of Schottky barriers on \((\text{NH}_4)_x\text{S}_y\) treated n- and p-type GaAs, finding an order of magnitude reduction in the surface state density at the \((\text{NH}_4)_x\text{S}_y\) treated metal-GaAs interface relative to an untreated film. Furthermore, there is no apparent aging of the Schottky diodes after several months of room air exposure.

Because of the dramatic changes in the electrical quality of sulfide treated GaAs surfaces, it is important to determine how the GaAs surface is being altered. This determination may then lead to further improvements in the electrical properties and to ways to prevent aging of the chemically passivated GaAs surface. This would have important implications for GaAs solar cells; we have recently shown that the perimeter recombination can control the 2kT current in GaAs cells as large as 2 cm x 2 cm and we project that 75% of the 2kT current in cells as large as 4 cm x 4 cm will be due to perimeter surface recombination. Therefore we have been performing X-ray photoelectron spectroscopy (XPS) to examine GaAs (100) surfaces following either an acid etch or an etch and \((\text{NH}_4)_x\text{S}_y\) treatment and present our results in this chapter. The XPS measurements are being performed by Dr. B.A. Cowans and Dr. W.N. Delgass in the School of Chemical Engineering at Purdue University.

4.2. EXPERIMENTAL TECHNIQUE

All samples were cut from MaCom undoped (100) GaAs wafers to roughly 16 mm X 20 mm and etched in 1:1:250 \(\text{H}_2\text{SO}_4:\text{H}_2\text{O}_2:\text{H}_2\text{O}\) for 10 seconds followed by a 30 second running deionized water rinse. Sulfide treated samples were then soaked in a saturated
(NH$_4$)$_x$S$_y$ solution for 5 minutes, followed by another deionized water rinse and dried under a stream of nitrogen. Samples were stored in dust free containers and exposed to air at room temperature for varying lengths of time before being loaded into the spectrometer.

Spectra were recorded on a Perkin-Elmer PHI 5300 spectrometer. The Mg (1253.6 eV)/Al (1486.6 eV) dual anode was operated at 15 kV and 300 or 400 W, respectively. The spectrometer was calibrated by setting the binding energies of the Au 4f7/2 and Cu 2p3/2 levels to 84.0 and 9332.7 eV, respectively. The full width at half maximum for the Ag 3d5/2 level (368.4 eV) was 0.86 eV at 489 kHz for the pass energy at which sample data was collected. The C 1s binding energy was recorded at 284.3 eV for all GaAs samples. A low energy flood gun, operated at either 2.0 mA emission current with 1.0 eV bias (Mg radiation) or 5.0 mA emission current with 1.5 eV bias (Al radiation), was used to control charging on the undoped samples. Background pressure in the analysis chamber was always less than 1x10$^{-9}$ torr. Data accumulation times were roughly 5 hours$^9$ and data reduction was accomplished using Perkin-Elmer software.

4.3. EXPERIMENTAL RESULTS AND DISCUSSION

Photoelectron spectra of the As 3d core level are shown in Fig. 4.1. The upper spectrum is for an etched sample following a 15 minute air exposure while the lower spectrum is for a sulfide treated sample following a 20 minute air exposure. The absence of the large As oxide peak from the spectrum of the treated sample clearly demonstrates that the As atoms are oxidized much less on the sulfide treated surface.

The XPS spectra observed for the different core levels were fit in the following way. The As 3d level was fit by four peaks which are assigned as follows: As (of bulk GaAs) 3d5/2 and 3d3/2 peaks at 40.6 and 41.3 eV respectively,$^{10,11}$ an As-sulfide species at 42.5 eV,$^{12}$ and an As oxide at 44.1 eV.$^{10,11}$ (Note that the spin-orbit splitting is not resolved for the sulfide and oxide peaks. Also note the sulfide and oxide species are not specifically defined, since at these low coverages, vide infra, a bulk-type stoichiometric compound probably does not exist.) The As 2p3/2 level was fit by three peaks also assigned as metal, sulfide, and oxide at 1323.1 eV, 1324.6 eV, and 1326.3 eV respectively. Both Ga 3d and 2p3/2 levels were fit by two peaks, a metal and an oxide. The Ga 3d metal and oxide peaks occurred at 19.0 eV and 20.0 eV respectively while the Ga 2p3/2 metal and oxide peaks occurred at 1117.2 eV and 1118.3 eV respectively. (Due to the smaller binding energy shift of Ga, we cannot resolve the Ga 3d5/2 and 3d3/2 level.)

The binding energies of the sulfur 2s and 2p levels were observed at 228.0 eV and 161.9 eV respectively, suggesting that the sulfur atoms which form this layer are most probably in the sulfide (2$^-$) state. The position of the S 2p level for most metal sulfides is normally in the range 160.0 eV to 163.0 eV.$^{13}$ The binding energies of the sulfide did not shift with time and therefore we believe the chemical nature of the sulfide does not change significantly with exposure to air. The sulfur to total metal ratios obtained are listed in Table I. The magnitude of these ratios shows little change with time, indicating that the sulfur is not lost as the surface becomes oxidized. However, the angular dependence of these ratios is more pronounced initially than after long exposure to air, which indicates that the GaAs may be diffusing through the sulfide as the surface becomes oxidized. Further evidence of this result comes from the strong angular dependence of the ratios of sulfur to oxidized Ga and As.

The fractional coverage of sulfur was calculated from the standard equation relating angular dependence of the sulfur and gallium intensities assuming a uniform layer.
Fig. 4.1 Upper spectrum: etched sample following a 15 minute air exposure. Lower spectrum: \((\text{NH}_4)_x\text{S}_y\) treated sample following a 20 minute air exposure.
Table I. Relative atomic ratios calculated from O 1s, S 2s, and Ga and As 3d level intensities taking into account only the photoelectron cross section (Mg radiation).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Angle</th>
<th>S/O</th>
<th>S/Ga_{ox}</th>
<th>S/As_{ox}</th>
<th>S/(Ga+As)_{total}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treated</td>
<td>30</td>
<td>1.08</td>
<td>1.98</td>
<td>4.69</td>
<td>0.10</td>
</tr>
<tr>
<td>0.33 hrs.</td>
<td>60</td>
<td>1.04</td>
<td>0.73</td>
<td>7.80</td>
<td>0.05</td>
</tr>
<tr>
<td>Treated</td>
<td>30</td>
<td>0.19</td>
<td>0.35</td>
<td>0.75</td>
<td>0.07</td>
</tr>
<tr>
<td>116 hrs.</td>
<td>60</td>
<td>0.22</td>
<td>0.40</td>
<td>1.21</td>
<td>0.05</td>
</tr>
<tr>
<td>Treated</td>
<td>30</td>
<td>0.17</td>
<td>0.29</td>
<td>0.76</td>
<td>0.06</td>
</tr>
<tr>
<td>264 hrs.</td>
<td>60</td>
<td>0.26</td>
<td>0.44</td>
<td>1.74</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Table II. Relative atomic ratios calculated from O 1s and Ga and As 3d level intensities taking into account only the photoelectron cross section (Mg radiation).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Angle</th>
<th>O/Ga\text{total}</th>
<th>O/As\text{total}</th>
<th>O/(Ga + As)\text{total}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etched</td>
<td>30</td>
<td>1.01</td>
<td>0.51</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.42</td>
<td>0.41</td>
<td>0.21</td>
</tr>
<tr>
<td>Treated</td>
<td>30</td>
<td>0.16</td>
<td>0.21</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.07</td>
<td>0.12</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Table III. Relative atomic ratios calculated from Ga and As 3d level intensities corrected for photoelectron cross section (Mg radiation). Calculation of total oxide thickness is described in the text.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Etched</th>
<th>Treated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (hrs.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>145</td>
<td>0.33</td>
</tr>
<tr>
<td>0.33</td>
<td>116</td>
<td>0.47</td>
</tr>
<tr>
<td>As_{ox}/Ga_{ox}</td>
<td>30</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.33</td>
</tr>
<tr>
<td>As_{m}/Ga_{m}</td>
<td>30</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.67</td>
</tr>
<tr>
<td>Total Oxide Thickness (Å)</td>
<td>5.0</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.7</td>
</tr>
</tbody>
</table>
where $I$ is the intensity, $S$ is the spectrometer transmission function, $\sigma$ is the photoelectron cross section, $\eta$ is the atomic density, $\lambda$ is the photoelectron mean free path, $d$ is the thickness of the sulfide layer, and $\Theta$ is the angle between the sample surface and the entrance slit to the analyzer. The energy dependence of the spectrometer transmission function was calculated according to Hanke et al. and electron mean free paths were taken from Kwei and Chen. The sulfur coverage can then be determined from the atomic density of sulfur. Assuming the sulfide layer thickness equals the diameter of the sulfide ion (3.68 Å), the sulfur coverage is roughly $3.6 \times 10^{14}$ atoms/cm$^2$, corresponding to 0.6 monolayer of sulfur on the surface.

The (100) GaAs surface may have many phases with As coverages ranging from roughly 0.2 to 1 monolayer. Massies et al. have shown that the sticking coefficient of H$_2$S on the (100) GaAs surface is dependent upon the As coverage with the sticking coefficient being greatest on the As depleted surface. They also determined the saturation coverage of H$_2$S to be between 0.7 and 1 monolayer. Furthermore, Sandroff et al. stated from their preliminary Auger analysis that roughly half a monolayer of sulfur remains after washing the N$_2$S$_9$H$_2$O treated surface. These results are consistent with the 0.6 monolayer of sulfur and the slight Ga enrichment (as discussed below) observed on our sulfide treated surfaces.

The peak intensity ratios of oxygen to total metal that were observed are shown in Table II. In all cases, the oxygen to metal ratio is higher for the etched surface than for the treated surface. These ratios clearly show that the sulfide treatment limits initial oxidation on the GaAs (100) surface. The O/Ga$tot$ ratio at 30 degrees is greater than the O/As$tot$ ratio for the etched sample and less than the O/As$tot$ ratio for the treated sample. In addition, both oxide and metal As/Ga ratios, as shown in Table III, are larger for the etched surface than the treated one. These results suggest that the surface of the etched sample is enriched in As while the surface of the sulfide treated sample is slightly enriched in Ga. Acid etched surfaces have indeed been found to be As-rich. The effect of a basic sulfide solution on surface composition has not been previously reported. The angular dependence of the As$_{ox}$/Ga$_{ox}$ ratios in Table III indicates that the surface is enriched in As oxide relative to Ga oxide for both etched and sulfide treated samples. This suggests that oxidized As migrates to the surface as the surface becomes oxidized.

Oxide layer thicknesses were calculated for oxide/metal ratios using the uniform layer model and equation (1) described above. The spectrometer function was assumed to be identical for both oxide and metal peaks. A mean free path of 23.5 Å (Mg radiation) was used for both oxide and metal Ga and As 3d levels. Atomic densities were calculated from the nominal bulk densities for Ga$_2$O$_3$, As$_2$O$_3$, and GaAs. The total oxide thicknesses listed in Table III were determined from the sum of individual Ga and As oxide thicknesses. Again, we see that the sulfide treatment limits initial oxidation on the GaAs (100) surface. The submonolayer coverage for the initial sulfide treated sample is consistent with the amount of sulfide coverage. The total oxide thicknesses for both etched and treated surfaces after long air exposure are nearly equivalent.
In conclusion, we have obtained the following results from our XPS analysis: (i) The (NH$_4$)$_x$S$_y$ treatment produces 60 % of a monolayer of sulfide coverage, which severely restricts the initial oxidation of the GaAs (100) surface and a slight Ga enrichment occurs. (ii) The binding energies of the sulfur 2s and 2p levels, at 225.9 eV and 161.9 eV respectively, suggest that the sulfur atoms which form this layer are probably in the sulfide (2$^-$) oxidation state and do not change chemical state with long exposure to air. (iii) The sulfide layer is not lost as the GaAs surface becomes oxidized and apparently remains near the oxide interface. This suggests that the GaAs diffuses through the sulfide layer as the surface becomes oxidized. (iv) The ultimate oxide thicknesses for both etched and sulfide treated surfaces are nearly equivalent after long exposure to air. Furthermore, the angular dependence of the As$_{ox}$/Ga$_{ox}$ ratios indicates that the surface is enriched in As oxide to Ga oxide for both etched and treated samples after long exposure to air.
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Summary

High material quality is a prerequisite for achieving high conversion efficiencies, but cells must be carefully designed to maximize performance. Very high conversion efficiencies are now being achieved in two quite different semiconductors, silicon and GaAs. The internal device physics of crystalline silicon and GaAs cells are compared and contrasted in this paper. The paper illustrates how detailed device simulation is used to examine the internal performance of cells, identify loss mechanisms and assess design options.

1. Introduction

Record high conversion efficiencies are now being reported for both crystalline silicon and gallium arsenide solar cells. High material quality was a prerequisite for achieving these high efficiencies, but cell design was also a crucial factor. The design of a solar cell is based on the properties of the semiconductor, the constraints imposed by the technology, and on an understanding of the cell's internal device physics. The purpose of this paper is to discuss, compare and contrast the device physics of silicon and gallium arsenide cells. The paper does not attempt a comprehensive review of silicon and GaAs cells; its emphasis is on the device physics that confronts the cell designer. A review of how such high efficiencies were achieved in two quite different semiconductors demonstrates that there is no single, best solar cell design but, rather, that solar cell designs evolve as dominant recombination losses are identified. The paper will also illustrate how physical device simulation is used to identify loss mechanisms and to guide device design.

2. Cell design fundamentals

We begin with a brief review of the basic concepts underlying the design of high-efficiency cells. The simple expression
shows that high efficiency results by maximizing short-circuit current \( J_{SC} \) and open-circuit voltage \( V_{OC} \) while maintaining a high fill factor (FF). The selection of a semiconductor is a compromise; to maximize short-circuit current, a small band gap should be selected, but for high open-circuit voltage, a large band gap is needed. The band gaps of silicon and GaAs are nearly optimum for the solar spectrum; both cells show limit conversion efficiencies above 30% at one sun and above 35% at 500 suns [1].

The object of cell design is to approach the cell's thermodynamic limit by maximizing the number of optically-generated carriers while minimizing recombination losses. To achieve high efficiencies, 98% of the available photons should be absorbed. For GaAs, a layer of semiconductor about 4 \( \mu \)m thick is adequate, but for silicon, a layer 1500 \( \mu \)m thick is required. For such thick silicon cells, the electrical performance would be degraded by recombination losses. Much of the recent improvement in silicon performance is due to the use of light-trapping techniques which makes the cell appear optically thick yet electrically thin. There has also been much progress in sophisticated antireflection coatings, texturizing and grid design which have resulted in reflection plus shadowing losses below 3%. Successful cell design consists of identifying, quantifying, then suppressing the important recombination mechanisms. The designer needs the ability to examine the cell's internal recombination rate. Unfortunately, electrical measurements tend to reflect the integrated recombination rate and cannot therefore identify the importance of specific internal mechanisms. Experiments to isolate and quantify various mechanisms can be performed, but they are difficult and time-consuming. An alternative approach which involves the use of a detailed, physical device model is discussed next.

3. Physical device simulation

The performance of a cell is described by Poisson's equation and by the electron and hole continuity equations which comprise three coupled non-linear equations in three unknowns (electrostatic potential, electron concentration and hole concentration). Under well-known simplifying assumptions (e.g. simple doping profiles, complete ionization of dopants, low-level injection etc.) the governing equations can be simplified and closed-form solutions obtained, but cells often operate under conditions that invalidate many simplifying assumptions. Moreover, the continued quest for higher efficiencies demands more accurate and detailed modeling of the device.

Physical device simulation consists of solving the governing equations directly by using a digital computer [2, 3]. The only approximations involved are numerical (e.g. derivatives are approximated by finite differences). The
accuracy of the model is limited not by the ability to solve the governing equations, but by knowledge of the physics and the values of various materials parameters. Since the solution is obtained at each point within the device, not simply at its terminals, the internal operation of the device can be probed at will. For crystalline silicon cells, computer codes that solve the governing equations in one and two dimensions are now widely available. Confidence in the predictive ability of these codes was established by comparing simulations with experiments. The successes and failures of these comparisons deepened the understanding of silicon cell device physics and focused experimental work on topics of most concern to device design. After a decade of such work, confidence in the codes is high; they now serve as reliable guides for cell design. For GaAs and "newer" materials, confidence in the physical models is not yet as high, but trends can be modeled and the merits of various designs gauged. These models are improving as knowledge of device physics and parameter values improves.

4. Device physics of silicon cells

In this section, we make use of computer simulation to examine and compare the internal device physics of two different concentrator cells. The first cell considered is similar to the Sandia, p on n cell developed in the early 1980s [4]. Next, we examine the internal device physics of a backside-contact cell similar to the Stanford design [5]. Identical, high-quality material is assumed for both of the cells to assess the role of device design on cell performance.

The Sandia-like p on n cell is displayed in Fig. 1; it is fabricated in a 0.3 Ω cm substrate 305 μm thick. The p⁺ emitter is 0.4 μm thick with a peak concentration of $1.5 \times 10^{20}$ cm⁻³, and the back-surface field is a diffused junction 1.0 μm thick with a peak doping of $5.0 \times 10^{19}$ cm⁻³ (complementary error functions were used for both profiles). The Shockley-Read-Hall (SRH) lifetimes were modeled by

![Fig. 1. Physical structure of the Sandia-like [4] p on n concentrator cell.](image)
\[ \tau = \frac{\tau_0}{1 + N/N_c} \]  

(2)

where \( \tau_0 \), the SRH lifetime in intrinsic material, was taken to be 1000 \( \mu \)s and \( N_c \), which controls how the SRH lifetime degrades with doping, was set to \( 7.1 \times 10^{15} \text{ cm}^{-3} \). Auger recombination was also modeled and the passivated surfaces were characterized by a surface recombination velocity of \( 10 \text{ cm s}^{-1} \).

The results of a two-dimensional physical simulation of the p on n cell are summarized in Table 1; the simulated conversion efficiency under concentration exceeds 20%. Simulation results show that 80% of the available photons are collected. About half of the lost photocurrent is caused by reflection and shadowing; the other half of the loss is about equally divided between carrier recombination within the cell (about 4%) and transmission of above-band-gap photons through the 300 \( \mu \text{m} \) thick cell.

Figure 2 summarizes the recombination losses at \( V_{\text{oc}} \) for this cell as revealed by physical simulation. The relatively small (about 4%) contribution of base recombination to the dark current should be noted. The heavy base doping, in contrast with earlier cell designs, effectively suppresses forward-biased injection of holes into the base. The dominant \( V_{\text{oc}} \)-loss mechanism is recombination within the thin, heavily doped p-type emitter. Since the emitter is well passivated, this current component is due to injected minority carriers recombining within the volume of the emitter and can be described by

\[ J_E(p^+ \text{ bulk}) = q \frac{n_{1E}^2 W_E}{N_A \tau} \]  

(3)

where \( n_{1E} \) is the intrinsic carrier concentration in the emitter, \( N_A \) is the average doping, \( W_E \) is the width of the emitter and \( \tau \) is the minority carrier lifetime. The emitter component of the dark current dominates for two reasons. Firstly, so-called band-gap narrowing effects effectively shrink the band gap within the heavily doped emitter, so that \( n_{1E} \) may greatly exceed its value in intrinsic silicon \( n_{10} \) [6]. In the heavily doped emitter, \( n_{1E}^2 \) may

| Table 1 |
|---|---|
| **Cell parameter** | **Value** |
| \( V_{\text{oc}} \) (V) | 0.757 |
| \( J_{\text{sc}} \) (A cm\(^{-2}\)) | 5.52 |
| FF (%) | 79 |
| \( \eta \) (%) | 22 |
| \( J_{\text{sc}}/J_L \) (max) (%) | 80 |
| Internal conversion efficiency (%) | 96 |
| Shadow plus reflection (%) | 9.4 |
be several times the value in lightly doped silicon. Secondly, the emitter recombination rate is high because of the dominance of Auger recombination in the heavily doped emitter. The Auger-limited, low injection minority carrier lifetime

$$\tau = \frac{1}{C_p N_A^2}$$  \hspace{1cm} (4)

is only 1 ns in p-type silicon doped to $1 \times 10^{20} \text{ cm}^{-3}$.

Figure 2 also shows that more than half of the recombination losses in this cell arise from minority carriers recombining at the metal contacts. These losses are a consequence of band-gap narrowing which causes a substantial injection of minority carriers into the heavily doped regions where they can recombine at the metal contacts. The back-surface field does improve the performance of this cell, but it is not a perfect minority carrier mirror; a number of minority carriers reach the back metal contact and recombine there.

According to these simulation studies, silicon cell design should be directed at suppressing recombination in the emitter volume and at the metal contacts. Further increases in $J_{SC}$ are possible if the already low shadowing losses can be eliminated and if the high internal quantum efficiency can be improved. The Stanford backside point contact cell [5] achieves both objectives. In the Stanford cell, both the p- and n-type diffused junctions are reduced to small dots on the backside of the wafer, so grid shadowing losses are eliminated, and Auger recombination in the volume of the diffused regions is reduced, as is recombination at the metal–semiconductor contacts. The light base doping is used to maximize Shockley–Read–Hall lifetimes; its resistance is low because the base operates in high level injection. To maintain a high internal collection efficiency and open-circuit voltage, the cell must be thin. Light-trapping techniques are then essential to make the semiconductor appear optically thick.
Table 2 summarizes the electrical performance of the backside point contact cell under concentration. The very substantial reduction of recombination losses achieved by reducing the volume of the heavily doped regions and the area of the metal-semiconductor contacts is reflected in the especially high open-circuit voltage. The recombination analysis at $V_{OC}$ for this cell, displayed in Fig. 3, shows that the $p^+$ volume, the $n^+$ volume and the metal contacts contribute about equally to the recombination losses. Recombination losses associated with the intrinsic cell are so low that parasitic losses associated with recombination at the perimeter of the cell should be considered. Because perimeter recombination was not simulated and the extrinsic series resistance was assumed to be zero, the simulated efficiency is about two percentage points above the observed value.

![Fig. 3. Recombination analysis of the Stanford-like point contact cell at $V_{OC}$.](image)

5. Device physics of GaAs cells

Although very high efficiencies have been reported for gallium arsenide solar cells under both one sun and concentration [7, 8], our understanding
of their internal device physics is not mature by silicon standards. The most common cell design, the p on n heteroface displayed in Fig. 4, has not changed appreciably for several years, but efficiencies have continued to rise as antireflection coatings, material quality and fabrication techniques have improved [7]. Experiments to probe the internal device physics have recently begun (e.g. refs. 9 and 10), as has the serious use of physical device simulation. Simulation now describes cell performance reasonably well and can be used to assess the potential of design alternatives.

Fig. 4. Physical structure of the Spire-like p on n GaAs heteroface cell [9].

The basic cell structure, displayed in Fig. 4, consists of a p⁺ emitter and an n-type base. The heavily doped buffer layer serves as a minority carrier mirror, and the wide band gap Al₀.₉Ga₀.₁As window layer passivates the front surface. Numerical simulations by PUPHS [2] demonstrate that the band gap of the window (about 2 eV) permits a substantial photogeneration of carriers (about 5% of the available photons are absorbed in a window 500 Å thick). A few per cent of the available photons are also generated in the n⁺ buffer layer. The simulated internal quantum efficiency is compared with a typical measured value [10] in Fig. 5. The drop in quantum efficiency at short wavelength is due to absorption in the window layer, but the window layer is not dead. A front surface recombination velocity at the AlGaAs surface of \(5 \times 10^6\) cm s\(^{-1}\) (which is somewhat below the value of about \(10^7\) cm s\(^{-1}\) typical of a bare GaAs surface) is needed to model the short wavelength quantum efficiency. About one-half of the carriers photogenerated in the window layer are collected. The long wavelength quantum efficiency is quite high; very long base lifetimes are implied (a value of 15 ns was used in the simulation). The peak quantum efficiency, typically 90% - 95%, is very high, but contrasts with the results for silicon in which the quantum efficiency routinely peaks very near 100%. The peak quantum efficiency can be explained by assuming a recombination velocity at the heteroface of several times \(10^4\) cm s\(^{-1}\) to a few times \(10^5\) cm s\(^{-1}\), which is substantially above the \(10^4\) cm s\(^{-1}\) commonly assumed as an upper limit. But other explanations, such as a parasitic absorption mechanism that does not generate carriers, cannot be ruled out.
Fig. 5. Internal quantum efficiency vs. wavelength for a typical p on n heteroface cell (—, PUPHS simulation; ++ +, from ref. 11).

Fig. 6. (a) Short-circuit current loss analysis of the p on n GaAs heteroface cell. In the simulated cell, 13% of the available photogenerated carriers are lost. This chart shows where those photons are lost; (b) recombination analysis of the p on n GaAs heteroface cell at the one-sun $V_{OC}$.

Short-circuit current losses for this cell are summarized in Fig. 6(a). Reflection and shadowing by the top metal grid are the largest component of optical loss. The sizable loss contributed by the n$^+$ buffer layer and substrate indicates that the cell’s active layer is not thick enough optically, but
increasing its thickness would degrade the open-circuit voltage (in this regard, GaAs cells could benefit from light-trapping techniques like those employed for silicon cells). The loss contributed by the heteroface reflects the high interface recombination velocities implied by the peak internal quantum efficiency.

Recombination losses at open-circuit voltage are summarized in Fig. 6(b). In contrast to the silicon p on n cells, the GaAs cell's dark current is base-dominated. The emitter doping for the GaAs cell is not extremely high, so minority carrier electrons are injected into the emitter. But injection of minority carriers into the emitter does not have the dire consequences that it does for silicon cells because the metal contacts are passivated by the heteroface and the lifetimes in the emitter are relatively long (about 2 ns). The performance of the n⁺ back-surface field is not severely compromised because majority carrier degeneracy is strong in n-type GaAs and acts to counter band-gap shrinkage. For n-p cells, however, the performance of p⁺ back-surface fields should be degraded by band gap shrinkage, which may explain why heterojunction back-surface fields have proved effective for such cells [12]. The simulations show a sizable, though not dominant, emitter component to the dark current which is a consequence of the relatively high heteroface recombination velocity used to match the low peak internal quantum efficiency. Strong variations of dark current with emitter design should not be observed until the dominant loss, base recombination, is suppressed.

Table 3 summarizes the simulated performance of the Spire-type p on n heteroface cell at one sun and the performance of a similar cell (with a redesigned grid) under concentration. These results were obtained with a two-dimensional, AlGaAs–GaAs simulator. The table shows that about 87% of the available photons are collected; in the very best silicon cells the corresponding fraction exceeds 95%. The cell's dark current is primarily caused by recombination in the n-type base. Under concentration, simulations of a similar cell (with a very conservative metal grid that results in 11% shadowing) show a conversion efficiency of more than 27%.

When we consider optimizing this cell, it is clear that the first objective must be to raise the fraction of available carriers that are collected. The reason for the low peak internal quantum efficiency (low, that is, by silicon standards) must first be identified. As discussed previously, a tentative explanation is that the heteroface recombination velocity exceeds $10^4$ cm s⁻¹. When this value is lowered to $10^4$ cm s⁻¹, simulations show nearly 100% peak internal quantum efficiency. Modest improvements in cell performance can also be achieved by reducing the dark current. To reduce dark currents, the focus should be on suppressing the base current, which is most easily accomplished by increasing the base doping (if the diffusion length in the base can be maintained). No fundamental mechanism limits the hole lifetime in n-GaAs until the doping exceeds $10^{18}$ cm⁻³ [14 - 16], so base dopings higher than $2 \times 10^{17}$ cm⁻³ could be employed. This approach has been adopted in the Varian p on n heteroface cell [8]. The use of heterojunction back-surface fields to suppress dark current might also be considered, but in
TABLE 3
Simulated performance of the p on n heteroface GaAs cell

<table>
<thead>
<tr>
<th>Cell parameter</th>
<th>1 sun&lt;sup&gt;a&lt;/sup&gt;</th>
<th>500 suns&lt;sup&gt;b&lt;/sup&gt;</th>
<th>500 suns&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OC}$ (V)</td>
<td>1.038</td>
<td>1.19</td>
<td>1.22</td>
</tr>
<tr>
<td>$J_{SC}$ (mA cm&lt;sup&gt;-2&lt;/sup&gt;)</td>
<td>27.4</td>
<td>10.9</td>
<td>11.4</td>
</tr>
<tr>
<td>FF (%)</td>
<td>86</td>
<td>87</td>
<td>86</td>
</tr>
<tr>
<td>$\eta$ (%)</td>
<td>24.6</td>
<td>27.1</td>
<td>39.0</td>
</tr>
<tr>
<td>$J_{SC}/J_{L}$ (max) (%)</td>
<td>87</td>
<td>81</td>
<td>85</td>
</tr>
<tr>
<td>Internal CE (%)</td>
<td>90</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>Shadow plus reflection (%)</td>
<td>5</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

All simulations were performed at 25 °C.
<sup>a</sup>Refers to the cell displayed in Fig. 4 under an AM 1.5 global spectrum normalized to 100 mW cm<sup>-2</sup> [13].
<sup>b</sup>Refers to a similar cell at 500 AM 1.0 direct normal suns.
<sup>c</sup>Refers to an optimized cell as described in the text.

Since the back-surface field will be located more than a diffusion length beyond the junction, significant benefits are not expected for heterojunction back-surface fields in p on n cells. Finally, we note that 1 ns lifetimes can be maintained in the p-type emitter for doping densities near $10^{19}$ cm<sup>-3</sup> [14, 17, 18]. For such lifetimes, the short wavelength internal quantum efficiency does not suffer (recent experiments provide confirmation [10]). The implication is that the emitter doping can be substantially raised to lower the emitter sheet resistance without sacrificing internal quantum efficiency.

Table 3 also shows the simulated performance of an optimized cell, which was designed as discussed above. The cell is identical to that displayed in Fig. 4 except that the peak internal quantum efficiency has been raised to nearly 100% by lowering the heteroface recombination velocity to $1 \times 10^4$ cm s<sup>-1</sup>, the emitter doping has been raised to $8 \times 10^{18}$ cm<sup>-3</sup> and the base doping has been raised to $5 \times 10^{17}$ cm<sup>-3</sup>. The lowered sheet resistance of the p<sup>+</sup> emitter allowed the front grid to be redesigned to lower shadowing losses to 6% without degrading the fill factor. A significant gain in performance is predicted; the cell shows a conversion efficiency of 29%. Even with this very high conversion efficiency, the short-circuit current represents only 85% of the available photons. Conversion efficiencies in excess of 30% are achievable if the short-circuit current performance of GaAs cells can be raised.

6. Conclusions

In this paper the internal device physics of a number of different solar cell designs in two different crystalline semiconductors has been studied. A unifying theme of the discussion was the role that detailed device simulation plays in guiding solar cell design. Some general conclusions regarding the
design of silicon, GaAs and all crystalline cells can be derived from this discussion. The first is the importance of maximizing short-circuit current; the very best silicon cells make use of long-lifetime material and light-trapping techniques to collect about 96% of the available photocurrent [5]. This appears to be the key area of opportunity for improving the already high efficiency of GaAs cells (the best GaAs cells collect about 88% of the available photocurrent [7]). Band-gap narrowing effects play a dominant role in silicon cell design; they enhance the injected minority carrier concentration so that Auger recombination and recombination at the metal contacts dominates. Much of silicon cell design focuses on designing around heavy doping effects. For GaAs cells, band-gap narrowing may occur (especially in p⁺ GaAs), but its consequences are not so dire. Both materials display high fill factors (typically just under 80% for silicon at one sun and somewhat over 80% for GaAs). A conversion efficiency of 30% under concentration appears to be an achievable goal for both silicon and GaAs cells.
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Measurements of electron injection currents in $p^+ - n$ diodes are presented for a range of $p$-type dopant concentrations. A successive etch technique was used to characterize the electron injection current in terms of the product ($n_eD_n$). Measurements are presented for Zn-doped GaAs solar cells with $p$-layer hole concentrations in the range $6.3 \times 10^{17} - 1.3 \times 10^{19}$ cm$^{-3}$. The results demonstrate that so-called band-gap narrowing effects substantially increase the injected electron current in heavily doped $p$-type GaAs. These heavy doping effects must be accounted for in the modeling and design of GaAs solar cells and heterostructure bipolar transistors.

The efficiency of silicon solar cells and the gain of silicon bipolar transistors are profoundly influenced by changes in the energy-band structure associated with heavy impurity doping. The measurements of Slotboom and DeGraaff showed that heavy doping effects greatly enhance electron injection currents in silicon $p^+ - n$ junctions, but corresponding measurements for $p^+ - n$ GaAs have not yet been reported. In this letter we characterize electron injection currents in $p^+ - GaAs doped from $6.3 \times 10^{17}$ to $1.3 \times 10^{19}$ cm$^{-3}$. The results show heavy doping effects in $p^+ - GaAs$ that are analogous to those observed in $p^+ - Si$ and comparable in magnitude. This work demonstrates that heavy doping effects must be treated in order to accurately model GaAs bipolar devices.

The current density versus applied voltage for a forward-biased $p-n$ diode can be represented by

$$J = J_{01} \left[ \exp \left( \frac{qV_A}{k_B T} \right) - 1 \right] + J_{02} \left[ \exp \left( \frac{qV_A}{2k_B T} \right) - 1 \right],$$

where $J_{01}$ and $J_{02}$ are the saturation current densities associated with carrier recombination in the quasi-neutral and space-charge regions, respectively. All diodes studied in this work were found to be well described by (1). For a diode with a thin, unpassivated $p$-layer, the saturation current component due to electron injection in the quasi-neutral $p$-region can be written

$$J_{01e} = \frac{q(n_e D_n)}{W_p} \frac{S}{S + (D_n/W_p)},$$

where $n_e$ is the equilibrium minority-carrier concentration, $D_n$ is the minority-carrier electron diffusion coefficient, $S$ is the recombination velocity at the surface of the $p$-type layer, and $W_p$ is the width of the quasi-neutral $p$-type layer. An effective intrinsic carrier concentration, $n_e^*$, is often introduced to relate $n_o$ to the ionized dopant density by

$$n_o = n_e^*/p_o,$$

where $p_o$ is the hole concentration in the $p$-layer. Measurements have shown that $n_o$ in heavily doped silicon substantially exceeds $n_o$, the intrinsic carrier concentration in lightly doped silicon. For device modeling purposes, this effect is often described by relating $n_o$ to $n_o$ with a nonphysical, apparent band-gap shrinkage. In this letter we make use of a recently described successive etch technique to quantify the electron saturation current density, $J_{01e}$, as a function of the $p$-layer hole concentration, $p_o$. The results are reported in terms of the parameter most directly obtained from the measurement, the $(n_eD_n)$ product. Translation of these results into the form of apparent band-gap shrinkage data for use in numerical simulations is briefly discussed.

A cross section of the GaAs solar cells used for these experiments is displayed in Fig. 1. All cells were grown by metalorganic chemical vapor deposition (MOCVD) in a commercial, five-wafer reactor (Spire Corporation model MO-450). Four percent of each cell's top surface was covered by a metal grid pattern which formed an ohmic contact to the $p^+ - GaAs$ cap layer. The layer of interest in this study is the Zn-doped, $p$-type GaAs layer which lies just below the passivating $p-(Al_{0.1}Ga_{0.9})As$ heteroface layer. Five cells, nominally identical except for the $p$-layer doping density, were studied. Details of the film growth and cell processing have been described by Tobin et al. The cells were first characterized by fitting the mea-
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FIG. 1. Cross section of the solar cells used in this study (before etching).
measured dark current-voltage (I-V) characteristics to (1). The resulting $J_{01}$ values were independent of the emitter doping density, which suggests that the initial $n = 1$ dark current component was dominated by hole injection into the quasi-neutral n-region. After removing the p-GaAs cap and the p- (Al$_0.9$Ga$_{0.1}$) As heteroface layers by chemical etching, $J_{01}$ was observed to increase. The magnitude of the increase, from a factor of 3 for cells with the most heavily doped emitters to a factor of 22 for cells with the most lightly doped emitters, demonstrates that the $n = 1$ dark current of unpassivated cells was controlled by electron injection into the quasi-neutral p-layer. A successive etch technique was then used to characterize the electron injection current.\(^3\) In brief, the technique consists of successive 20 s etches of the n-layer by measurement of the forward-biased, dark current of similar cells grown in the same reactor with an emitter doping of 2 X10\(^{18}\) cm\(^{-3}\), an electron diffusion length of 0.5 \(\mu\)m in all but sample No. 3, for which $W_p = 1.0 \mu m$. From a detailed analysis of the internal quantum efficiency and dark current of similar cells grown in the same reactor with an emitter doping of 2 \times 10^{18} \text{ cm}^{-3}, an electron diffusion length of \(\approx 3-5 \mu\)m was deduced.\(^4\) Because all cells used for this study had comparable internal quantum efficiencies and dark currents, we conclude that (2) should accurately describe $J_{01e}$. Equation (2) may be rearranged to show how the electron injection current varies with etch time $t$ during the experiment:

$$J_{01e} = \left( \frac{W_p}{q(n_0D_n)} + \frac{1}{n_0S} \right) - \left( \frac{R}{q(n_0D_n)} \right) t. \quad (4)$$

where $R$ is the etch rate. According to (4), a plot of $J_{01e}$ versus etch time should be linear; the experimental results confirm this prediction. From the slope of the line, $R/q(n_0D_n)$, the product $(n_0D_n)$ was deduced. The result is independent of the surface recombination velocity, $S$.

Because the objective of this study was to determine the product, $(n_0D_n)$, as a function of doping density, it was important to thoroughly characterize the doping of the p-type layer. First, carrier concentration (from Hall effect measurements, assuming a Hall factor of unity) was plotted versus the resistivity for a series of p-type GaAs films grown in a single MOCVD reactor. For each solar cell used in the present study, the resistivity of the p-layer was measured using an adjacent test resistor. The hole concentration $p_0$ was then deduced for each cell from the measured resistivity, using the previously constructed plot. The results are displayed in Table I. Next, Schottky barrier capacitors were formed by depositing aluminum on the p-layer of each cell, and quantity $(N_a - N_D)$ was deduced from reverse-biased capacitance-voltage (C-V) profiling measurements. The results of the C-V measurements are displayed in Table I. Finally, secondary ion mass spectroscopy (SIMS) confirmed that the p-layer of each sample was uniformly doped. SIMS analysis measured the Zn concentration, $N_{Zn}$. (However, the absolute accuracy of SIMS analysis was deemed to be only a factor of 2.)

Results of the measurements for cells with five different p-type dopings are summarized in Table I. The quantity $(n_0D_n)$ was obtained from the slope of $J_{01e}$ versus etch time according to (4). The temperature during the experiment was also listed in Table I. Following del Alamo, we have scaled $(n_0D_n)$ products to 300 K by using the known temperature dependence of $n_0$.\(^5\) The maximum error introduced by this temperature scaling should not exceed 4%.

Figure 2 is a plot of $(n_0D_n)$ at 300 K versus dopant density. To highlight the effects of heavy impurity doping, we also indicate the $(n_0D_n)$ product computed without considering heavy doping effects (except for degeneracy of hole gas). The dashed line was evaluated from:

$$n_o = \frac{n_{o_w}^2}{p_o} e^{n_o},$$

using the minority-carrier electron mobilities predicted by Walukiewicz et al.\(^6\) for uncompensated p-GaAs, $n_{o_w} = 2.25 \times 10^6 \text{ cm}^2/\text{V} \cdot \text{s}$. Since measured minority-carrier electron mobilities in MOCVD-grown GaAs are less than those predicted by Walukiewicz et al.\(^6\) for uncompensated material, the dashed line in Fig. 2 should be regarded as an upper limit for $(n_0D_n)$ in the absence of heavy dopant effects. Comparison of the dashed line with the experimental results shows that a substantial increase in $(n_0D_n)$ is associated with heavy doping effects. The increase is a factor of 10 at $p_o \approx 10^{19} \text{ cm}^{-3}$, and underscores the importance of correctly modeling these phenomena in order to accurately determine the doping of the p-type layer.

### Table I. Summary of the measurements. The product $(n_0D_n)$ is listed both at the measurement temperature $T$ and at 300 K. C-V measurements could not be obtained for the highest doped sample, No. 5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$T$ (°C)</th>
<th>Resistivity (Ω cm)</th>
<th>$p_o$ (cm$^{-3}$) (Hall effect)</th>
<th>$N_a - N_D$ (C-V) (SIMS)</th>
<th>$N_{Zn}$ (cm$^{-3}$)</th>
<th>$(n_0D_n)$ at $T$ (10$^{-4}$ cm$^{-1}$ s$^{-1}$)</th>
<th>$(n_0D_n)$ at 300 K (10$^{-4}$ cm$^{-1}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.0</td>
<td>0.062</td>
<td>6.3 x 10$^{17}$</td>
<td>6 x 10$^{17}$</td>
<td>1.1 x 10$^{18}$</td>
<td>5.5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>25.0</td>
<td>0.040</td>
<td>1.0 x 10$^{18}$</td>
<td>1 x 10$^{18}$</td>
<td>1.7 x 10$^{18}$</td>
<td>4.5</td>
<td>6.7</td>
</tr>
<tr>
<td>3</td>
<td>22.4</td>
<td>0.018</td>
<td>3.0 x 10$^{18}$</td>
<td>3 x 10$^{18}$</td>
<td>3.0 x 10$^{18}$</td>
<td>1.4</td>
<td>3.5</td>
</tr>
<tr>
<td>4</td>
<td>23.4</td>
<td>0.014</td>
<td>4.6 x 10$^{18}$</td>
<td>5 x 10$^{18}$</td>
<td>5.9 x 10$^{18}$</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>23.3</td>
<td>0.0079</td>
<td>1.3 x 10$^{19}$</td>
<td>5 x 10$^{18}$</td>
<td>1.2 x 10$^{19}$</td>
<td>0.70</td>
<td>1.5</td>
</tr>
</tbody>
</table>


Klausmeier-Brown et al.
predict the behavior of GaAs devices that contain heavily doped regions. Note that the behavior of the product \((n_0D_n)\) versus hole concentration \(p_0\) at \(T = 300\) K. The values of \(p_0\) used were those obtained from Hall-effect measurements. The dashed curve was obtained using the theoretical minority electron diffusion coefficient from Ref. 6 with Eq. (5), assuming no compensation.

Measurements of electron current in \(p^+\)-GaAs diodes were presented and analyzed. The large magnitude of the measured currents in cells doped greater than \(10^{18}\) cm\(^{-3}\) on the \(p^+\)-side was attributed to heavy doping effects in \(p^+\)-GaAs. These effects are analogous to so-called band-gap narrowing effects in silicon and were found to be comparable in magnitude to those observed in \(p^+\)-Si. To accurately model GaAs devices such as solar cells and bipolar transistors, heavy doping effects must be treated. Further work is needed to extend the measurements over a wider range of doping densities and dopant types, to separate out the effects of heavy doping on the minority-carrier diffusion coefficient, and to explore heavy doping effects in \(n\)-GaAs.
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We have investigated the dark current-voltage characteristics of GaAs $pn$ homojunctions whose surfaces have been passivated with Na$_2$S and (NH$_4$)$_2$S chemical treatments. Reductions in $2kT$ perimeter recombination currents by a factor of 3.2 were obtained for the two treatments. A shunt leakage, observed at low forward bias for the Na$_2$S treated devices, is virtually eliminated with the (NH$_4$)$_2$S treatment. It is also shown that even the high quality, large area (0.25 cm$^2$) $pn$ diodes used in this study are dominated by $2kT$ edge currents before passivation.

Due to a large density of surface states the performance of GaAs devices, such as solar cells and heterojunction bipolar transistors (HBT's), can be dominated by recombination at exposed mesa edges. This recombination at the exposed perimeter gives rise to an additional component of forward biased current for a GaAs $pn$ diode. The total current in a forward-biased GaAs $pn$ junction can be represented as

$$I = J_{01} A [e^{\frac{\Delta\phi}{kT}} - 1] + (J_{02A} + J_{02P}) [e^{\frac{\Delta\phi}{kT}} - 1]. \quad (1)$$

The saturation current densities $J_{01}$ and $J_{02}$ are associated with carrier recombination in the quasi-neutral and bulk space-charge regions, respectively, and $A$ is the area of the $pn$ junction. The current density $J_{02P}$ is associated with recombination at the exposed mesa edge and $P$ is the perimeter of the $pn$ junction. Even for the large square ($A = 0.25$cm$^2$) GaAs diodes reported in this letter, the total perimeter recombination current is much larger than the bulk space-charge recombination current.\(^1\)

The elimination or lowering of surface recombination can therefore significantly reduce the $2kT$ current of a GaAs diode. This reduction in $2kT$ current would result in an increase in gain at a given collector current for a HBT. Lowering of the dark current due to reduction in $2kT$ current of a solar cell will increase the one-sun fill factor and hence increase the efficiency of the cell.\(^1\) The lowering of the $2kT$ perimeter recombination current in $pn$ GaAs diodes also allows one to observe the $2kT$ bulk recombination current; thereby studies could be performed to correlate bulk $2kT$ recombination current with defects and impurities, and the possibility of further reduction in $2kT$ current. A reduction in perimeter surface states may also reduce edge generation and increase the storage time of dynamic GaAs memories.\(^2,3\)

Recently, photochemical\(^4\) and chemical\(^5,8\) treatments have been shown to be effective in lowering the surface state density of III-V semiconductors. This reduction of the surface state density unpins the Fermi level at the surface and also reduces the nonradiative recombination at the surface.\(^6\) However, these treatments are far from ideal. They last for only a short time in room air (anywhere from 20 min for the photochemical treatment to 18–48 h for a Na$_2$S chemical treatment). Another problem with the Na$_2$S chemical treatment is the introduction of a surface conduction. For a GaAs solar cell or emitter base junction of a HBT, the surface conduction is manifested as a shunt leakage at low forward bias.

While the nature of the semiconductor surface after treatment is not known, it appears that the common link between various chemical treatments is sulfur-containing compounds. The most widely reported compound is Na$_2$S. It is not known if the other elements of the various sulfide compounds contribute to the nature of the interface or just provide a vehicle to present sulfur to the surface of the semiconductor. Nottenburg et al.\(^8\) have investigated the effects of the Na$_2$S treatment on the dark current-voltage ($I$–$V$) characteristics of AlGaAs/GaAs $pn$ heterojunctions. In this letter we report the effects of Na$_2$S and (NH$_4$)$_2$S treatments on the dark $I$–$V$ characteristics of GaAs $pn$ homojunctions.

The diodes used in this study were grown by metalorganic chemical vapor deposition (MOCVD) in a commercial five-wafer reactor. The same reactor and growth procedure has recently produced $p/n$ heteroface solar cells which have the highest reported AM1.5 efficiency, indicating very high film quality.\(^9\) The device structure and relevant device parameters are shown in Fig. 1. After film growth, metal
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**FIG. 1.** Cross section of the GaAs diodes used in this study.
patterns were defined using image reversal photolithography and lift-off. Then conventional photolithography and wet chemical etching were used to define mesas. Two size devices were fabricated, one a 0.5 cm on a side square and the second a 0.5 cm by 310 μm rectangle.

The chemical treatments started by etching the devices for 10 s in 1:1:500 H2SO4:H2O2:H2O, followed by a rinse in de-ionized water. The Na2S treatment then consisted of soaking the wafer in a 1 M solution of the sulfide. The device was allowed to soak for up to 10 min to allow for chemical reaction. The devices were then spun dry at 3000 rpm for 60 s, which left a thin polycrystalline film of Na2S·9H2O over the surface of the wafer. If insufficient time (approximately 7 min or less) was allowed for the chemical to react, no surface passivation took place and no reduction of edge currents was observed. Such devices, however, exhibited a hysteresis in their I-V characteristics indicating a charge trapping at the improperly treated surface.

The (NH4)2S treatment consisted of making a saturated solution of (NH4)2S from H2S and electronic grade NH4OH. After etching the sample for 10 s in the 1:1:500 H2SO4:H2O2:H2O solution, the wafer was rinsed in de-ionized water and soaked in the (NH4)2S solution for up to 5 min. The wafer was then rinsed with de-ionized water and blown dry with N2. This treatment left no visible film on the wafer.

Displayed in Fig. 2 is a typical diode I-V characteristic before treatment and after the above described Na2S and (NH4)2S chemical treatments. The Na2S treatment was removed by rinsing in de-ionized water3 before performing the (NH4)2S chemical treatment. [I-V] characteristics similar to those shown in Fig. 2 were obtained when the order of the Na2S and (NH4)2S chemical treatments was reversed. The (NH4)2S treatment can be removed by spinning on AZ1350J photoresist and then rinsing off the photoresist with acetone. As is readily visible, the device initially exhibited no kT diffusion current but only a 2kT recombination current (series resistance effects are observed at high bias). After the Na2S treatment, the device exhibited lower 2kT recombination current and a shunt leakage at low forward bias. As also seen in Fig. 2, after the (NH4)2S treatment the device exhibited a slightly better reduction in the 2kT recombination current than after the Na2S treatment. In addition, after the (NH4)2S treatment the device has one order of magnitude less shunt leakage at low forward bias than after the Na2S treatment.

We have also observed a much slower aging of our (NH4)2S treated devices than our Na2S treated devices. The cause of the aging of the Na2S treatment is probably the humidity of the room air since the Na2S treatment can be removed by rinsing with de-ionized water. Since the (NH4)2S passivation persists after the de-ionized water rinse, it is not surprising that the (NH4)2S treatment is less reactive with room air.

The expression for the pre-exponential factor for the recombination current is

$$I_0 = A_0 e^{-\frac{E_A}{kT}} + P A_0,$$

where A and P are the area and perimeter of the device, respectively. Since $I_{02}$ is the measured current, it will contain a bulk component and perimeter component. To quantify, the reduction in the surface component, the bulk component must be known. However, to investigate extreme cases where surface or bulk currents are dominating, one needs only to examine the scaling of the current. If the devices are bulk dominated, the ratio of currents for two different size devices will be equal to the ratio of their areas. If the devices are surface dominated, then the ratio of their currents will be equal to the ratio of their perimeters.

The average observed initial $I_{02}$ for our large area devices was 1.76 pA and for our small area devices was 0.93 pA. The ratio of these currents is 1.89. A comparison of this to the ratio of the perimeters (1.88) and areas (16) indicate that the devices are perimeter dominated. Since the initial 2kT current is all perimeter current, the perimeter recombination current density is $J_{02p} = 8.80 \times 10^{-13}$ A/cm. For the treated devices, the average values of $I_{02}$ were 1.02 and 0.325 pA for the large and small area devices, respectively. This gives a ratio of 3.14 for the currents, indicating that the devices are neither perimeter nor bulk dominated. However, the surface component has been reduced to a value comparable with the bulk component. We have used Eq. (2) to estimate the 2kT recombination current densities after the chemical treatments obtaining $J_{02b} = 1.85 \times 10^{-12}$ A/cm and $J_{02s} = 2.79 \times 10^{-12}$ A/cm. The treatments therefore produced a reduction by a factor of 3.2 in perimeter current.

In conclusion, we have investigated the effects of Na2S and (NH4)2S chemical passivation on the dark I-V characteristics of GaAs pn homojunction diodes. Comparable reduction in 2kT edge recombination current by a factor of 3 was observed for Na2S and (NH4)2S chemically passivated diodes. The shunt leakage observed at low forward biases for Na2S treated devices was virtually eliminated with the (NH4)2S surface passivation. We have also demonstrated that even for large area pn GaAs homojunction diod
The recombination current is due to edge effects in high quality material.
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