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The efficiencies of III-V solar cells, especially GaAs-based cells, continue to rise. Because the material quality of such solar cells is now so high, it is time to examine the device design closely in order to ascertain what limits the performance of present, record-efficiency cells. Such work will provide accurate estimates of the realistic efficiency limits of III-V solar cells and will provide a roadmap for reaching ultimate efficiencies.

This project's objective is to improve our understanding of the generation, recombination, and transport of carriers within III-V homo- and heterostructures. The project consists of the fabrication and photovoltaic characterization of the basic building blocks of III-V cells: the pn junction, the pn heterojunction, the isotype (p-p and n-n) heterojunction) and graded gap semiconductors. A significant effort is also being directed at analyzing and understanding the performance of high-quality, III-V solar cells fabricated in industrial research laboratories throughout the United States. The project's goal is to use our understanding of the device physics of high-efficiency cell components to maximize cell efficiency. A related goal is the demonstration of new cell structures fabricated by molecular beam epitaxy (MBE). The development of measurement techniques and characterization methodologies is also a project objective. The insight into III-V device physics expected to occur during the course of this work will, we believe, identify paths towards higher efficiency III-V cells.

This report describes our progress during the second year of the project. Much of the first year was devoted to establishing MBE growth techniques, device fabrication capability, and at expanding our electrical characterization laboratory. This year's efforts were directed at the basic studies which comprise the core of the program. This report details accomplishments in the following areas: 1) baseline analysis of recombination losses in high-performance, GaAs, p-n heteroface cells, 2) characterization of electron injection currents in p+ GaAs, 3) development of current DLTS for solar cell diagnostics, 4) measurement of recombination velocities at p−p+ homo- and heterojunctions, and 5) observation of dark current suppression by AlxGa1−xAs buffer layers.

We have benefitted greatly from interactions with industrial researchers who have generously provided state-of-the-art GaAs solar cells for our work. In particular, we acknowledge David Lillington of Spectrolab Inc., Robert Loo of Hughes Research Laboratories, Peter Iles of Applied Solar Energy Corporation, Gene Blakeslee of SERI, and Hugh McMillan of Varian Associates all of whom supplied solar cells for our research. Special thanks to Steve Tobin and colleagues at Spire Corporation who provided a whole series of p-n heteroface solar cells for the basic studies described in Chapters 1 and 2.

This work was supported by the Solar Energy Research Institute under subcontract XL-5-0501§. M. E. Klausmeier-Brown was supported by a fellowship from the Eastman Kodak Company and Paul DeMoulin by Sandia National Laboratories.
SUMMARY

Objectives

The objective of the project is to raise the understanding of dark current mechanisms in GaAs-related solar cells to a level comparable to that of silicon cells. Motivation for this work arises from the observation that much of the progress in crystalline silicon cell performance has occurred as a result of a very deep knowledge of the physics controlling the cell's dark current. Based on this knowledge, new cell structures evolved to suppress dominant dark current mechanisms. A comparable level of knowledge of GaAs cell device physics does not yet exist, but will be essential if cell performance near the thermodynamic limit is to be achieved.

Discussion

A broad investigation of minority carrier transport and recombination in GaAs has been initiated. The work includes investigating high-performance cells, in order to characterize performance-limiting factors, and experiments on MBE-grown test structures designed to obtain specific information on various aspects of minority carriers in GaAs. Several of the major thrusts of the projects are briefly described in this section.

Recombination Mechanisms in p/n Heteroface Cells

Because a comprehensive data base characterizing the device physics of high-efficiency, p/n heteroface solar cells did not exist, we undertook to create one using solar cells supplied to us by industrial research laboratories. The conclusions of this on-going study, which is discussed in Chapter 1, are, in brief, as follows. As expected, the very highest efficiency cells show exceeding low densities of mid-gap traps. Only one recombination center, whose density is below 10^{14} cm^{-3} and which appears to be EL2, is observed in very high quality cells. The very low space-charge recombination (n=2) current has two consequences: 1) the diffusion current (n=1) is a substantial portion of the 1-sun dark current and dominates under concentration, and 2) the low bulk n=2 current means that edge recombination is important and contributes significantly to the n=2 current at 1-sun in small (0.25cm^2) cells. The diffusion current appears to be dominated by hole injection into the bulk, which suggests that cell efficiency can be improved if hole injection can be suppressed.

Electron Injection in p-GaAs

The minority carrier electron density in the p-type region of a forward biased diode is proportional to n_{ie}^{2}D_{n}, where n_{ie} is the effective intrinsic carrier density and D_{n} is the minority carrier diffusion coefficient. In heavily doped silicon, this product is about 100 times the value estimated by using n_{i} for lightly doped silicon along with majority carrier mobility values. Information on the value of this parameter in GaAs is not available, but its value is required for all device models. Chapter 2 describes the results of experiments undertaken by our group to estimate the value of this parameter in p-GaAs.

In contrast to the observed behavior of p-type silicon, we find that the n_{ie}^{2}D_{n} product decreases with doping density in the middle 10^{17} to low 10^{18} cm^{-3} range. Bandgap narrowing effects which dominate the design of silicon cells appear to have little effect for typically employed emitter dopings of p/n heteroface cells. Data on the n_{ie}^{2}D_{n} product of very heavily doped p-GaAs, such as that employed for back-surface fields, is not yet available. Further work is needed to map out the value of this parameter as a
function of doping, to understand the result theoretically, and to explore the implications for cell design.

**Properties of Minority Carrier Mirrors for GaAs-Based Solar Cells**

A systematic experimental study of minority carrier mirrors for GaAs-based solar cells has been undertaken. The experiments completed so far utilize $n^+/p$ GaAs diodes fabricated with films grown by molecular beam epitaxy (MBE). Cells were fabricated with (i) the p-type base grown directly on the p+ substrate, (ii) the p-type base grown on a p+ buffer layer, and (iii) the p-type base grown on a p+ AlGaAs buffer layer. The dark current-voltage characteristics were then analyzed to compare the ability of various minority carrier mirrors to suppress dark current. The results showed that $p^-p^+$ low-high homojunctions are ineffective as minority carrier mirrors; they displayed an interface recombination velocity of $\sim 6 \times 10^5$ cm/sec. The heterojunction back-surface field was only slightly more effective - an observation we attribute to the poor quality of the interface. Using demonstrated techniques for producing high-quality interfaces (e.g. with superlattice buffer layers) would, we believe, further lower the interface recombination velocity. One unexpected result was observed - the presence of an AlGaAs buffer layer seemed to reduce the space-charge region recombination current. Since DLTS showed reduced levels of deep traps in these films, the AlGaAs layer may have a beneficial gettering effect. Heterojunction back-surface fields may provide benefits for high-efficiency cells quite distinct from their minority carrier reflecting properties.

**Applications of Current DLTS to Solar Cell Diagnostics**

Deep levels in semiconductors are commonly characterized by capacitance transient measurements (e.g. DLTS), but the large areas of solar cells complicate such measurements by overloading typical capacitance meters. In principle, however, current transients serve equally well and can even provide greater sensitivity in some cases. For these reasons, we have investigated the use of current transient measurements for the diagnostic evaluation of solar cells. The basic DLTS measurement and analysis technique has been modified; measurements are made at a constant temperature, and the spectra are plotted versus effective emission rate (as opposed to the usual plot versus temperature). For this reason, we call the technique emission-DLTS, or eDLTS.

Current sensing and amplifying circuitry has been designed and built, and data processing software was developed and implemented. The technique was applied to 0.25cm$^2$ GaAs solar cells. Advantages of the new technique include the ease of application to large area p-n junctions typical of solar cells, and the elimination of errors due to temperature hysteresis and unaccounted-for temperature dependencies. The theory and implementation of this technique are described in Chapter 3 of this report.

**Conclusions**

The basic studies our group is now engaged in are directed at providing information for attaining cell efficiencies near the thermodynamic limit. The work is motivated by three questions: 1) what are the values of the key physical parameters which control cell performance? 2) what are the dominant recombination loss mechanisms in present-day, high-performance cells and 3) how should cells be designed to minimize recombination losses? These basic studies, complemented by the sophisticated numerical device simulation capability at Purdue, should provide a roadmap for maximizing cell performance. The work is specifically directed at GaAs-based solar cells, but the methodology being developed for diagnosing cell performance and for the design of new cells should be broadly applicable.
The significant accomplishments of the past year's work are: 1) the first investigation of bandgap narrowing effects in p-GaAs, 2) measurement of the interface recombination velocity of p–p+ back-surface fields in GaAs cells, and observation of dark current suppression by heterojunction back-surface fields. 3) Analysis and autopsy of recombination mechanisms in high-efficiency MOCVD-grown p/n heteroface cells, and 4) development of a "current-DLTS" technique for solar cell diagnostics. The bandgap narrowing experiments show a decreasing $n^*D_1$ product in the $10^{17} - 10^{18}$ cm$^{-3}$ doping range, which contrasts with the observed behavior in silicon. It is important to extend these measurements to the heavier doping typically used for back-surface fields and to characterize bandgap narrowing in n-GaAs. Our minority carrier mirror experiments showed that p-type homojunction back-surface fields are ineffective at confining minority carriers, which suggests that heterojunction back-surface fields will have to be employed. Work directed at understanding this effect and at extending the measurement to n-GaAs will continue. Our work on characterizing recombination mechanisms in p/n heteroface cells is providing a wealth of information on cell device physics. The next task is to study device performance as cell design is varied. The current DLTS technique shows promise for diagnosing actual large area solar cells rather than small test diodes. DLTS has not yet provided us with a good diagnostic tool because the results of small test diodes rarely correlate with the performance of adjacent, large area cells. Work to apply this technique to 2 cm by 2 cm solar cells will be undertaken.
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CHAPTER 1

RECOMBINATION MECHANISMS IN
P/N HETEROFACE CELLS

Preface

This chapter is a status report describing an on-going study directed at characterizing recombination mechanisms in high-quality, p/n heteroface solar cells. The objective is to create a data base which characterizes the performance of present-day cells and to identify the efficiency-limiting mechanisms of current cells. The highest efficiency cells studied displayed extremely low \( n=2 \) (space-charge recombination) and \( n=1 \) (minority carrier diffusion) currents. Because the bulk, space-charge recombination currents in these cells is so low, the \( n=2 \) current is significantly affected by perimeter recombination, even in relatively large area (\( A = 0.25 \text{cm}^2 \)) cells. Although DLTS measurements have identified a few different defects in these cells, no strong correlation to the measured dark current was observed. DLTS measurements on the highest efficiency cells show only one deep level, which appears to be EL2. For very high efficiency cells, the minority carrier diffusion current comprises a substantial fraction of the dark current at one sun and dominates under concentration. In these cells the \( n=1 \) current can be explained by hole injection into the n-type bulk. For typically doped p\textsuperscript{+} emitters, the emitter current component appears to be negligible. So-called bandgap narrowing effects, which are so important in p\textsuperscript{+} silicon, were found to have little effect on conventionally designed p/n heteroface cells. The measurements described in this chapter also suggest that the front surface recombination velocity can sometimes exceed \( 10^5 \text{ cm/sec} \). Control of this parameter is essential for achieving maximum efficiency.

1.1. INTRODUCTION

Although the reported efficiencies of GaAs solar cells continue to advance [1,2], our understanding of the device physics of these cells is primitive when compared to the understanding of crystalline silicon cells. An improved understanding of the injection and recombination of minority carriers in GaAs is a prerequisite for achieving GaAs-based cell efficiencies near the thermodynamic limit. Detailed studies which relate the measured dark current to the cell’s material and structural parameters are lacking. Little work has been reported on the role of so-called bandgap narrowing effects or the value of minority carrier diffusion coefficients—both important factors in silicon devices. In this chapter we report, analyze, and interpret the measured dark I-V and solar-cell characteristics of a series of MOCVD, GaAs, p/n heteroface solar cells. The objective of the study is to identify loss mechanisms in high-efficiency GaAs cells so that new cells, specifically designed to suppress these mechanisms, can be developed. The results obtained thus far suggest that with proper cell design additional reductions in dark current can be achieved.

For this study, dark currents were characterized by:

\[
J = (J_{0F} + J_{0E} + J_{0B}) (e^{qV/kT} - 1) + (J_{02B} + J_{02S}) (e^{qV/2kT} - 1),
\]

where the \( n=1 \) component of the saturation current density, \( J_{0F} + J_{0E} + J_{0B} \), is the sum of the the front-surface, bulk-emitter and base component of currents respectively. The \( n=2 \) current component consists of the bulk space-charge current, \( J_{02B} \),
and the surface current at the space-charge perimeter, $J_{02S}$. To understand the cell's device physics, each of the various current components must be related to the material parameters and physical structure of the cell. While it is easy to extract a $J_{01}$ and $J_{02}$ by curve fitting a measured J-V characteristic, it is rather difficult to deduce the various physical components of these two saturation current densities. Much of the work to be described in this chapter is directed at just this objective — to quantify the recombination currents associated with the various regions of the cell. This insight into the sources of recombination is essential for designing higher performance cells.

Simple expressions for carrier injection into the emitter can be used because the electron diffusion length is expected to be much greater than the quasi-neutral emitter thickness. For the cells under consideration, we require $\tau_n \gg 0.03$ nanoseconds; $\tau_n$ is expected to be roughly 100 times this value in the high-efficiency cells used for this study. Under these conditions, the minority carrier electron distribution within the p-type emitter is approximately linear and the emitter component of $J_{01}$ can be estimated from

$$J_{0E} = \frac{q n_{iE} W_E}{N_A} \times \left( S_F + \frac{D_n W_E}{L_n^2} \right),$$

where $S_F$ is the front surface recombination velocity.

When the emitter surface is passivated by an Al$_{0.9}$Ga$_{0.1}$As heteroface, $S_F$ should be low and (2) reduces to

$$J_{0E} = \frac{q n_{iE} W_E}{N_A \tau_n} .$$

If the heteroface layer were removed, $S_F$ would be high and (2) would approach

$$J_{0E} = \frac{q n_{iE} D_n}{N_A W_E} .$$

Equation (4), which shows that the emitter current varies as the inverse of the emitter thickness when the emitter surface is unpassivated, is the basis of an etch experiment to be described in the following section.

The current due to hole injection into the n-type base can be evaluated from

$$J_{0B} = \frac{q n_{iB} D_p}{N_D L_p} ,$$

where $L_p'$, an effective diffusion length for holes, depends on the actual diffusion length, the thickness of the base, and on the back-surface recombination velocity.

In addition to dark I-V measurements, we also characterized the performance of cells under illumination. By measuring a cell's short-circuit current and its reflectance as a function of optical wavelength, the internal quantum efficiency was deduced. A one-dimensional numerical simulation program, PUPHS1D [3], was then used to compare and extract minority carrier lifetimes and a front-surface recombination velocity from the internal quantum-efficiency data. This technique, coupled with the dark IV analysis and DLTS measurements, are the tools used for exploring the sources of
recombination.

The chapter is organized as follows. Section II discusses the experimental results: the description of cell structure and the fabrication process, the dark I-V extraction of \( J_{01} \) and \( J_{02} \), quantum efficiency data, and etch experiments. Sections III and IV discuss the \( n=2 \) and \( n=1 \) components of dark current, respectively. The implications of these preliminary results for high-efficiency cell design are explored in Sec. V. And finally, Sec. VI summarizes the status of state-of-the-art GaAs solar-cell design.

1.2. EXPERIMENTAL RESULTS

The cell structure for the conventional GaAs solar cell is the p/n heteroface design, shown in Fig. 1. Starting with a heavily doped n-type substrate, a heavily doped n-type buffer layer is grown (for this study by MOCVD) that serves as a back-surface field. Atop this layer is a relatively low-doped n-type base region whose material quality is critical since a low minority carrier lifetime can severely limit the cells open-circuit voltage as well as restrict collection of light-induced carriers. On the base is a heavily doped p-type emitter. Its heavy doping helps minimize resistive drops due to the lateral current flow to the front metal grid and also suppresses minority carrier injection into the emitter. A wide bandgap material, Al\(_{0.9}\)Ga\(_{0.1}\)As, is grown on top of the GaAs emitter. The small lattice mismatch at the Al\(_{0.9}\)Ga\(_{0.1}\)As/GaAs interface produces effective surface-recombination velocities that are several orders of magnitude less than the recombination velocity, 10\(^7\) cm/sec, commonly seen at GaAs surfaces [4]. Optical absorption in Al\(_{0.9}\)Ga\(_{0.1}\)As is low due to its large and indirect minimum bandgap and because the width of the heteroface is only several hundred angstroms. Ohmic contacts are subsequently formed on a GaAs cap-layer to avoid making contact to a wide bandgap semiconductor. Finally, an antireflection coating is laid on the top surface to reduce optical reflection losses. For the cells investigated, the p-type dopant was Zn.

Dark-current characteristics, solar-cell parameters, and cell-structure parameters (e.g. doping densities and layer thicknesses) were measured for four sets of cells. The first set, batch 052, had cell dimensions and doping densities as shown in Table 1.
Fig. 1 Structure of the conventional P/N heteroface cell.
Table 1. Cell-structure, dark I-V (28 °C), and solar-cell (25 °C) parameters for cells 052, 733, 738, 746.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Wafer 052</th>
<th>Wafer 733A(B)</th>
<th>Wafer 738</th>
<th>Wafer 746</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_E (\mu m)$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_B (\mu m)$</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$P^+\text{ emitter (cm}^{-3}\text{)}$</td>
<td>$6.0 \times 10^{17}$</td>
<td>$2.0 \times 10^{18}$</td>
<td>$2.0 \times 10^{18}$</td>
<td>$2.0 \times 10^{18}$</td>
</tr>
<tr>
<td>$N\text{ base (cm}^{-3}\text{)}$</td>
<td>$1.8 \times 10^{17}$</td>
<td>$2.0 \times 10^{17}$</td>
<td>$2.0 \times 10^{17}$</td>
<td>$2.0 \times 10^{17}$</td>
</tr>
<tr>
<td>$N^+\text{ base(cm}^{-3}\text{)}$</td>
<td>$2.0 \times 10^{18}$</td>
<td>$2.0 \times 10^{18}$</td>
<td>$2.0 \times 10^{18}$</td>
<td>$2.0 \times 10^{18}$</td>
</tr>
<tr>
<td>$J_{02} (A/cm^2)$</td>
<td>$0.6 \times 10^{-10}$</td>
<td>$0.2(0.4) \times 10^{-10}$</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\tau_{SCR} (\text{nsec})$</td>
<td>4</td>
<td>8(4)</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>$J_{01} (A/cm^2)$</td>
<td>$0.7 \times 10^{-18}$</td>
<td>$0.2(0.2) \times 10^{-18}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>$0.4 \times 10^{-18}$</td>
</tr>
<tr>
<td>$V_{oc} (\text{volts})$</td>
<td>0.972</td>
<td>1.014(1.001)</td>
<td>1.025</td>
<td></td>
</tr>
<tr>
<td>FF (%)</td>
<td>83.1</td>
<td>84.5(82.9)</td>
<td>82.7</td>
<td></td>
</tr>
<tr>
<td>$J_{SC} (mA/cm^2)$</td>
<td>22.1</td>
<td>22.9(22.1)</td>
<td>26.7</td>
<td></td>
</tr>
<tr>
<td>$\eta (% \text{ AM1.5})$</td>
<td>17.9</td>
<td>19.6(18.3)</td>
<td>22.6</td>
<td></td>
</tr>
</tbody>
</table>

For wafer 733, some cells (A) had AR coats applied by thermal evaporation while others (B) were applied by electron-beam evaporation. The numbers enclosed in parentheses are for cells 733B.

The p-type emitter doping density was deduced by measuring the resistance of a test resistor adjacent to each cell and was confirmed by C-V profiling using an aluminum Schottky barrier deposited directly on the p-type emitter. With the emitter doping known, the base doping was determined by the zero-bias capacitance of the p-n junction. The targeted thickness of the p-type emitter was confirmed during an etch experiment described below. The antireflection coating was Ta$_2$O$_5$ for cells on wafer 052. Au/Zn ohmic contacts covered approximately 6% of the surface. The cell area was 0.25 cm$^2$. The three other sets of cells, 733A, 733B, and 738, were found to possess a higher emitter doping level. Cells 733A and 733B were initially on the same wafer. After cleaving the wafer, a double-layer antireflection coating, ZnS/MgF$_2$, was deposited by thermal evaporation on cells 733A. On cells 733B, the antireflection coating, Ta$_2$O$_5$/MgF$_2$, was deposited by E-beam evaporation to explore possible differences in the two deposition technologies. The remaining set of cells with heavily doped emitters, those from batch 738, had a thinner emitter and a double-layer
antireflection coating, ZnS/MgF₂, deposited by thermal evaporation. Only dark I-V measurements were performed on a fifth set of cells, 746. Solar-cell parameters were not measured for these cells because their GaAs cap layers had not been removed.

The forward-biased dark-current characteristics were measured using four-point probe techniques and a Hewlett-Packard 4145A parameter analyzer with a temperature-controlled stage. A typical result, shown in Fig. 2, displays an n=2 characteristic at low biases and a fall-off at high biases due to the diode's series resistance. By curve-fitting in the region where 1<n<2, which occurs before series resistance becomes important, the saturation current density for the n=1 component of the current was extracted. The n=1 saturation current density, J₀₁, was verified by comparing it with that deduced from the cell's measured open-circuit voltage, which does not suffer from the series resistance limitation. The average saturation current densities along with the measured solar-cell parameters are shown in Table 1. The complete set of data is given in Appendix A. An inspection of Table 1 reveals that some cells had substantially lower n=2 currents than did others. Table 1 also reveals that cells on wafer 052 showed much higher n=1 currents than did the others. The lighter emitter doping of these devices cannot account for this difference. As we discuss in Sec. IV, the cell's performance indicates that its front surface recombination velocity exceeds 10⁷ cm/sec.

For silicon bipolar devices, so-called bandgap narrowing effects are an important consideration, but no study of these effects on the electrical performance of GaAs diodes has been reported. To deduce the parameter, nₑDₑ, which often controls injected diffusion currents, we performed etch experiments on cells 052-22 (light emitter doping) and 746-6 (standard emitter doping). Briefly, these experiments consisted of extracting J₀₁ after successive etches which thinned the emitter. With the heteroface removed, the diffusion current is dominated by the emitter component and for a thin emitter, (2) reduces to

$$J_{01} \approx J_{01} = \frac{q n_e^2 D_n}{N_A W_E(t)} \times \frac{S_F}{D_n W_E(t) + S_F}.$$  

According to (6), a plot of the measured 1/J₀₁ versus emitter thickness (or etch time, assuming a constant etch rate) should be linear. Fig. 3 shows that the observed current varied as expected. From the slope of 1/J₀₁ versus etch time the product, nₑDₑ, was deduced. The conclusion, discussed more fully in Chapter 2 of this report, is that nₑDₑ decreases with doping density in the range of concentrations typically employed for emitters of p/n heteroface cells.

The emitter etch experiments also provided information about the n=2 component of the saturation current. Besides J₀₂ₑ, the bulk space-charge component, there is also an n=2 current component associated with recombination in space-charge regions at the cell's perimeter. The saturation current density for this mechanism is proportional to the junction perimeter-over-area ratio, P/A, and is written as

$$J_{02S} = S_{SCR} L_s q n_i P A,$$  

where S_{SCR} is the surface-recombination velocity in the space-charge region at the perimeter of the junction, and L_s is a surface diffusion length. For large area cells, P/A is relatively small and the perimeter current is negligible. While 0.25 cm² diodes are usually considered large, bulk dark currents in high-quality solar cells are so low that
Fig. 2  Dark current versus voltage characteristic for cell 052-22 at 28 °C.
Fig. 3  \(1/J_{OE}\) versus emitter etch time.
perimeter currents cannot automatically be assumed to be negligible. To estimate the 
magnitude of the perimeter current, the emitters of several cells were completely 
removed by wet etching between the metal contacts which increased the perimeter to 
area ratio from 8 to 567 cm\(^{-1}\). Two cells with lightly doped emitters, 052-22 (the same 
cell used for the etch experiment above) and 052-23, were etched first. The same 
experiment was conducted for five cells with more heavily doped emitters, 733A-20, 
738-9, 738-26, 746-6, and 746-7. For each cell, the \(n=2\) component of the saturation 
current was extracted before and after etching. Table 2 shows pre-etch and post-etch 
data for \(J_{02}\).

<table>
<thead>
<tr>
<th>Cell ID</th>
<th>(J_{02}) (A/cm(^2)) (pre-etch)</th>
<th>(J_{02}) (A/cm(^2)) (post-etch)</th>
<th>(S_{SCRL_s}) (cm(^2)/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>052-22</td>
<td>(0.21 \times 10^{-10})</td>
<td>(14 \times 10^{-10})</td>
<td>6.0</td>
</tr>
<tr>
<td>052-23</td>
<td>(0.27 \times 10^{-10})</td>
<td>(8.1 \times 10^{-10})</td>
<td>3.4</td>
</tr>
<tr>
<td>733A-20</td>
<td>(0.20 \times 10^{-10})</td>
<td>(34 \times 10^{-10})</td>
<td>14</td>
</tr>
<tr>
<td>738-9</td>
<td>(0.46 \times 10^{-10})</td>
<td>(98 \times 10^{-10})</td>
<td>41</td>
</tr>
<tr>
<td>738-26</td>
<td>(0.20 \times 10^{-10})</td>
<td>(20 \times 10^{-10})</td>
<td>8.3</td>
</tr>
<tr>
<td>746-6</td>
<td>(0.051 \times 10^{-10})</td>
<td>(32 \times 10^{-10})</td>
<td>13</td>
</tr>
<tr>
<td>746-7</td>
<td>(0.075 \times 10^{-10})</td>
<td>(19 \times 10^{-10})</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 2 Results of perimeter-current etch experiment (28 °C).

After the etch, \(J_{02}\) is dominated by recombination at the perimeter space-charge 
region. By equating the measured, post-etch, \(J_{02}\) to the right hand side of (7), a value 
for \(S_{SCRL_s}\) can be deduced. The results, displayed in Table 2, are in general agree­
ment with those reported by other workers [5,6]. Although \(S_{SCRL_s}\) may have been 
influenced by the etch, the results displayed in Table 2 can be used to estimate the 
perimeter current in the original, 0.25 cm\(^2\) cells. The implications of such estimates 
are discussed in Sec. 1.3.

The quantum efficiency data for the highest efficiency cell, 738-33, is shown in Fig. 4. 
The internal quantum efficiency was deduced from the measured external quantum 
efficiency and the cell's reflectance. The accuracy of the quantum efficiency data was 
confirmed by integrating the external quantum efficiency over the solar spectrum and 
by checking that it matched the measured short-circuit current.
Fig. 4 Quantum efficiency data for cell 738-3-33.
1.3. ANALYSIS OF \( n=2 \) CURRENT COMPONENT

Our objective in performing the measurements described above was to relate the measured dark current to the cell's material parameters, dimensions and doping densities. The \( n=2 \) component, which comprises a substantial fraction of the one-sun dark current is considered first. The \( n=2 \) saturation current density associated with recombination in the bulk space-charge region can be written as

\[
J_{02B} = \frac{q n_i W_{\text{eff}}}{\tau_{\text{SCR}}},
\]

where

\[
\tau_{\text{SCR}} = \sqrt{\tau_{\text{n}} \tau_{\text{p}}},
\]

and \( W_{\text{eff}} \) is an effective width given by

\[
W_{\text{eff}} = W_{\text{SCR}} \frac{\pi}{4} \frac{k_B T/q}{\left( V_{\text{bi}} - V_A \right) \left( V_{\text{bi}} - \frac{V_A}{2} - \frac{k_B T}{q} \ln \left( \frac{N_A}{n_i} \right) \right)^{1/2}},
\]

where \( V_A \) is the applied bias, \( W_{\text{SCR}} \) is the width of the space-charge region at bias \( V_A \), \( V_{\text{bi}} \) is the built-in voltage, and \( N_A \) is the emitter doping level. Equations (8a-8c) assume that dominant recombination centers are near midgap and that their electron and hole capture coefficients are roughly equal. The lifetime, \( \tau_{\text{SCR}} \), can be deduced by comparing (8a) with \( J_{02B} \) extracted from the measured data. The resulting lifetimes, also displayed in Table 1, are reasonable for device-quality GaAs.

DLTS measurements were performed on all cells except those from batch 746. On small diodes which were mesa-etched from the resistor pattern adjacent to each cell, only a single DLTS peak was observed. The trap level, \( E_C - E_T \approx 0.81 \text{ eV} \), and electron capture cross-section, \( \sigma \approx 7 \times 10^{-14} \text{ cm}^2 \), suggest that the peak is due to EL2. Note that cells 733A, 738, and 746 displayed an \( n=2 \) dark current substantially lower than did cells 052 and 733B. Cells 052 and 733B had anti-reflection coatings deposited by electron beam evaporation while the others were applied by thermal evaporation. When DLTS measurements were performed on the solar cells themselves, cells 733B showed an additional, very deep peak not observed in cells 733A and 738. These observations are consistent with the hypothesis that electron-beam evaporation introduces damage into the cells. One of the very earliest cells (not included in Table 1) showed an additional peak which we tentatively attribute to iron (refer to Chapter 3 for a discussion of these measurements). None of the later cells showed this peak. In summary, only one trap level, thought to be EL2, is observed in high-quality cells.

The results displayed in Table 2 suggest that the perimeter current may be an important component of the \( n=2 \) current — even for fairly large area cells. The perimeter current in 0.25 \( \text{cm}^2 \) cells was estimated using (7) with the \( S_{\text{SCR}}L_s \) values displayed in Table 2 and \( P/A = 8 \text{ cm}^{-1} \) (the assumption being that the etch did not alter the surface recombination velocity of the exposed perimeter). For the low-doped-emitter cells 052-22 and 052-23, we find that perimeter currents are significant to the overall \( n=2 \) current prior to etching. The perimeter current comprises roughly two-thirds and one-fourth of the observed \( n=2 \) current for the two cells respectively. Because the values for \( \tau_{\text{SCR}} \) were calculated using the assumption that the \( n=2 \) component is entirely due to bulk space-charge recombination, the values for \( \tau_{\text{SCR}} \) reported in Table 1 may underestimate the true lifetime. The cells with the more heavily doped emitters, 733A-20, 738-9, 738-26, 746-6, and 746-7 also had substantial perimeter.
currents. The estimated pre-etch perimeter currents were found to be substantially greater than the measured \( n=2 \) component of current.

These results demonstrate that perimeter currents are not negligible in high-quality, 0.25cm\(^2\) cells and suggest that they may even dominate cell performance. The fact that the estimated pre-etch perimeter current sometimes exceeded the measured pre-etch current, may indicate that the \( \text{H}_2\text{SO}_4:\text{H}_2\text{O}_2:\text{H}_2\text{O} \) etch employed adversely affected the cell's exposed perimeter.

1.4. ANALYSIS Of \( n=1 \) CURRENT COMPONENT

While the \( n=2 \) component of the cell's current can be readily understood in terms of the relatively low trap concentrations in these high-quality MOCVD films, the cell's \( n=1 \) component may control its performance. Using the average parameters in Table 1, we find that near the open-circuit voltage at one AM1.5 sun, the \( n=1 \) current is about equal to the \( n=2 \) current. It is important to understand the origin of the diffusion current and its relation to the cell's materials and device parameters because it will certainly dominate the performance of concentrator cells. Values for GaAs materials parameters, such as the effective intrinsic carrier concentration and minority carrier electron mobility, have been documented but their accuracy is not well established. To acquire confidence in these parameters, results of etch experiments were analyzed to quantify the product \( D_{nnE} \) in the emitter layer of the cells. For the case of a low recombination velocity at the Al\(_9\)Ga\(_{1}\)As/GaAs interface and a transparent emitter, \( D_n \) is not a factor in the emitter component of the diffusion current, as demonstrated by (3). When front surface recombination is a significant component of the diffusion current, however, both \( n_{EE} \) and \( D_n \) are important for predicting dark current. In either case, at least one of these parameters could create uncertainty in our prediction of \( J_{0F} + J_{0E} \).

To quantify \( D_{nnE} \), the first etch experiment was performed on cell 052-22, which had an emitter doping level of \( 6 \times 10^{17} \text{ cm}^{-3} \) and on cell 746-6, whose emitter was doped to \( 2 \times 10^{18} \text{ cm}^{-3} \). The \( D_{nnE} \) product can be estimated from the slope of \( J_{01} \) versus emitter thickness as displayed in Fig. 3. As described in Chapter 2 of this report, the \( n_{EE}D_n \) product was deduced from the slope of the measured \( 1/J_{01} \) versus etch time. The results obtained were \( D_{nnE} = 8 \times 10^{14} \text{ cm}^{-4}\text{sec}^{-1} \) for the cell with a lightly doped emitter and \( D_{nnE} = 7 \times 10^{14} \text{ cm}^{-4}\text{sec}^{-1} \) for the cell with a more heavily doped emitter. The product can also be estimated by theoretical models for electron mobility and effective intrinsic carrier concentration. Using an intrinsic carrier density from Blakemore [7], corrected for bandgap shrinkage in p-GaAs according to Casey and Panish [8], and the theoretical minority carrier mobility of Walukiewicz et al. [9], we deduce \( D_{nnE} = 7 \times 10^{14} \text{ cm}^{-4}\text{sec}^{-1} \) for both the heavily doped and lightly doped cells. The agreement with that predicted for uncompensated material is good for both cells. This suggests that there are not major uncertainties in the minority carrier transport parameters of p-type GaAs in this doping range.

An expected \( J_{01} \) can be computed from the cell's material and device parameters. Assuming that \( S_F \) is low, the cell's emitter current component should be given by (2) in which \( n_{EE} \) is the intrinsic carrier concentration for GaAs (\( 2.65 \times 10^6 \text{cm}^{-3} \) at 28 °C [7]) corrected for 13.5\( \times 10^{-3} \) eV of bandgap shrinkage [8]. For the more lightly doped base, we assume negligible bandgap narrowing and compute the base component of \( J_{01} \) from (5) taking \( L_p \) to be the hole diffusion length. Using the measured doping densities, taking \( D_p \) from majority carrier values quoted by Sze [10], and estimating \( \tau_n \) and \( \tau_p \) by
We might account for the observed current due to an unexpected high $J_{0B}$. Equating (5) to the observed $J_{01}$, and assuming $D_p = 5.7 \text{cm}^2/\text{v} \cdot \text{sec}$ \[10\], we find the $L_p \approx 0.5$ micrometers. This effective length is much shorter than the expected minority carrier diffusion length ($1-2 \mu m$). A more likely explanation for the discrepancy, however, is a higher than expected $S_F$ at the Al$_x$Ga$_{1-x}$As/GaAs interface. Using (3), we can account for the observed dark current if $S_F \approx 6 \times 10^5 \text{cm/sec}$. The recombination velocity is much greater than that reported for a high-quality interface [4,11,12]; however, the work of Partain et al. [13] showed that $S_F$ can vary from less than $10^4$ to $4 \times 10^5 \text{cm/sec}$ in p/n heteroface cells. A relatively high interface-recombination velocity is therefore the likely cause of the excessive dark current in these low-doped cells.

The agreement between the estimated and observed $J_{01}$ for the high-doped-emitter cells probably suggests that the front interface is sufficiently passivated. This speculation is confirmed by the quantum-efficiency data shown in Fig. 4. Using a one-dimensional numerical simulation program, PUPHS1D, and the experimental quantum-efficiency data, we find $S_F < 10^4 \text{cm/sec}$ for cell 738-33. Therefore, it seems likely that the front interface-recombination velocity is low in the higher efficiency cells, 733 and 738. Interface quality is crucial to achieving very high efficiencies, and the performance of cells on wafer 052 indicate that values less than $10^4 \text{cm/sec}$ are not always obtained.

### 1.5. IMPLICATIONS FOR HIGH-EFFICIENCY CELL DESIGN

Gallium arsenide p/n heteroface cells have achieved high conversion efficiencies, but performance can still be improved by optimizing cell designs. Although the $n=2$ component of dark current is significant at 1-sun operation, GaAs cells are projected for concentrator applications. For this reason, our focus should be on the reduction of the $n=1$ diffusion current. If hole injection into the base is indeed the dominating diffusion component that limits cells with well passivated window layers, then there are two approaches for improving conversion efficiency: 1) reduce the dark current by suppressing this hole injection into the base (This could be accomplished with a more heavily doped base or with a heterojunction back-surface field.) and 2) increase the width of the emitter layer so that optical absorption occurs where collection efficiency is high. For doping levels commonly found in GaAs solar cells, emitter diffusion lengths of $4 \mu m$ are conceivable. Such diffusion lengths would allow the emitter thickness to increase from that commonly found in present-day cells. Due to a lower sheet resistance, increasing the emitter thickness would also benefit the fill factor—an important advantage for concentrator cells. But such device designs can only work when the front interface-recombination velocity is $\approx 10^4 \text{cm/sec}$ or less. If this performance goal is achieved, along with bulk-emitter lifetimes near the radiative limit, GaAs solar cells should be able to approach their thermodynamic-limiting conversion efficiencies.
The dark I-V and solar-cell characteristics of high-quality p/n heteroface cells were measured and analyzed. At one-sun operation, the cells' diffusion current was found to be an important component of the dark current. We found evidence that heteroface recombination velocities are not always under control. Future work on understanding the mechanism which controls interface recombination is needed since a well passivated front surface is critical to the performance of these cells. The highest efficiency cells display very low $n=1$ and $n=2$ dark currents. Since hole injection is thought to control their dark-current characteristics, new device designs which reduce $J_{0B}$ would improve cell performance. So it seems that progress in the already high efficiencies of p/n heteroface cells can still be achieved.
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APPENDIX A

<table>
<thead>
<tr>
<th>Cell ID</th>
<th>(J_{01}) (\text{A/cm}^2)</th>
<th>(J_{02}) (\text{A/cm}^2)</th>
<th>(\tau_{\text{SCR}}) (nsec)</th>
<th>(V_{\text{oc}}) (volts)</th>
<th>FF (%)</th>
<th>(J_{\text{SC}}) (mA/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(0.9 \times 10^{-10})</td>
<td>(0.3 \times 10^{-18})</td>
<td>2</td>
<td>0.968</td>
<td>83.9</td>
<td>21.7</td>
</tr>
<tr>
<td>15</td>
<td>(0.5 \times 10^{-10})</td>
<td>(0.6 \times 10^{-18})</td>
<td>4</td>
<td>0.974</td>
<td>83.4</td>
<td>22.1</td>
</tr>
<tr>
<td>19</td>
<td>(0.5 \times 10^{-10})</td>
<td>(0.8 \times 10^{-18})</td>
<td>4</td>
<td>0.971</td>
<td>82.5</td>
<td>22.3</td>
</tr>
<tr>
<td>20</td>
<td>(1.0 \times 10^{-10})</td>
<td>(0.2 \times 10^{-18})</td>
<td>2</td>
<td>0.976</td>
<td>83.3</td>
<td>22.4</td>
</tr>
<tr>
<td>21</td>
<td>(0.4 \times 10^{-10})</td>
<td>(0.9 \times 10^{-18})</td>
<td>5</td>
<td>0.977</td>
<td>83.5</td>
<td>22.3</td>
</tr>
<tr>
<td>22</td>
<td>(0.3 \times 10^{-10})</td>
<td>(0.9 \times 10^{-18})</td>
<td>6</td>
<td>0.975</td>
<td>83.2</td>
<td>22.3</td>
</tr>
<tr>
<td>23</td>
<td>(0.4 \times 10^{-10})</td>
<td>(1.5 \times 10^{-18})</td>
<td>5</td>
<td>0.965</td>
<td>82.2</td>
<td>21.7</td>
</tr>
<tr>
<td>average</td>
<td>(0.6 \times 10^{-10})</td>
<td>(0.7 \times 10^{-18})</td>
<td>4</td>
<td>0.972</td>
<td>83.1</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Table 3 Results of dark I-V (28 °C) and solar-cell (25 °C) measurements for cells 052.
<table>
<thead>
<tr>
<th>Cell ID</th>
<th>$J_{02}$ ($A/cm^2$)</th>
<th>$J_{01}$ ($A/cm^2$)</th>
<th>$\tau_{SCR}$ (nsec)</th>
<th>$V_{oc}$ (volts)</th>
<th>FF (%)</th>
<th>$J_{SC}$ (mA/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.05 \times 10^{-18}$</td>
<td>6</td>
<td>1.013</td>
<td>84.5</td>
<td>22.6</td>
</tr>
<tr>
<td>26</td>
<td>$0.06 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>19</td>
<td>1.015</td>
<td>85.4</td>
<td>22.7</td>
</tr>
<tr>
<td>27</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>4</td>
<td>1.010</td>
<td>83.5</td>
<td>22.9</td>
</tr>
<tr>
<td>32</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>8</td>
<td>1.017</td>
<td>85.1</td>
<td>23.1</td>
</tr>
<tr>
<td>33</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.08 \times 10^{-18}$</td>
<td>6</td>
<td>1.013</td>
<td>84.2</td>
<td>23.2</td>
</tr>
<tr>
<td>average</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>9</td>
<td>1.014</td>
<td>84.5</td>
<td>22.9</td>
</tr>
</tbody>
</table>

Table 4 Results of dark I-V (24 °C) and solar-cell (25 °C) measurements for cells 733A.
<table>
<thead>
<tr>
<th>Cell ID</th>
<th>$J_{02}$ (A/cm$^2$)</th>
<th>$J_{01}$ (A/cm$^2$)</th>
<th>$\tau_{\text{SCR}}$ (nsec)</th>
<th>$V_{\text{oc}}$ (volts)</th>
<th>FF (%)</th>
<th>$J_{\text{sc}}$ (mA/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$0.3 \times 10^{-10}$</td>
<td>$0.05 \times 10^{-18}$</td>
<td>3</td>
<td>0.998</td>
<td>82.5</td>
<td>21.8</td>
</tr>
<tr>
<td>10</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>6</td>
<td>1.002</td>
<td>83.7</td>
<td>22.0</td>
</tr>
<tr>
<td>25</td>
<td>$0.3 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>4</td>
<td>1.002</td>
<td>82.6</td>
<td>22.3</td>
</tr>
<tr>
<td>average</td>
<td>$0.3 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>4</td>
<td>1.001</td>
<td>82.9</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Table 5 Results of dark I-V (24 °C) and solar-cell (25 °C) measurements for cells 733B.
<table>
<thead>
<tr>
<th>Cell ID</th>
<th>$J_{02}$ (A/cm²)</th>
<th>$J_{01}$ (A/cm²)</th>
<th>$\tau_{SCR}$ (nsec)</th>
<th>$V_{oc}$ (volts)</th>
<th>FF (%)</th>
<th>$J_{SC}$ (mA/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.03 \times 10^{-18}$</td>
<td>5</td>
<td>1.023</td>
<td>83.6</td>
<td>26.7</td>
</tr>
<tr>
<td>9</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.04 \times 10^{-18}$</td>
<td>5</td>
<td>1.021</td>
<td>82.2</td>
<td>25.8</td>
</tr>
<tr>
<td>11</td>
<td>$0.08 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>14</td>
<td>1.024</td>
<td>84.5</td>
<td>25.9</td>
</tr>
<tr>
<td>12</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>8</td>
<td>1.024</td>
<td>84.4</td>
<td>26.8</td>
</tr>
<tr>
<td>18</td>
<td>$0.06 \times 10^{-10}$</td>
<td>$0.09 \times 10^{-18}$</td>
<td>18</td>
<td>1.025</td>
<td>84.7</td>
<td>26.7</td>
</tr>
<tr>
<td>19</td>
<td>$0.07 \times 10^{-10}$</td>
<td>$0.09 \times 10^{-18}$</td>
<td>16</td>
<td>1.026</td>
<td>82.7</td>
<td>27.2</td>
</tr>
<tr>
<td>25</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>11</td>
<td>1.026</td>
<td>84.4</td>
<td>26.6</td>
</tr>
<tr>
<td>26</td>
<td>$0.07 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>15</td>
<td>1.026</td>
<td>70.3</td>
<td>27.1</td>
</tr>
<tr>
<td>27</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.06 \times 10^{-18}$</td>
<td>6</td>
<td>1.026</td>
<td>84.4</td>
<td>26.8</td>
</tr>
<tr>
<td>32</td>
<td>$0.09 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>12</td>
<td>1.025</td>
<td>83.9</td>
<td>26.9</td>
</tr>
<tr>
<td>33</td>
<td>$0.08 \times 10^{-10}$</td>
<td>$0.08 \times 10^{-18}$</td>
<td>13</td>
<td>1.027</td>
<td>84.7</td>
<td>27.2</td>
</tr>
<tr>
<td>average</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.07 \times 10^{-18}$</td>
<td>11</td>
<td>1.025</td>
<td>82.7</td>
<td>26.7</td>
</tr>
</tbody>
</table>

Table 6 Results of dark I-V (24 °C) and solar-cell (25 °C) measurements for cells 738.
<table>
<thead>
<tr>
<th>Cell ID</th>
<th>$J_{02}$ (A/cm²)</th>
<th>$J_{01}$ (A/cm²)</th>
<th>$\tau_{SCR}$ (nsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0.2 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>$0.07 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>$0.08 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>$0.07 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>$0.1 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>$0.08 \times 10^{-10}$</td>
<td>$0.2 \times 10^{-18}$</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>$0.3 \times 10^{-10}$</td>
<td>$0.1 \times 10^{-18}$</td>
<td>4</td>
</tr>
</tbody>
</table>

| average | $0.1 \times 10^{-10}$ | $0.2 \times 10^{-18}$ | 11 |

Table 7 Results of dark I-V (24 °C) measurements for cells 746.
CHAPTER 2
THE $n_{ie}^2D_n$ PRODUCT FOR ELECTRON INJECTION
IN MOCVD-GROWN, ZN-DOPED, P-GAAS

I. INTRODUCTION

A quantitative understanding of electron injection and transport in quasi-neutral p-GaAs is essential for the design of high performance bipolar devices such as solar cells and transistors. Device designers must know how the effective intrinsic carrier concentration, $n_{ie}$, the minority carrier diffusion coefficient, $D_n$, and the minority carrier lifetime, $\tau_n$, vary as a function of doping density. These three parameters are difficult to extract from steady-state measurements because device performance is controlled by products of parameters such as $n_{ie}^2D_n$ and diffusion length, $\sqrt{D_n\tau_n}$ [1]. Nevertheless, knowledge of these two products (or an equivalent set of parameters) is all that is required for the steady-state analysis of bipolar devices [1]. During the past decade, much work has been devoted to mapping out these parameters as a function of doping density in silicon. The data of Slotboom and DeGraaff [2], for electrons in p-silicon, are plotted in Fig. 1; the observed increase in $n_{ie}^2D_n$ with $N_A$ is attributed to so-called bandgap narrowing effects which increase $n_{ie}$ at high doping densities. For p-GaAs, $D_n$ can be estimated from the theoretical work of Walukiewicz et al [3] and $n_{ie}$ from the measured bandgap shrinkages of Casey and Stern [4], but such estimates have not been tested experimentally in devices. In this chapter we analyze diode characteristics to deduce the $n_{ie}^2D_n$ product for p-type GaAs grown by MOCVD and doped with zinc. In contrast to the observed behavior for electrons in p-silicon, we find a decrease of $n_{ie}^2D_n$ with hole concentration in a range of concentrations from middle $10^{17} \text{ cm}^{-3}$ to low $10^{18} \text{ cm}^{-3}$. Accurate modeling and analysis of GaAs bipolar devices requires further work to extend such measurements to higher doping densities, to other p-type dopants, and to measure the individual parameters, $n_{ie}$ and $D_n$.

II. EXPERIMENTAL TECHNIQUE

Experiments were conducted on p/n heteroface solar cells fabricated on MOCVD-grown films. The device structure is displayed in Fig. 2 along with the targeted thicknesses of the various layers. Two different types of devices were studied: the first with a p-emitter doping of $6 \times 10^{17} \text{ cm}^{-3}$ and the second with an emitter doped at $2 \times 10^{18}$. The p-type dopant was zinc. For both cells, the n-base was moderately doped; $1.8 \times 10^{17} \text{ cm}^{-3}$ for the first cell and $2.0 \times 10^{17}$ for the second. These doping densities were deduced by capacitance-voltage profiling using an aluminum Schottky barrier deposited directly on the p-type emitter and from the zero-bias capacitance of the p-n junction. The front surfaces of the cells were passivated by an $\text{Al}_{0.9}\text{Ga}_{0.1}\text{As}$ heteroface. The metal grid covered about 6% of the 0.25 cm$^2$ cell area.

The dark current versus voltage characteristic of a typical cell at $28 \, ^\circ \text{C}$ is shown in Fig. 3. For biases below which the series resistance is important, the measured characteristic is well-described by

$$J = J_{01} (e^{qV/kT} - 1) + J_{02} (e^{qV/2kT} - 1).$$

By curve fitting the measured characteristic in a bias range where resistive drops were unimportant, the two saturation current densities, $J_{01}$ and $J_{02}$ were extracted. For the
Figure 1  Measured $n_{ie}^2D_n$ product for p-silicon. The curve uses the bandgap narrowing quoted by Slotboom and DeGraaff [2] and majority carrier electron mobilities in silicon.
Figure 2  Device structure for the p/n heteroface solar cells used for the experiments. Targeted layer thicknesses are shown, the thickness of the p-type emitters were verified during the etch experiment described in the text.
Figure 3  Typical current versus voltage characteristic for a cell with light emitter doping at 28 °C. The diode quality factor, n, is also displayed.
cells with the lightly doped emitters, values of \( J_01 \) ranged from 0.4—1.3 \( \times 10^{-18} \) A/cm\(^2\). Values ranged from 0.1—0.4 \( \times 10^{-18} \) A/cm\(^2\) for the cells with the more heavily doped emitter.

The experiments consisted of two parts, the first required the removal of the \( \text{Al}_{0.9}\text{Ga}_{0.1}\text{As} \) heteroface by etching in \( \text{H}_2\text{SO}_4: \text{H}_2\text{O}_2: \text{H}_2\text{O} \) (2:1:96). The I-V characteristic was then re-measured and a new \( J_01 \) was then extracted. As shown in Table 1, a large increase in \( J_01 \) was observed when the heteroface was removed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cell 1</th>
<th>Cell 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emitter doping, ( N_A )</td>
<td>6.0 ( \times 10^{17} ) cm(^{-3})</td>
<td>2.0 ( \times 10^{18} ) cm(^{-3})</td>
</tr>
<tr>
<td>Base doping, ( N_D )</td>
<td>1.8 ( \times 10^{17} ) cm(^{-3})</td>
<td>2.0 ( \times 10^{17} ) cm(^{-3})</td>
</tr>
<tr>
<td>( J_01 ) (with HF)</td>
<td>0.71 ( \times 10^{-18} ) A/cm(^2)</td>
<td>0.16 ( \times 10^{-18} ) A/cm(^2)</td>
</tr>
<tr>
<td>( J_01 ) (without HF)</td>
<td>3.4 ( \times 10^{-18} ) A/cm(^2)</td>
<td>0.94 ( \times 10^{-18} ) A/cm(^2)</td>
</tr>
<tr>
<td>( n_e^2 D_n ) (A)</td>
<td>0.70 ( \times 10^{15} ) cm(^{-4})—sec(^{-1})</td>
<td>0.55 ( \times 10^{15} ) cm(^{-4})—sec(^{-1})</td>
</tr>
<tr>
<td>( n_e^2 D_n ) (B)</td>
<td>0.78 ( \times 10^{15} ) cm(^{-4})—sec(^{-1})</td>
<td>0.67 ( \times 10^{15} ) cm(^{-4})—sec(^{-1})</td>
</tr>
</tbody>
</table>

Table 1 Results of emitter etch experiments. Data in the row labeled "with HF," refers to cells whose front surface is passivated by an \( \text{Al}_{0.9}\text{Ga}_{0.1}\text{As} \) heteroface, and the row labeled "without HF" refers to results obtained after the heteroface was removed by etching. Estimate (A) is the \( n_e^2 D_n \) product obtained from the increase in \( J_01 \) observed after removing the heteroface and (B) refers to the value obtained from the slope of \( 1/J_01 \) versus emitter etch time. All measurements were performed on a temperature-controlled stage. Measurements for Cell 1 were taken at a temperature of 28 °C while those for Cell 2 were taken at a temperature of 24 °C. The Cell 2 values were corrected to provide the corresponding 28 °C value using the known temperature dependence of \( n_0 \). The actual values measured for cell 2 were: \( J_01 \) (with HF) = 0.075 \( \times 10^{-18} \) and \( J_01 \) (without HF) = 0.44 \( \times 10^{-18} \) A/cm\(^2\).

After removing the heteroface, the \( n=1 \) (diffusion) current is dominated by electron injection into the p-emitter and can be described by
\[
J_{0E} = \frac{q n_e^2 D_n}{N_A W_E} \times \frac{S_F}{D_n/W_E + S_F}.
\]  
For an unpassivated GaAs surface, the surface recombination velocity, \( S_F \), is expected to be \( \sim 10^7 \) cm/sec [5]. Since the diffusion velocity, \( D_n/W_E \), is on the order of \( 10^6 \) cm/sec, the factor involving \( S_F \) is expected to be about 0.9. Equation (2) assumes that the recombination of electrons in the bulk emitter is negligible, that is \( L_n \gg W_E \). For these cells, this condition requires that \( \tau_n \) greatly exceed 0.03 nanoseconds. The electron lifetime in these high-efficiency solar cells is thought to be
roughly 100 times this value, so (2) should accurately describe the emitter current of
the cells without a heteroface. Using a typical value of hole diffusion length for high-
efficiency cells of this type (2μm), we estimate the base component of the n=1 saturation
current to be \( \simeq 0.1 \times 10^{-18} \, \text{A/cm}^2 \), which is much smaller than the observed post-
etch \( J_{01} \). Consequently, we can equate (2) to the measured \( J_{01} \) and deduce the pro-
duct, \( n_{ie}D_n \), if we set the factor involving the front surface recombination velocity to
unity (that is, we assume that \( S_F \) is infinity). The results, displayed in Table. 1, are
expected to be about 10% low because of the assumption of an infinite surface recom-
bination velocity.

The second part of the experiment consisted of successively etching the cells using the
same \( \text{H}_2\text{SO}_4:\text{H}_2\text{O}_2:\text{H}_2\text{O} \) etch and extracting \( J_{01} \) after each etch. If the measured \( J_{01} \) is
dominated by electron injection into the emitter, and if this current is described by
(2), then a plot of \( 1/J_{01} \) versus etch time should be linear. The results of successive
etch experiments on both cells confirmed this expectation; the data for Cell 2, with the
more heavily doped emitter, are displayed in Fig. 4. From the measured slope of \( 1/J_{01} \)
versus etch time, the measured etch rate of 20Å/sec, and (2), we obtain a second esti-
mate for the \( n_{ie}D_n \) product. These results are also listed in Table 1 and are observed
to be slightly greater than those obtained by the first method. The difference is easily
explained; in contrast to the first approach, the second does not require knowledge of
the front surface recombination velocity.

III. DISCUSSION

Information on minority carrier electron mobility and on \( n_{ie} \) in p-type GaAs is still
sparse, but some comparison with previous work is possible. Walukiewicz et al. [3]
have presented theoretical calculations for electron mobility in p-GaAs which show
that the electron mobility in p-GaAs is significantly affected by the presence of heavy
holes. For high carrier concentrations, the electron mobility in p-GaAs is found to be
substantially less than the electron mobility in comparably doped n-GaAs. Ahrenkiel
and associates have recently reported transient photoconductivity measurements from
which they deduce \( D_n \) for p-type GaAs doped with magnesium in the \( 10^{17}-10^{18} \, \text{cm}^{-3} \)
range [6]. They find general agreement with the theory of Walukiewicz if a compensa-
tion ratio of 0.3-0.5 is assumed. The effective intrinsic carrier concentration versus
doping density can be estimated from

\[
n_{ie}^2 = \frac{n_{io}^2 \, e^{\Delta E_C/k_B T} \, \frac{F_{1/2}(\eta)}{e^\eta}}{D_n},
\]

where \( n_{io} \) is the intrinsic carrier concentration in lightly doped GaAs, \( \Delta E_C \) is the bandgap
shrinkage, and \( F_{1/2} \) is the Fermi-Dirac integral of order one-half with \( \eta = (E_V - E_F)/k_B T \). The last factor accounts for majority carrier degeneracy. We estimate \( n_{ie}^2 \) from (3) by using the data of Blakemore for \( n_{io} \) [7] and that of Casey and
Stern for \( \Delta E_C \) [4].

In Fig. 5, we plot \( n_{ie}^2D_n \) versus hole concentration as obtained by combining the results
of Walukiewicz et al., Casey and Stern, and Blakemore. The product is plotted for
uncompensated p-GaAs and for a compensation ratio of 0.5. The results obtained
from the experiments described in this chapter are also displayed. Both the estimate,
and our experimental results show that the \( n_{ie}^2D_n \) product decreases with hole concen-
tration — in contrast to the observations of Slotboom and DeGraaff for p-silicon [2].
While it is impossible to ascertain either \( n_{ie} \) or \( D_n \) from these results, Fig. 5 does show
Figure 4  Plot of the inverse n=1 saturation current density versus etch time for the cell with the heavily doped emitter.
Figure 5  The product $n_n^2D_n$ versus hole concentration. The solid and dashed lines were computed from the data of Walukiewicz et al. [3], Casey and Stern [4], and Blakemore [7] for compensation ratios of 0.0 and 0.5. The points are the results reported in this chapter.
that the product can be explained from previous work, and that bandgap shrinkage is not a controlling factor in the emitters typically doped p/n heteroface cells.

If extended to lower and higher hole concentrations, data for the \( n_{ie}^2 D_n \) product could provide adequate information for modeling the steady-state performance of many bipolar devices. Knowledge of the minority carrier diffusion coefficient itself, however, is essential for modeling transient aspects of device performance such as the base transit time in a bipolar transistor. Although it is impossible to ascertain the value of \( D_n \) from these measurements, we should note that the use of optically measured bandgaps in (3) tends to underestimate \( n_{ie}^2 \) for silicon [1]. Recent theoretical work by Bennett and Lowney [8] predicts an \( n_{ie} \) about twice that obtained from (3) and would therefore require a very low minority carrier diffusion coefficient (corresponding to a compensation ratio of 80% in Walukiewicz's theory). To provide accurate parameters for modeling and analyzing GaAs-based bipolar devices, further work to clarify these issues and to extend the measurements to a broader range of hole concentrations and dopant types is required.
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CHAPTER III
APPLICATION OF CURRENT DLTS TO LARGE AREA SOLAR CELLS

3.1 INTRODUCTION

Deep levels in semiconductors are commonly characterized by capacitance transient measurements (e.g. DLTS). However, in principle, current transients serve equally well and can even provide greater sensitivity in certain cases. The popularity of the capacitance transient techniques is probably due, in large part, to the fact that Lang chose to use capacitance transients in his original DLTS system. This choice seems to have been somewhat arbitrary as he states in his paper that "If there are circumstances where current measurements are desirable...the basic DLTS scheme is applicable to current transients as well as capacitance transients." Indeed, later workers were forced to use current transients in cases where capacitance measurements were impractical. We have chosen to use current transients because the large junction areas of solar cells yield capacitance values that are much too large to be measured on the standard Boonton meter. We have also modified the basic DLTS measurement technique and data analysis. The measurements are made at a constant temperature and the spectra are plotted as a function of an effective emission rate as opposed to the usual plot versus temperature. For this reason we call the new technique emission DLTS or eDLTS. By taking the data at a constant temperature we avoid the problem of temperature hysteresis. More importantly, errors caused by unaccounted-for temperature dependencies are eliminated. Okushi and Tokumaru measured capacitance transients at a constant temperature but their analysis involved numerical differentiation of the data and plotting of the spectra as a function of time. Our technique avoids the problems of numerical differentiation and also explicitly displays the trap emission rates on the "x axis" of the eDLTS plots.

In the remainder of this chapter we present the theory of the eDLTS technique, describe the experimental setup, present experimental data, and finally summarize our results.

3.2 THEORY

In the standard DLTS measurement a capacitance or current transient is sampled at two different times and the difference of the sampled values is plotted as a function of temperature. Thus a signal is defined as

$$
\Delta C(T) = C_{D,C} \frac{N_T}{2N_D} \left[ \frac{e_n}{e_n + e_p} \right] \left[ e^{-(e_n + e_p)t_2} - e^{-2(e_n + e_p)t_1} \right]
$$

for capacitance transients where $C_{D,C}$ is the steady state reverse bias capacitance, $N_T$ is the trap concentration, $N_D$ is the ionized shallow donor concentration, $e_n$ is the trap thermal emission rate for electrons, $e_p$ is the trap thermal emission rate for holes, and $t_1$ and $t_2$ are the two sample times. For simplicity we present the theory for N-type semiconductors only; of course all results can be easily converted to the P-type case.

$t_2/t_1$ is kept constant.
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\[ \Delta I(T) = \frac{1}{2} q W A (e_n - e_p) N_T \left[ \frac{e_n}{e_n + e_p} \right]^2 \left[ e^{-(e_n + e_p)T_2} - e^{-(e_n + e_p)T_1} \right] \]

for current transients where \( q \) is the magnitude of the electron charge, \( W \) is the reverse bias depletion width, and \( A \) is the junction area. The signal, \( \Delta C(T) \) or \( \Delta I(T) \), will peak when \( \frac{\partial \Delta C(T)}{\partial T} \) or \( \frac{\partial \Delta I(T)}{\partial T} \) = 0. In the standard theory it is assumed that all of the temperature dependence of \( \Delta C(T) \) or \( \Delta I(T) \) is found in the term \[ e^{-(e_n + e_p)T_2} - e^{-(e_n + e_p)T_1} \], but in fact the terms \( C_{D,C} \frac{N_T}{2N_D} \left[ \frac{e_n}{e_n + e_p} \right] \) and \[ \frac{1}{2} q W A (e_n - e_p) N_T \left[ \frac{e_n}{e_n + e_p} \right] \] may contribute a significant temperature dependence to \( \Delta C(T) \) and \( \Delta I(T) \), respectively, since \( e_n \) and \( e_p \) are strong functions of temperature and \( C_{D,C} \) may also be temperature dependent. This additional temperature dependence introduces error in the usual DLTS data analysis. eDLTS however, avoids this error since the data is measured at a constant temperature and plotted as a function of an effective emission rate, \( e^\ast \). Thus the eDLTS peak occurs when \( \frac{\partial \Delta C(e^\ast)}{\partial e^\ast} = 0 \), and the dependence of \( \Delta C(e^\ast) \) or \( \Delta I(e^\ast) \) on \( e^\ast \) is much more well behaved than that of \( \Delta C(T) \) or \( \Delta I(T) \) on \( T \).

A typical eDLTS bias pulse sequence is shown in Figure 1. The diode is held at a constant reverse bias and then briefly pulsed to a more positive bias, just as in regular DLTS.
During the reverse bias period traps thermally emit captured carriers resulting in the current transient

\[ i(t) = -\frac{1}{2}qWA \left[ e_p N_T + (e_n - e_p)n_T(t) \right] \]  

where \( n_T(t) \) is the concentration of the traps that are filled by electrons at time \( t \).

The eDLTS signal is obtained by sampling the current transient at two different times, and plotting the difference of the sampled values as a function of an effective emission rate. The signal is defined as

\[ \Delta I(t_1) \equiv i(t_2) - i(t_1) \]

\[ = -\frac{1}{2}qWA(e_n - e_p) \left[ n_T(t_2) - n_T(t_1) \right]. \]

If the traps are completely filled with electrons at time \( t=0 \), then
\[ n_T(t) = N_T \left[ \left( \frac{e_n}{e_p + e_n} \right) e^{-(e_p + e_n)t} + \frac{e_p}{e_p + e_n} \right]. \]  

Substituting Equation (5) in Equation (4)

\[ \Delta I(t_1) = -\frac{1}{2} q W A (e_n - e_p) N_T \left[ \frac{e_n}{e_p + e_n} \right] \left[ e^{-(e_p + e_n)t_2} - e^{-(e_p + e_n)t_1} \right]. \]  

Typically either \( e_n \gg e_p \) or \( e_n \ll e_p \) and so

\[ \Delta I(t_1) \approx -\frac{1}{2} q W A e_n N_T \left[ e^{-e_p t_2} - e^{-e_p t_1} \right] = \Delta i \left[ e^{-e_p t_2} - e^{-e_p t_1} \right], e_n \gg e_p \]  

and

\[ \Delta I(t_1) \approx \frac{1}{2} q W A e_n N_T \left[ e^{-e_p t_2} - e^{-e_p t_1} \right] = \Delta i \left[ e^{-e_p t_2} - e^{-e_p t_1} \right], e_n \ll e_p \]  

where \( \Delta i = i(0) - i(\infty) \). The eDLTS signal, \( \Delta I(t_1) \), will peak when \( \frac{\partial \Delta I(t_1)}{\partial t_1} = 0 \). Differentiating Equations (7) and (8) with respect to \( t_1 \) and setting the result equal to zero yields

\[ t_1 = \frac{\ln(t_2/t_1)}{e_n(t_2/t_1 - 1)} \]  

and

\[ t_1 = \frac{\ln(t_2/t_1)}{e_p(t_2/t_1 - 1)} \]  

respectively. We next define the effective emission rate \( e^* \) as

\[ e^* \equiv \frac{\ln(t_2/t_1)}{t_1(t_2/t_1 - 1)}. \]  

Then Equations (7) and (8) can be rewritten in terms of \( e^* \) as

\[ \Delta I(e^*) \equiv \Delta i \left[ e^{-(e_n/e^*)c_2} - e^{-(e_n/e^*)c_1} \right] \]  

and

\[ \Delta I(e^*) \equiv \Delta i \left[ e^{-(e_p/e^*)c_2} - e^{-(e_p/e^*)c_1} \right] \]  

respectively, where

\[ c_2 \equiv \frac{t_2}{t_1} \frac{\ln(t_2/t_1)}{(t_2/t_1 - 1)} \]  

and

\[ = \text{constant}, \]
\[ c_1 \equiv \frac{\ln(t_2/t_1)}{(t_2/t_1 - 1)} \]

= constant.

From Equations (9), (10), and (11) it is seen that the eDLTS signal will peak when \( e^* \) is equal to the trap's thermal emission rate, \( e_n \) or \( e_p \). The value of \( \Delta I(e^*) \) at the peak is

\[ \Delta I(e^* = e_{\text{thermal}}) = \Delta i \left[ e^{-c_2} - e^{-c_1} \right] \]

where \( e_{\text{thermal}} = e_n \) or \( e_p \). By plotting \( \Delta I(e^*) \left[ e^{-c_2} - e^{-c_1} \right]^{-1} \) versus \( e^* \) one obtains eDLTS peaks that are located at \( e^* = e_{\text{thermal}} \) and have amplitudes equal to \( \Delta i \). The data can easily be normalized by plotting \( \Delta I(e^*)/\Delta I(e^* = e_{\text{thermal}}) \) versus \( e^*/e_{\text{thermal}} \). Moreover, a universal eDLTS curve can be obtained by setting \( \Delta i = 1 = e_{\text{thermal}} \) in Equation (12) or (13). Experiment can then be compared with theory by superimposing normalized experimental data on the universal eDLTS curve.

3.3 EXPERIMENTAL SETUP

A Polaron S4600 DLTS system provided the pulse excitation, cryostat, and temperature control for the eDLTS measurements. The current transient was measured and amplified by a 5 stage operational amplifier circuit that was designed and built in our laboratory. Stage one is a current-to-voltage converter with a gain of 100 V/A. Stage two is a differential amplifier with a gain of 100 V/V. The differential amplifier provides the capability for offsetting the solar cell leakage current. Stages three, four, and five are inverting amplifiers each having a gain of 10 V/V. These last three stages can be switched into the circuit in succession thus providing overall system gains of \( 10^4 \), \( 10^5 \), \( 10^6 \), and \( 10^7 \) V/A. The transient waveform was digitized and stored on a Tektronix 11401 digitizing oscilloscope. The 11401 is interfaced to the Purdue Engineering Computer Network, thus the digitized transient waveform can be uploaded for data processing. We have written and tested software for analyzing the transient waveforms and generating the eDLTS plots. The system is fully operational as of this writing.

3.4 EXPERIMENTAL DATA

To date, eDLTS has been performed on a \( 0.5 \times 0.5 \) cm\(^2\) MOCVD GaAs solar cell. Figure 2 shows the as-measured eDLTS spectra.
Figure 2. eDLTS spectra for \( t_2/t_1 = 3 \).

The amplitude of each peak corresponds to the magnitude, \( \Delta i \), of the current transient and the location of each peak corresponds to the trap thermal emission rate at the specified temperature. The data for each of the three peaks was normalized and superimposed on the universal eDLTS curve, as shown in Figures 3-5.
Figure 3. Normalized eDLTS spectra for 270K peak, $\Delta i = 0.38 \mu A$, $e_p = 16 \text{ s}^{-1}$.
Figure 4. Normalized eDLTS spectra for 300K peak, $\Delta i = 0.52 \mu A$, $e_p = 195 \text{ s}^{-1}$. 
Figure 5. Normalized eDLTS spectra for 330K peak, $\Delta i = 0.53\mu A$, $e_p = 1,500$ s$^{-1}$.
The shape of the current transient for this data indicated that \( e_n < e_p \) for this particular deep level. For this case Equation (8) applies. Using the data for the 300K peak, namely

\[ \Delta i = 0.52 \mu A \]
\[ A = 0.25 \text{cm}^2 \]

and

\[ W = 2422 \text{A at } -6 \text{ volts}, \]

Equation (8) yields

\[ e_n N_T \approx 1.07 \times 10^{18} \text{ (cm}^{-3}\text{s}^{-1}). \]

Unfortunately, we were not able to determine the separate values for either \( e_n \) or \( N_T \) for this trap. This is because the trap is a hole emitter \( (e_n < e_p) \) thus the time constant for the current transient only provides information on \( e_p \). For diodes having negligible leakage current, both \( e_p \) and \( e_n \) can be determined from the measured values of \( i(t=0) \) and \( i(t=\infty) \), with the help of Equations (3) and (5).

The deep level thermal activation energy and carrier capture cross section are commonly determined from the slope and intercept, respectively, of a plot of \( \log \left[ \frac{e_p}{T^2} \right] \)
versus $\frac{1000}{T}$ (an Arrhenius plot). The Arrhenius plot for the data of Figure 2 is shown in Figure 6.

$$0.53 \text{eV}$$

Figure 6. Arrhenius Plot for the eDLTS spectra of Figure 2.

$E_T - E_V$ and $\sigma_p$ are determined from the Arrhenius plot to be

$E_T - E_V = 0.53 \text{eV}$

and

$\sigma_p = 1.1 \times 10^{-15} \text{cm}^2$.

The measured trap parameters are summarized in the table below. Also shown in the table are the reported\textsuperscript{14} thermal activation energy and capture cross section for holes due to Fe.
<table>
<thead>
<tr>
<th>Identity</th>
<th>$E_T - E_V$ (eV)</th>
<th>$\sigma_p \times 10^{-15}$ cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>measured</td>
<td>0.53</td>
<td>1.1</td>
</tr>
<tr>
<td>Fe (reported)</td>
<td>0.52</td>
<td>0.3</td>
</tr>
</tbody>
</table>

3.5 SUMMARY

The relatively large areas of solar cells make defect characterization by capacitance transient methods (DLTS) impractical due to overloading of the capacitance meter. For this reason we have chosen to work with current transients. Current sensing and amplifying circuitry has been designed and built, data processing software has been developed and implemented, and the resulting system has been used to characterize deep levels in a 0.25 cm$^2$ MOCVD GaAs solar cell. The measured trap parameters for the dominant deep level detected are similar to published$^{14}$ data for Fe. The standard DLTS technique has been modified in that measurements have been made at constant temperature and DLTS spectra have been plotted as a function of an effective emission rate. Errors due to temperature hysteresis and unaccounted for temperature dependencies have thus been eliminated.
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Summary

Measurements of the photocollection efficiency of GaAs/AlAs/GaAs
diodes are reported. The quantum efficiency measurements demonstrate
that the conduction band discontinuity between AlAs and GaAs is small—
most of the band gap discontinuity is accommodated by the valence band.
These results suggest that series resistance may be a problem in p-type
heteroface cells (owing to the large majority carrier barrier); n-type hetero-
fases should display low series resistance due to the isotype heterojunc-
tion, even when the junction is not intentionally graded.

1. Introduction

Heterojunctions have several applications in advanced high efficiency
solar cells. When they are used as a window layer in heteroface cells, surface
recombination losses are reduced and heterojunction back-surface fields
have recently been shown to increase open-circuit voltage [1]. A number of
novel cell designs based on heterojunctions have also been proposed [2 - 5].
A key heterojunction parameter is the band line-up which describes how the
difference in band gaps is distributed between the conduction and valence
bands. There has been considerable effort to determine the band alignment
between GaAs and AlₓGa₁₋ₓAs during the past several years [6 - 15].
The majority of the work has dealt with aluminum mole fractions where
0 < x < 0.4, a range of mole fractions of interest for devices such as modula-
tion-doped field effect transistors. For this compositional range, the conduc-
tion band discontinuity (from Γ GaAs to Γ AlGaAs) is at present believed to
be between 0.6 and 0.65 of the band gap difference.

In heteroface solar cell applications, much larger aluminum mole frac-
tions (x ≈ 0.9) are typically used to obtain a wide indirect band gap which
allows most of the light to be collected in the underlying GaAs regions.
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Fig. 1. Energy band diagrams of AlAs/GaAs heterofaces: (a) p-type heteroface; (b) n-type heteroface.

Figure 1(a) shows the energy band diagram of a p-type heteroface; the energy band diagram of an n-type heteroface is shown in Fig. 1(b). The confining barrier for minority carriers is readily shown to be

$$E_B = (E_{G2} - E_{G1}) + \delta_2 - \delta_1$$

which depends only on the band gap difference and not on how this difference is distributed between the conduction and valence bands. The barrier to majority carrier flow, however, is related directly to the majority carrier band discontinuity. Work on heterojunction bipolar transistors has demonstrated that these barriers must be intentionally removed (e.g. by compositional grading) if a low series resistance is to be achieved.

The results of band alignments for aluminum mole fractions below $x = 0.4$ (direct band gap alloy) cannot be extrapolated to heterojunctions with mole fractions where $0.4 < x < 1.0$ (indirect alloy). Very recently, investigators have found evidence that the conduction band discontinuity from $\Gamma$ GaAs to $X$ AlGaAs (in the indirect alloy) is significantly below 60% of the indirect band gap difference. For the AlAs–GaAs heterojunction the band gap difference is about 0.75 eV. These recent reports place 0.1 - 0.2 eV of this band gap difference in the conduction band discontinuity from $\Gamma$ GaAs to $X$ AlAs and 0.55 - 0.65 eV in the valence band discontinuity [11, 13, 15].

If a large difference in size in the conduction and valence band discontinuities exists, there should be a measurable difference in the ability of
a GaAs/AlAs heterojunction to block electrons and holes. In this paper we present our investigations of these minority carrier barriers by measuring the relative photocollection efficiencies in GaAs/AlAs/GaAs p+−i−n and n+−i−p photodiodes. The results demonstrate that the band discontinuity between AlAs and GaAs is mostly accommodated by the valence band as suggested in Fig. 1. These results suggest that the series resistance of n−p AlAs/GaAs heteroface cells should be low, but for p−n heteroface cells compositional grading may be required to remove the majority carrier barrier.

2. Device fabrication

The films used in this work were grown in a Perkin–Elmer PHI400 molecular beam epitaxy (MBE) system. Typical device structures are displayed in Fig. 2. The starting substrates were (100) cut and either p type (zinc doped to $1 \times 10^{19}$ cm$^{-3}$) or n type (silicon doped to $1.5 \times 10^{18}$ cm$^{-3}$) depending on whether an n+−i−p or p+−i−n photodiode was being fabricated. The lightly doped ($10^{16}$ cm$^{-3}$) buffer layers were grown at a substrate temperature of 600 °C, followed by an undoped AlAs layer grown at 700 °C. Finally the heavily doped ($10^{18}$ cm$^{-3}$) top GaAs layer was grown at 600 °C. Silicon was used as the n-type dopant and beryllium as the p-type dopant in the MBE films. Devices of dimensions 300 µm × 300 µm were defined by photolithography and subsequent wet etching. Ohmic contacts of dimensions 100 µm × 100 µm were then made to the top GaAs layers.

![GaAs/AlAs/GaAs Device Structures](image)

(a) (b)

Fig. 2. GaAs/AlAs/GaAs device structures: (a) p+−i−n structure; (b) n+−i−p structure.

3. Results

The p+−i−n and n+−i−p photodiodes can be thought of as metal/insulator/semiconductor structures where the top heavily doped GaAs region acts as a gate. We have previously investigated structures similar to those described in Section 2 using photosensitive capacitance–voltage (C–V) techniques [16, 17]. Figure 3 shows the C–V characteristic of a p+−i−n
GaAs/AlAs/GaAs structure in the dark and with two different intensities of illumination from a microscope light; these measurements were made at a temperature of 77 K. (The $C-V$ data displayed in Fig. 3 were measured on a device whose AlAs barrier was 1700 Å thick.) In the dark, one observes the expected deep depletion characteristic; there is also no accumulation of electrons at the underlying AlAs/n-GaAs heterojunction. With the addition
of the light, an inversion layer of holes is observed in the $C-V$ characteristic corresponding to the observed ledge formation.

The $C-V$ characteristic of an $n^{+}-i-p$ GaAs/AlAs/GaAs structure is shown in Fig. 4. (The $C-V$ data displayed in Fig. 4 were measured on a device whose AlAs barrier was 2800 Å thick.) In this characteristic, one observes an accumulation of holes at the underlying AlAs/p-GaAs hetero-
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**Fig. 5.** Relative quantum efficiency for the GaAs/AlAs/GaAs structures: (a) $p^{+}-i-n$ structure; (b) $n^{+}-i-p$ structure.
junction corresponding to gate voltages of $-4 \, \text{V} < V_g < -1 \, \text{V}$; a deep depletion characteristic is observed for $V_g > -1 \, \text{V}$. With illumination and at an a.c. signal frequency of 100 kHz, the $p^+-i-n$ structures showed no evidence of the formation of an electron inversion layer ledge. The lack of electron accumulation in the $p^+-i-n$ device and the lack of evidence of an electron inversion layer in our $n^+-i-p$ devices may be a consequence of a small conduction band discontinuity from $\Gamma \text{GaAs}$ to $X \text{AlAs}$.

The effect of the barriers at the AlAs–GaAs interface on minority carriers can also be investigated by measuring the photocollection efficiency of these structures. The relative quantum efficiencies are shown in Figs. 5(a) and 5(b) for the $p^+-i-n$ and $n^+-i-p$ devices whose dimensions are shown in Figs. 2(a) and 2(b) respectively. The zero-bias energy band diagrams for these structures are shown in Figs. 6(a) and 6(b).

![Energy band diagrams](image)

Fig. 6. Energy band diagrams under zero bias for the GaAs/AlAs/GaAs structures: (a) $p^+-i-n$ structure; (b) $n^+-i-p$ structure.

The photocollection results can be interpreted with the aid of Table 1, a list of absorption depth in the GaAs/AlAs/GaAs $p^+-i-n$ diode of Fig. 2(a) as a function of wavelength [18]. (We define absorption depth as the distance it takes to absorb 90% of the light.) From the data in Table 1 we see that, near 700 nm, the absorption of light in our structures should shift from being mainly in the GaAs buffer layers (for wavelengths greater than 700 nm) to being mainly in the top heavily doped GaAs regions (for wavelengths less than 700 nm). The direct band gap is 2.95 eV in AlAs at room temperature; we therefore assume that for wavelengths greater than 420 nm there will be no appreciable absorption in the AlAs barriers.

The photocollection efficiency data for the $p^+-i-n$ structure is shown in Fig. 5(a). For light of wavelength $\lambda > 700$ nm, the light is absorbed in the n-GaAs buffer region. The minority carriers are holes which experience a large valence band discontinuity. Hence for $700 \, \text{nm} < \lambda < 870 \, \text{nm}$ one would expect a low collection efficiency as observed in the Fig. 5(a) data. For light of $\lambda < 700$ nm, the absorption is in the top $p^+$-GaAs region. Here the minority carriers are electrons which experience a smaller conduction band discontinuity from $\Gamma \text{GaAs}$ to $X \text{AlAs}$ and the collection efficiency
TABLE 1
Absorption depth vs. wavelength

<table>
<thead>
<tr>
<th>Wavelength (μm)</th>
<th>Absorption depth (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.400</td>
<td>0.063</td>
</tr>
<tr>
<td>0.500</td>
<td>0.077</td>
</tr>
<tr>
<td>0.600</td>
<td>0.098</td>
</tr>
<tr>
<td>0.650</td>
<td>0.126</td>
</tr>
<tr>
<td>0.660</td>
<td>0.140</td>
</tr>
<tr>
<td>0.680</td>
<td>0.168</td>
</tr>
<tr>
<td>0.700</td>
<td>0.259</td>
</tr>
<tr>
<td>0.720</td>
<td>1.347</td>
</tr>
<tr>
<td>0.740</td>
<td>1.404</td>
</tr>
<tr>
<td>0.760</td>
<td>1.480</td>
</tr>
<tr>
<td>0.780</td>
<td>1.593</td>
</tr>
<tr>
<td>0.800</td>
<td>1.726</td>
</tr>
<tr>
<td>0.850</td>
<td>2.649</td>
</tr>
</tbody>
</table>

increases substantially. As the wavelength decreases below 500 nm the absorption is nearing the top surface of the GaAs and surface recombination begins to lower the collection efficiency.

The photocollection data for the n⁺-i-p structure is shown in Fig. 5(b). Again for light of λ > 700 nm the absorption is in the p-GaAs buffer region. The minority carriers are electrons which experience a small conduction band discontinuity from Γ GaAs to X AlAs and are easily collected. As the wavelength is decreased below 700 nm, the absorption shifts to the n⁺-GaAs top layer. Here the minority carriers are holes which experience a relatively large valence band discontinuity and the photocollection efficiency declines.

4. Conclusions

The relative photocollection efficiencies in p⁺-i-n and n⁺-i-p GaAs/AlAs/GaAs structures were measured. The results demonstrate that the valence band discontinuity at the GaAs-AlAs interface is much more efficient at blocking holes than the conduction band discontinuity from Γ GaAs to X AlAs is at blocking electrons. These results agree with recent reports which place 70% - 85% of the band gap difference in the valence band discontinuity for the GaAs/AlAs heterojunction. The results have significance for heterostructure cell design. They suggest, for example, that lower series resistance may be expected in n-type heterofaces because of the low majority carrier barrier. For p-type heterofaces, the junction may have to be compositionally graded by design to achieve very low series resistance.
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ABSTRACT

Dark current measurements for MOCVD-grown, GaAs, p+n heteroface solar cells are reported. The results demonstrate that the n=2 (space-charge region) and n=1 (minority carrier diffusion) current components contribute nearly equally to the 1-sun dark current. Under even modest concentration, the diffusion current dominates. Hole injection into the n-base appears to be the dominant component of the diffusion current in conventionally designed heteroface cells, but for these cells, in which the emitter is relatively lightly doped, the emitter component is unexpectedly large. These results suggest that a considerable reduction in the dark current of high-efficiency p/n heteroface cells can be achieved.

I. INTRODUCTION

Although high GaAs cell efficiencies have been achieved [1], our knowledge of minority carrier transport in GaAs is still primitive when compared to the understanding of silicon cell device physics. A quantitative understanding of minority carrier injection and recombination in GaAs is needed to guide solar cell design. Detailed studies which relate the measured dark current to the cell’s material and structural parameters are lacking. Little work has been reported on the role of so-called bandgap narrowing effects or the value of minority carrier diffusion coefficients - both important factors in silicon devices. In this paper we report, analyze, and interpret the measured dark I-V characteristics of MOCVD, GaAs, p/n heteroface solar cells. The objective of the work is to identify loss mechanisms in high-efficiency GaAs cells so that new cells, specifically designed to suppress these mechanisms, can be developed. The results of this work suggest that substantial reductions in dark currents can be achieved.

For this study, dark currents were characterized by the expression:

\[ J = J_{01} (e^{qV/kT} - 1) + J_{02} (e^{qV/2kT} - 1), \]

where \( J_{01} \) and \( J_{02} \), the saturation current densities for the n=1 and n=2 component currents, were determined by curve fitting as described in the next section. The saturation current density \( J_{01} \) can be separated into two component currents — \( J_{0E} \), the emitter component, and \( J_{0B} \), the base component. Simple expressions for \( J_{0E} \) can be used because the electron diffusion length is expected to be much greater than the quasi-neutral emitter thickness. For the cells under consideration, we require \( \tau_n \gg 0.03 \) nanoseconds; \( \tau_n \) is expected to be roughly 100 times this value in the high-efficiency cells used for this study. Under these conditions, the minority carrier electron distribution within the p-type emitter is nearly linear and the emitter component of \( J_{01} \) can be estimated from

\[ J_{0E} = \frac{q n_{IE}^2}{N_A} \times \frac{S_F + \frac{D_n W_E}{L_n^2}}{1 + \frac{S_F}{D_n/W_E}}, \]

where \( S_F \) is the front surface recombination velocity.

When the emitter surface is passivated by an Al$_0.9$Ga$_{0.1}$As heteroface, \( S_F \) should be low and (2) reduces to

\[ J_{0E} = \frac{q n_{IE}^2 W_E}{N_A \tau_n}. \]

If the heteroface layer were removed, \( S_F \) would be high and (2) would reduce to
Equation (4), which shows that the emitter current varies as one over the emitter thickness when the emitter surface is unpassivated, is the basis of the etch experiment to be described in the following section.

The current due to hole injection into the n-type base can be evaluated from
\[ J_{OE} = \frac{q n_e^2 D_n}{N_A W_e} \]
where \( n_e \), an effective diffusion length for holes, depends on the actual diffusion length, the thickness of the base, and on the back-surface recombination velocity.

II. EXPERIMENTAL RESULTS

For a meaningful analysis of the measured dark current, the cell's structural parameters (e.g. doping densities and layer thicknesses) must be accurately known. The cell structure with targeted film thicknesses and estimated doping densities is displayed in Fig. 1. The p-type emitter doping density was deduced by measuring the resistance of a test resistor adjacent to each cell and was confirmed by C-V profiling using an aluminum Schottky barrier deposited directly on the p-type emitter. The n-type base doping was also found by C-V profiling. The targeted thickness of the p-type emitter was confirmed during the etch experiment described below. A continuous Al_{0.9}Ga_{0.1}As heteroface passivated the cell's front surface. Au/Zn ohmic contacts covered approximately 8% of the surface; the antireflection coating was Ta_2O_5. The cell area was 0.25 cm^2.

The forward-biased current-voltage characteristic was measured for seven different cells using four-point probe techniques and a Hewlett-Packard 4145A parameter analyzer with a temperature-controlled stage. A typical result, shown in Fig. 2, displays an \( n=2 \) characteristic at low biases and a fall-off at high biases due to the diode's series resistance. By curve-fitting in the region where \( 1<n<2 \), which occurs before series resistance becomes important, the saturation current density for the \( n=1 \) component of the current was extracted. The \( n=1 \) saturation current density, \( J_{01} \), was verified by comparing it with that deduced from the cell's measured open-circuit voltage, which does not suffer from the series resistance limitation. The measured results and extracted saturation current densities are summarized in Table 1. The results show relatively little variation from cell to cell; note also that the \( n=1 \) saturation current density deduced by curve-fitting the dark I-V characteristic agrees well with that deduced from the open-circuit voltage.

To explore electron transport in the p-type emitter, an etch experiment was conducted to quantify the behavior of the emitter component of \( J_{01} \) as successive etches into the emitter layer were performed. Measurements of \( J_{01} \) at a temperature of 28.2 °C were taken after each etch. Before etching, \( J_{01} \) was \( 0.9 \times 10^{-18} \) A/cm^2. The cell's antireflection coating was then removed by etching in hydrofluoric acid. An increase in the \( n=1 \) current occurred following this etch, which suggests that a part of the Al_{0.9}Ga_{0.1}As window-layer was also removed. A solution of H_2SO_4:H_2O_2:H_2O (2:1:96) was then used to etch the p-GaAs emitter everywhere except beneath the contacts. For the case of a high-recombination surface and negligible bulk-emitter recombination,
$J_{0E} = \frac{q n^2 D_0}{N_A (W_{E0} - R t)}$, \hspace{1cm} (6)

where $R$ is the etch rate and $t$ the time the emitter was etched. According to (6), a plot of the measured $1/J_{01}$ versus $t$ should be linear if $J_{01}$ is dominated by $J_{0E}$; Fig. 3 shows that the measured current varies as expected. The experimental data, which lie on a straight line, suggest that $J_{01}$ was described by (6). (The vertical axis of this plot is one over the measured saturation current density minus the saturation current measured before the experiment was begun.) The time required to etch through the emitter indicated that $W_{E0}$ was very near the targeted value of 0.5 $\mu$m ($R$ was measured to be 20 $\AA$/sec).

![Graph of dark current versus voltage characteristic for cell 22 at 28 °C.](image)

Fig. 2 Dark current versus voltage characteristic for cell 22 at 28 °C.

III. ANALYSIS and INTERPRETATION

We now analyze and interpret the results with the objective being to relate the measured dark current to the cell's material parameters, dimensions and doping densities. The $n=2$ component, which comprises about half of the one-sun dark current is considered first then the $n=1$ component which dominates under even modest concentration. The $n=2$ saturation current density associated with recombination in the space-charge region can be written as

\[ J_{02} = \frac{q n W_{eff}}{\tau_{SCR}} \] \hspace{1cm} (7a)

where

\[ \tau_{SCR} = \sqrt{\frac{\tau_0}{p}}, \] \hspace{1cm} (7b)

\[ W_{eff} = \frac{\pi k_B T}{q} \frac{1}{\xi_p}, \] \hspace{1cm} (7c)

and $\xi_p$ is the electric field where the recombination is at its maximum. There is also an $n=2$ current component associated with recombination in space-charge regions at the cell's perimeter, but for these relatively large area cells, perimeter currents are unimportant. Assuming that the traps are near midgap, the lifetime, $\tau_{SCR}$ can be deduced by comparing (7a) with $J_{02}$ extracted from the measured data. The resulting lifetimes, also displayed in Table 1, are reasonable for device-quality GaAs. The DLTS spectra for this wafer showed a single peak at an energy near midgap. The activation energy (E = 0.67 eV) and electron capture cross-section $\sigma \approx 1.0 \times 10^{-15} \text{cm}^2$ do not correspond with the tabulated properties of intrinsic defects. The fact that it appears to be due to an impurity, not to an intrinsic defect, suggests that solar cell performance could be improved by reducing the source of this defect.
While the n=2 component of the cell's current can be readily understood in terms of the relatively low trap concentrations in these high-quality MOCVD films, the cell's n=1 component may control its performance. Using the average parameters in Table 1, we find that near the open-circuit voltage at one AM1.5 sun (≈0.98 volts) the n=1 current is about equal to the n=2 current. It is important to understand the origin of the diffusion current and its relation to the cell's material quality and physical structure. An expected J01 can be computed from the cell's material and device parameters. Because the recombination velocity of the AlGaAs window layer to GaAs emitter interface is thought to be low, the cell's emitter current component should be given by (2) in which nBg is the intrinsic carrier concentration for GaAs (2.65x10^16 cm^-3 at 28 °C [2]) corrected for 13.5x10^-3 eV of bandgap shrinkage [3]. For the more lightly doped base, we assume negligible bandgap narrowing and compute the base component of J01 from (5) taking Lp to be the hole diffusion length. Using the measured doping densities, taking Dp from majority carrier values quoted by Sze [5], and estimating τn and τp by τSCR given in Table 1 (these lifetimes are comparable to those routinely reported for high-quality GaAs cells), we find that J01 = J0E + J0B = 0.04x10^-18 + 0.24x10^-18 A/cm^2.

This estimate is about three times less than the observed J01.

To increase cell efficiency by dark current reduction, the source of the observed diffusion current must be identified. Consider first the possibility that the observed J01 is due to recombination in the emitter. If we equate (2) to the measured J01, we find that a lifetime of 0.2 nanosecond is required to account for the observed dark current. This lifetime estimate is far below the space-charge region lifetimes quoted in Table 1 and is 5 to 10 times less than the minority carrier lifetime typically found in device-quality GaAs. An alternative hypothesis to account for the observed J01 is recombination at the AlGaAs/GaAs interface. Using (3) and assuming Dn = 75 cm^2/v-sec [4], we estimate that S_F ≈ 6x10^5 cm/sec. This estimated S_F is near the value expected for a bare GaAs surface so little change in dark current should be observed when the heteroface is removed by etching. This prediction contrasts with the factor of 3.5 increase in J01 that was observed when the heteroface was removed by etching.

Our analysis of the emitter current component may be clouded by uncertainties in the minority carrier parameters, nE and Dn. The DnnE^2 product can be estimated from the slope of J01 versus emitter thickness as displayed in Fig. 3. If we describe the slope of this line by (6), then a value of DnnE^2 = 6x10^14 cm^-2 sec^-1. Using an intrinsic carrier density from Blakemore [2], corrected for bandgap shrinkage in p-GaAs according to Case and Panish [3], and the theoretical minority carrier mobility of Walukiewicz et al. [4], we deduce DnnE^2 = 9x10^14.

The reasonable agreement between theory and experiment suggests that there are no major uncertainties in the minority carrier transport parameters of p-GaAs in this doping range.

Next, we make use of (5) to consider the component of J01 due to hole injection into the n-base. Equating (5) to the observed J01, and assuming Dp = 5.7 cm^2/v-sec [5], we find the Lp ≈ 0.5 micrometers. This effective length is somewhat shorter than the expected minority carrier diffusion length (1–2μm), but hole injection does appear to be a significant component of the diffusion current. The minority carrier hole diffusion coefficient in silicon has been recently measured to be 2 times the majority carrier value [6]. Similar effects, if operative in GaAs, would increase our estimate of the dark current. For these particular cells, the discrepancy between the measured and expected diffusion currents may be due to the light emitter doping coupled with a low emitter lifetime.

IV. CONCLUSIONS

The dark I-V characteristics of high-quality p/n heteroface cells were measured and analyzed. The cell's diffusion current was shown to be an important component of the dark current, even for one-sun operation. For conventionally designed cells, the dark current is expected to be dominated by hole injection into the n-bulk. Measurements of cells with relatively lightly doped emitters suggest that the electron lifetime in the emitter may be low. If hole injection into the bulk can be suppressed, and if routinely reported lifetimes are maintained, the dark currents observed in this study can be reduced by more than a factor of 10. Considerable progress in the already high efficiencies of p/n heteroface cells can still be achieved.
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<table>
<thead>
<tr>
<th>Cell ID</th>
<th>Temp °C</th>
<th>( J_{02} ) A/cm²</th>
<th>( J_{01} ) A/cm²</th>
<th>( J_{01} ) (from ( V_{oc} )) A/cm²</th>
<th>( \tau_{SCR} ) nsec</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>28</td>
<td>0.9x10^{-10}</td>
<td>0.3x10^{-16}</td>
<td>0.7x10^{-18}</td>
<td>2.0</td>
</tr>
<tr>
<td>15</td>
<td>28</td>
<td>0.5x10^{-10}</td>
<td>0.6x10^{-18}</td>
<td>0.5x10^{-18}</td>
<td>3.8</td>
</tr>
<tr>
<td>19</td>
<td>28</td>
<td>0.5x10^{-10}</td>
<td>0.8x10^{-18}</td>
<td>0.9x10^{-18}</td>
<td>3.6</td>
</tr>
<tr>
<td>20</td>
<td>28</td>
<td>1.0x10^{-10}</td>
<td>0.2x10^{-18}</td>
<td>0.4x10^{-18}</td>
<td>1.9</td>
</tr>
<tr>
<td>21</td>
<td>28</td>
<td>0.4x10^{-10}</td>
<td>0.9x10^{-18}</td>
<td>0.8x10^{-18}</td>
<td>5.4</td>
</tr>
<tr>
<td>22</td>
<td>28</td>
<td>0.3x10^{-10}</td>
<td>0.9x10^{-18}</td>
<td>0.9x10^{-18}</td>
<td>5.5</td>
</tr>
<tr>
<td>23</td>
<td>28</td>
<td>0.4x10^{-10}</td>
<td>1.5x10^{-18}</td>
<td>1.3x10^{-18}</td>
<td>4.9</td>
</tr>
<tr>
<td>average</td>
<td>28</td>
<td>0.8x10^{-10}</td>
<td>0.7x10^{-18}</td>
<td>0.8x10^{-18}</td>
<td>3.9</td>
</tr>
<tr>
<td>std. dev.</td>
<td></td>
<td>0.3x10^{-10}</td>
<td>0.4x10^{-18}</td>
<td>0.3x10^{-18}</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 1 Results of dark I-V measurements and analysis.
EXPERIMENTAL CHARACTERIZATION OF MINORITY CARRIER MIRRORS FOR GALLIUM ARSENIDE-BASED SOLAR CELLS
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ABSTRACT

The results of a systematic experimental study of minority carrier mirrors for GaAs-based solar cells are reported. The experiments utilized n/p GaAs diodes fabricated on films grown by molecular beam epitaxy (MBE). Cells were fabricated (i) with the p-type base layer grown directly on the p+ substrate, (ii) with the base layer grown on a p* buffer layer, and (iii) with the base layer grown on a n+AlGaAs buffer layer. The dark current-voltage characteristics were analyzed to compare the ability of various minority carrier mirrors to suppress dark current. Results showed that these buffer layers were ineffective as minority carrier mirrors. Also used was a new technique employing illumination and etching which allowed a comparison of the minority carrier reflectivity of two different barriers incorporated into a single solar cell. It was found that heterojunction barriers can be effective if the interface quality is high. In addition, solar cells with AlGaAs buffer layers appeared to reduce trap concentrations and n=2 dark currents.

I. INTRODUCTION

Isotype doping barriers, or back-surface-fields (BSF's), are commonly used to confine minority carriers in silicon solar cells, thereby increasing both open-circuit voltage and short circuit current [1,2]. By analyzing the dark current versus voltage characteristics of cells, an effective, low-injection recombination velocity for n/p silicon barriers of \( \approx 10 \) cm/sec has been deduced [3]. For p/p* silicon barriers, effective recombination velocities of about 100 cm/sec have been reported recently by Girisch and coworkers [4]. They demonstrated that the effective barrier recombination velocity can be quantitatively related to the physical structure of the low-high junction when effects such as bandgap narrowing, majority carrier degeneracy, and Auger recombination are taken into account. Low-high barriers are also a standard feature of GaAs solar cell design [5], but quantitative studies of such barriers in GaAs cells have not been reported. An experiment reported by Gale and coworkers demonstrated that when a p/p* homojunction barrier is replaced by a heterojunction barrier, substantial reduction of dark current occurs [6]. This result suggests that p/p* barriers in GaAs are ineffective in confining minority carriers, in direct contradiction with simple estimates of the effective recombination velocity [7]. It indicates that substantial uncertainties in our understanding of the minority carrier transport properties of p/p* GaAs exist.

The purpose of this paper is to describe results of experiments conducted to estimate \( S_{ij} \), the effective recombination velocity for pGaAs/p' GaAs and pGaAs/p' AlGaAs barriers. Section II describes the devices fabricated, and Sec. III the simple theory used to interpret the experimental results. In Sec. IV, the results of dark current-voltage characterization of several different diodes, with and without low-high junctions, are reported. The results are shown to imply barrier recombination velocities of \( \approx 6 \times 10^5 \) cm/sec for homojunction BSF's. These results exceed those predicted by a simple theoretical analysis [7] and are close to the kinetic limit. Results for a structure incorporating an AlGaAs buffer layer as a BSF indicate recombination velocities which are a factor of three lower than those in the homojunction BSF structures. The solar cells grown with this configuration may have had impurities or defects at the upper GaAs/AlGaAs interface which increased recombination at the barrier, reducing its effectiveness as a minority carrier mirror. The AlGaAs buffer layer had the beneficial effect, however, of improving overall film quality by reducing the concentration of recombination centers in the space-charge (or depletion) region of the solar cells. Investigations of the MBE film quality by Deep Level Transient Spectroscopy (DLTS) have shown that deep level trap concentrations are greatly reduced when an AlGaAs buffer layer is used. While the GaAs/AlGaAs interface quality problem mentioned above may be unique to MBE-grown films, it is possible that incorporation of AlGaAs buffer layers would improve the quality of films grown using other technologies, such as MOCVD (Metal-Organic Chemical Vapor Deposition) or LPE (Liquid Phase Epitaxy), by reducing the concentration of deep levels.

Also described in Sec. IV is an experiment with an "inverted" structure having both p/p' GaAs and p/p' AlGaAs layers on top of the film, instead of on the substrate. In this experiment the top layers of the cell were etched away gradually by a series of short etches, and the short circuit current \( I_{SC} \) was measured under constant illumination after each etch. This technique yielded a lower limit estimate for the effective recombination velocity of the pGaAs/p' GaAs barrier of \( \approx 5 \times 10^5 \) cm/sec, confirming the results of our dark current-voltage measurements. In this inverted configuration the p/p' AlGaAs layer proved to be a better effective minority carrier mirror.
II. DEVICE FABRICATION

A Perkin-Elmer Model 400 MBE system was used to grow all the films for these experiments. Standard GaAs substrate preparation and film growth procedures were followed [8,9]. The substrates used were cleaved from (100) GaAs wafers grown by the horizontal Bridgman method. The first five films were grown in two groups. Films F1-F3 were grown on consecutive days on substrates cleaved from the same wafer. Films F4 and F5 were grown on consecutive days three weeks later on substrates cleaved from another wafer.

The structure of the diodes is shown in Fig. 1. Note that in Fig. 1 and elsewhere, use of the superscript "+" on a quantity or variable associates that quantity with the buffer layer, except in the case of $p^+$ and $n^+$. Table 1 lists the characteristics of each film. Note that for the first film, F1, the p-type base was grown directly on the $p^+$ substrate, with no intervening buffer layer. For films F2-F4, a $p^+$ GaAs buffer layer was first grown on the substrate to serve as a minority carrier mirror, or BSF. In film F5 the buffer layer is $p^+$ Al$_{0.2}$Ga$_{0.8}$As. Layer thicknesses were estimated from MBE growth rates. The base doping densities were determined by capacitance-voltage profiling. Buffer layer doping densities were estimated to be greater than $5.0 \times 10^{18} \text{ cm}^{-3}$, and the substrates were doped to approximately $1 \times 10^{19} \text{ cm}^{-3}$.

Fabrication of diodes on the films was done in parallel for each of the two groups. The front contact metalization was patterned by a lift-off technique. Diode and resistor test patterns were isolated by mesa-etching. The front contacts were alloyed Au:Ge. Indium served as the contact to the substrate.

III. MEASUREMENT AND ANALYSIS

Several theoretical treatments of the current-voltage characteristics of back-surface-diodes have been reported [3,7,10]. We outline in this section a very simple treatment of the problem which is expected to be valid for the devices described above. The theory will apply only when the base is thin with respect to the minority carrier diffusion length in the base, $L_n$: 

$$L_n \gg W_B,$$  \hspace{1cm} (1a)

or equivalently,

$$\tau_n \gg \frac{W_B^2}{D_n},$$  \hspace{1cm} (1b)

where $D_n$ is the diffusion coefficient and $\tau_n$ is the recombination lifetime for electrons in the base. The back-surface-field cannot significantly affect the current-voltage characteristic of the cell unless condition (1) is met. For the diodes under investigation, the base doping was chosen low with respect to the emitter doping in order to: (i) maintain long diffusion lengths so that condition (1) was achieved, (ii) enhance the $n=1$ component of the current, and (iii) to suppress hole injection into the emitter.

For these conditions, the $n=1$ component of the diode current is determined by electron injection into the base. It can be shown that the $n=1$ current component due to electrons injected into the base is:

$$J_1 = J_{01} \left[ \frac{e^{qV_A/n_A T} - 1}{qV_A/n_A T} \right],$$  \hspace{1cm} (2a)

where the $n=1$ saturation current density $J_{01}$ is

$$J_{01} = \frac{q_n^2}{N_A} \left[ \frac{D_n}{L_N} + S_{LH} \left( \frac{1}{L_N} \tanh \left( \frac{W_B}{L_N} \right) \right) \right] \left( \frac{W_B}{L_N} \right)$$  \hspace{1cm} (2b)

Assuming $J_{01}$ is entirely due to electron diffusion into the base and that condition (1a) holds, equation (2b) can be rearranged to find $S_{LH}$, the effective minority carrier recombination velocity at the base-buffer layer interface (or low-high junction):

$$S_{LH} = \frac{q_n^2}{N_A J_{01}} \frac{W_B}{\tau_n} + \frac{W_B}{N_A J_{01} D_n}.$$

<table>
<thead>
<tr>
<th>Film ID</th>
<th>Buffer Layer</th>
<th>$W_B'$ (µm)</th>
<th>$W^+$ (µm)</th>
<th>$N_A$ (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>none</td>
<td>1.35</td>
<td>0.00</td>
<td>$4.4 \times 10^{16}$</td>
</tr>
<tr>
<td>F2</td>
<td>$p^+$ GaAs</td>
<td>0.88</td>
<td>0.44</td>
<td>$3.7 \times 10^{16}$</td>
</tr>
<tr>
<td>F3</td>
<td>$p^+$ GaAs</td>
<td>0.90</td>
<td>0.90</td>
<td>$4.0 \times 10^{16}$</td>
</tr>
<tr>
<td>F4</td>
<td>$p^+$ GaAs</td>
<td>0.62</td>
<td>0.69</td>
<td>$3.0 \times 10^{16}$</td>
</tr>
<tr>
<td>F5</td>
<td>$p^+$ Al$<em>{0.2}$Ga$</em>{0.8}$As</td>
<td>0.62</td>
<td>0.69</td>
<td>$3.0 \times 10^{16}$</td>
</tr>
</tbody>
</table>

Table 1.
Layer thicknesses and doping densities for films F1-F5. $W_B'$ is the base width as fabricated.
The \( n=2 \) current component can be expressed in the same form as (2a), where the saturation current density \( J_{02} \) is:

\[
J_{02} = q\eta_{n} W_{\text{eff}}, \tag{4}
\]

the effective lifetime in the space-charge region (SCR) is \( \tau_{\text{SCR}} = (\tau_{n}/T_{p})^{1/4} \), and the effective recombination width \( W_{\text{eff}} \) depends on the applied voltage, the doping of the p-type active region, and the width of the space charge region about the \( n^+/p \) junction [11,12]. The derivation of (4) assumes a single dominant R-G center in the SCR and that \( \tau_{n} \approx T_{p} \).

The procedure used to analyze the measured current-voltage characteristic of \( n^+/p \) GaAs diodes used the above-described theory as follows. First, the dark current-voltage characteristics of several diodes from each wafer were measured. Saturation current densities for both the \( n=2 \) and \( n=1 \) current components were extracted from the measured data by curve fitting. The minimum voltage for curve fitting \( n=1 \) and \( n=2 \) components to the measured data was chosen so that \( n \leq 2 \). The maximum voltage was chosen so that the series resistance drop was negligible. Next, the \( J_{02} \) value derived from curve fitting was used in (4) to obtain \( \tau_{\text{SCR}} \). Using \( \tau_{\text{SCR}} \) to approximate \( \tau_{n} \), we then checked to be sure that condition (1) was well satisfied. If condition (1) was satisfied, we could then estimate \( S_{LH} \) from (3).

IV. RESULTS AND DISCUSSION

This section will describe the results of experiments carried out so far on \( n^+/p \) GaAs diodes, both with and without BSF buffer layers. In Sec. IV.A we discuss the dark-current characterization of diodes in terms of the effective barrier recombination velocity \( S_{LH} \). The results of DLTS characterization of the films are shown in Sec. IV.B. Illuminated short circuit current measurements on the inverted (barriers on top) structure are discussed in Sec. IV.C.

The extracted \( n=1 \) saturation current density component, \( J_{01} \), showed little variation either from diode-to-diode on a wafer, or from wafer-to-wafer. Using \( \tau_{\text{SCR}} \) from (4) to approximate \( \tau_{n} \) it was found that condition (1) was well satisfied for all diodes tested. The values of \( \tau_{\text{SCR}} \) were in the range of 1-4 msec. This estimate of \( \tau_{n} \) is consistent with estimates based on the measured short-circuit current of solar cells fabricated in our laboratory. The minority carrier electron diffusion coefficient in the p-type base was taken to be 135 cm²/sec from the theoretical calculations of Walukiewicz [13] (see also [14]). These parameters were used in (3) to calculate \( S_{LH} \) for each film. The results are presented in Table 2. We found that because the extracted \( J_{01} \) and \( S_{LH} \) values were rather large, the value of \( \tau_{n} \) used in (3) did not strongly affect the resultant \( S_{LH} \).

A. Effective Barrier Recombination Velocities

The effective barrier recombination velocities extracted from (3) are surprisingly high. An upper limit for \( S_{LH} \) may be deduced from the thermionic emission velocity [15],

\[
S_{LH} \leq \left[ \frac{k_{B} T}{2 \pi m_{*}} \right]^{1/2}, \tag{5}
\]

For GaAs at room temperature, we find \( S_{LH} \leq 1.0 \times 10^{7} \text{cm/sec} \). The barrier recombination velocities deduced experimentally for films without an AlGaAs BSF (F1-F4) are within approximately one order-of-magnitude of this limit. While none of the solar cells with BSF layers performed as well as expected, the measured values of \( S_{LH} \) do show the expected trend. Solar cells fabricated on film F1, grown directly on a \( p^+ \) substrate, had the largest values of \( S_{LH} \). Films F2-F4, with homojunction BSF's, resulted in \( S_{LH} \) values a factor of three lower. \( S_{LH} \) values were lowest for the heterojunction BSF film, F5: ten times lower than for film F1.

A simple expression relating \( S_{LH} \) to the structural parameters of the barrier, valid for both homojunction and heterojunction barriers, has been given by DeMoulin and coworkers [7] as

\[
S_{LH} = \frac{D_{n} N_{A}}{L_{n}^{4} N_{A}^{2}} \left[ \frac{\eta_{n}}{n_{i}} \right]^{2} \int_{\eta_{n}^{+}}^{\infty} \frac{f_{W}(\eta_{n}^{+}) e^{\eta_{n}^{+} L_{n}^{*}}}{\coth \left( \frac{W_{B}}{L_{n}^{*}} \right)} \, d\eta_{n}^{+}, \tag{6}
\]

where \( \eta_{n}^{+} = (E_{v}^{+} - E_{F}^{+})/k_{B} T \) and \( f_{W}(\eta_{n}^{+}) \) is the Fermi-Dirac integral of order one-half. The expression accounts for majority carrier degeneracy in the heavily doped buffer layer and bandgap shrinkage effects, but does not consider any interface

<table>
<thead>
<tr>
<th>Film ID</th>
<th>Buffer Layer</th>
<th>( J_{02} ) A/cm²</th>
<th>( J_{01} ) A/cm²</th>
<th>( S_{LH} ) cm/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>none</td>
<td>3.8 \times 10^{-10}</td>
<td>1.6 \times 10^{-17}</td>
<td>2.2 \times 10^{6}</td>
</tr>
<tr>
<td>F2</td>
<td>( p^+ ) GaAs</td>
<td>3.0 \times 10^{-10}</td>
<td>1.0 \times 10^{-17}</td>
<td>6.3 \times 10^{2}</td>
</tr>
<tr>
<td>F3</td>
<td>( p^+ ) GaAs</td>
<td>3.7 \times 10^{-10}</td>
<td>1.1 \times 10^{-17}</td>
<td>4.9 \times 10^{5}</td>
</tr>
<tr>
<td>F4</td>
<td>( p^+ ) GaAs</td>
<td>19.1 \times 10^{-10}</td>
<td>1.8 \times 10^{-17}</td>
<td>6.6 \times 10^{5}</td>
</tr>
<tr>
<td>F5</td>
<td>( p^+ ) Al_{0.2}Ga_{0.8}As</td>
<td>3.8 \times 10^{-10}</td>
<td>0.8 \times 10^{-17}</td>
<td>2.3 \times 10^{5}</td>
</tr>
</tbody>
</table>
states which may be present. An estimate for $S_{\text{BH}}$ can be made using (6) assuming that the buffer layer is short compared to a diffusion length and that the buffer layer-substrate interface acts as an infinite recombination plane. Under such conditions, using (6) and bandgap shrinkage data from Casey and Panish [16], we estimate $S_{\text{BH}} \approx 10^4 \text{cm/sec}$ for the $p^+$ homojunction barriers in films F2-F4. This theoretical estimate is roughly 50 times less than the value deduced from analysis of the experimental data. Some of the parameters used in making this estimate from (6), are fairly uncertain. For example, we did not measure the doping ($N_e$) in the buffer layer, but estimated its value from MBE growth rates. In addition, a small change in the expression for bandgap shrinkage from [16] would cause a large change in the estimated $S_{\text{BH}}$ value.

Applying (6) to the AlGaAs BSF used in film F5 we expect $S_{\text{BH}} = 1 \text{cm/sec}$. This estimate does not account for interface states. It appears that impurities or defects near the upper GaAs/AlGaAs interface serve to increase recombination (and thus $S_{\text{BH}}$) at the heterojunction barrier. It should be emphasized that this is probably an MBE-specific problem. The existence of a high impurity concentration at this interface is consistent with the findings of McAfee and coworkers [17], who observed a spatial profile of deep levels which was highly peaked in a 140 Å region at the GaAs/AlGaAs interface in MBE double heterostructure lasers. If impurities coming from the substrate were the source of these interface states in our MBE-grown material, then incorporation of an AlGaAs/GaAs superlattice into the AlGaAs buffer layer of MBE-grown solar cells might lower the recombination velocity for the heterojunction barrier by trapping the impurities. MBE-grown structures which include an AlGaAs minority carrier mirror near the top surface, such as the normal “heteroface” solar cell design, would not necessarily show the same degradation in performance as was seen in film F5, for which the mirror was grown on the substrate. Capacitance-voltage measurements of MBE structures by Tan and coworkers [18] showed that when an AlGaAs layer is incorporated into the GaAs crystal, the interface nearer the substrate (bottom) is cleaner than the top interface. Thus by simply inverting the structure of film F5 (placing the AlGaAs BSF layer on top), better $n=1$ current suppression is expected.

B. Discussion of DLTS Studies

While the existence of defects or impurities at the hetero-interface in film F5 seems to degrade the performance of the minority carrier mirror, the AlGaAs buffer layer still appears to have a beneficial effect. In general, the cleanest films (in terms of impurity and trap density) are grown in the MBE after many films have been grown without opening the growth chamber. Between the growth of the first three films (F1-F3) and the growth of the last two films (F4 and F5) the MBE growth chamber was opened for repairs. Because more growth time had been accumulated in the case of films F1-F3, we expected diodes fabricated on films F4 and F5 to show much higher $J_{\text{q2}}$ values due to higher impurity concentrations in the space-charge-region of the diodes. However, Table 2 shows that $J_{\text{q2}}$ for film F5 was about the same as for films F1-F3, while $J_{\text{q2}}$ for film F4 was much higher. We attribute this to the gettering or trapping of impurities in film F5 at the GaAs/AlGaAs interface. The DLTS studies discussed were undertaken to confirm this interpretation of the results.

A study of deep levels in each of the five films was done using DLTS. There seems to be a correlation between the DLTS data in Fig. 2, and the space-charge-recombination saturation currents ($J_{\text{q2}}$) listed in Table 2. Fig. 2 shows that the main peaks for films F1-F3 and F5 are very similar, as are the values of $J_{\text{q2}}$ for those films. On the other hand, the main peak in the DLTS spectrum for film F4 is broadened by several sub-peaks. The main peak in each plot in Fig. 2 is located at 320 K, with a thermal activation energy of $E_F-E_V = 0.55 \text{eV}$, and a capture cross section for holes of $\sigma = 6.8 \times 10^{-16} \text{cm}^2$. Possible identities of the trap include iron [19,20], a Gallium vacancy [21], or a vacancy complex.
C. Illuminated Measurements of the Inverted Structure

To take advantage of the superior quality of the bottom interface of AlGaAs layers in MBE-grown GaAs crystals (as discussed in Sec. IV.A), the structure shown in Fig. 3 was grown. It is similar to film F5, but is inverted with respect to film F5, and incorporates an additional p⁺GaAs minority carrier mirror. The 0.2 μm p⁺GaAs cap layer was contacted with non-alloyed Au:Zn. Indium was again used as the back contact. A large n=2 dark current component in this film obscured the presence of an n=1 component. However, it was still possible to judge the quality of the minority carrier mirrors by measuring the short circuit current Isc under illumination. We devised the following experiment. First, the metal pattern was covered by photoresist. Then Isc was measured under illumination of approximately 1 sun by a General Electric HLI lamp. Next, ~0.025 μm of material was etched off, and Isc was measured again. This process of etching followed by measurement of Isc was repeated until the active pGaAs layer was exposed. A fresh etchant solution (21H₂SO₄:1H₂O₂:96H₂O) was prepared for each etch. Etch depth and uniformity was checked several times during the experiment by step profiling.

The experiment was modeled using the Purdue University one-dimensional non-equilibrium heterostructure simulation program PUPHIS [22]. Fig. 4a shows the results of this simulation. Short circuit current Isc rises initially as the cap layer is etched off and more photons pass through the AlGaAs layer, generating electron-hole pairs where they can be collected. There is a slope change when the AlGaAs layer is exposed, due to the different absorption coefficients of AlGaAs and GaAs. As soon as the AlGaAs layer is completely removed, Isc plummets because electrons generated in the 0.15 μm p⁺GaAs barrier layer can recombine at the surface. Isc again rises as the p⁺GaAs barrier is etched away, and falls when the pGaAs active layer is exposed. Finally, Isc rises as the active region is thinned and electrons are generated nearer the p/n junction. The vertical scale factor is somewhat arbitrary in Fig. 4a due to uncertainty of the lamp’s spectrum.

Results of the actual experiment are shown in Fig. 4b. The experiment generally follows the simulation, with an important exception: Isc rises very little as the p⁺GaAs barrier layer is removed, in contrast to the anticipated shape of the curve. This demonstrates that the p⁺AlGaAs layer is effective as a minority carrier mirror, while the p⁺GaAs layer is a poor mirror. The magnitude of the sharp drop in Isc that is observed when the p⁺GaAs barrier is exposed can be used to estimate the effective recombination velocity S_{LH} for the p⁺GaAs barrier. The result is S_{LH} ≥ 5×10⁵ cm/sec, in agreement with dark current-voltage measurements of S_{LH} for p⁺GaAs/p⁺GaAs BSF’s in films F2-F4.
V. CONCLUSIONS

Experiments with MBE-grown n⁺/p GaAs diodes demonstrated that pGaAs/p⁺ GaAs homojunction barriers were ineffective at confining minority carriers. Such barriers have effective recombination velocities of \( \sim 6 \times 10^5 \, \text{cm/sec} \), which is near the kinetic limit. Theoretical estimates of \( S_{\text{LH}} \), which make use of conventionally accepted minority carrier parameters for p-type GaAs, are a factor of 50 less than the experimentally deduced \( S_{\text{LH}} \) values. Heterojunction back-surface-fields can be effective minority carrier mirrors if the p GaAs/p⁺AlGaAs interface quality is high. The results demonstrate the requirement for heterojunction BSF's in GaAs cells containing a p-type base and emphasize the need for improved characterization of minority carrier properties of p⁺GaAs. Finally it was shown by DLTS studies and measurements of the SCR recombination current, \( J_{\text{th}} \), that the presence of an AlGaAs buffer layer grown on the GaAs substrate reduces dark-current by gettering and/or trapping impurities.
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A comparison of the recombination current densities for n and p n junctions grown with a p+ substrate shows that the AlGaAs buffer layer reduces the recombination current by a factor of 5. The AlGaAs buffer layer reduces the recombination current by a factor of 5.

Suppression of recombination currents is an important factor in the design of high-performance AlGaAs/GaAs solar cells and bipolar transistors. Nonradiative recombination is typically controlled by deep levels introduced by impurities and/or defects in the semiconductor bulk and surfaces. In this communication we demonstrate that relatively thick GaAs films grown by molecular-beam epitaxy (MBE) atop a 0.69-μm Al0.3Ga0.7As buffer layer show a substantially lower deep level concentration than do films grown atop a GaAs buffer layer. n-p n junctions fabricated in such a substrate display a corresponding reduction in recombination current. Gale et al. have previously employed AlGaAs buffer layers in the fabrication of GaAs solar cells by metalorganic chemical vapor deposition (MOCVD). These cells showed higher open-circuit voltages and conversion efficiencies than cells made with GaAs buffers. This improvement was attributed to the greater minority-carrier confinement achieved by the GaAs/AlGaAs potential barrier. Our work indicates that reduced recombination current, due to impurity reduction, may also have contributed to the improved solar-cell characteristics. Similar results have been obtained by Beneking et al., who observed reduced impurity concentrations for GaAs films grown by MOCVD and liquid-phase epitaxy on top of an indium-doped strained layer several micrometers thick. Our report of corresponding benefits for MBE-grown films using relatively thin AlGaAs layers suggests that the technique is suitable for the routine growth of high-quality MBE-grown AlGaAs/GaAs films for bipolar applications.

The MBE films used in this work were grown in a Perkin-Elmer 400 MBE system. The starting substrates were Zn-doped (1.5 × 10^{19} cm^{-2}) (100) horizontal Bridgeman material with an etch pit density of less than 500 cm^{-2}. The GaAs layers were grown at a substrate temperature of 605 °C and the AlGaAs layer at a substrate temperature 625 °C.

There were a total of five films grown for this work which we have labeled F1–F5. The first three samples, F1, F2, and F3, were grown on three consecutive days and the substrates were cleaved from the same wafer. There was a total of 28 μm of material grown in the MBE system prior to the growth of samples F1–F3. The first film, F1, had the Be-doped p-type base grown directly on the p+ substrate. The second film, F2, had a 0.44-μm p+ buffer layer below the p-type base while the third film, F3, had a 0.9μm p+ buffer layer. (Film structures F1–F3 are shown in Fig. 1.) Ohmic contacts were made to the n+ emitters by alloying Au-Ge, and mesa diodes were defined by photolithography and subsequent wet etching in H₂SO₄:H₂O₂:H₂O (1:8:40). The areas of the diodes ranged from 4 × 10^{-4} cm² to 1.6 × 10^{-3} cm². The MBE system was opened to repair a broken weld on its Ga oven before growing the second set of films F4 and F5. Films F4 and F5 were grown on two consecutive days with substrates cleaved from a second wafer. There was a total of 12 μm of material grown in the MBE system prior to the growth of samples F4 and F5. (Because of the shorter burn in time of the ovens, one would suspect samples F4 and F5 to be of inferior quality when compared to samples F1 through F3.) The first sample grown, F4, had a heterojunction pP + barrier while the second sample grown, F5, had an isotype pP + barrier as shown in Fig. 2.

The mesa diodes for all five films were characterized by dark current-voltage (I-V) measurements and by deep level transient spectroscopy (DLTS). The dark I-V characteristics were measured using a Hewlett Packard 4145A semiconductor parameter analyzer. The n = 1 and n = 2 saturation current densities were extracted from the measured I-V characteristics by curve fitting. The n = 2 current component is of particular interest because it is directly related to both recombination in the space-charge region and to surface recombination around the junction perimeter. Thus, the n = 2 current can provide an indication of the MBE film quality. Table I shows the average n = 2 saturation current densities J_{02} for films F1–F5.

![Au-Ge](image)

FIG. 1. Device structure for films F1, F2, and F3. The GaAs buffer layer thickness was 0.0, 0.44, and 0.90 μm; the thickness of the base was 1.35, 0.88, and 0.90 μm for films F1, F2, and F3, respectively.

The first three isotype barrier films $F_1$–$F_3$ have $J_{02}$ values that are five to six times lower than the $J_{02}$ value for film $F_5$. On the other hand, $J_{02}$ for the heterojunction barrier film ($F_4$) falls within the range of $J_{02}$ values for films $F_1$–$F_3$. One would expect the impurity concentrations in film $F_4$ to be greater than those in film $F_5$ because film $F_5$ was grown on the day following the growth of film $F_4$. However, $F_4$’s lower $J_{02}$ value indicates that film $F_4$ is actually of significantly higher quality than $F_5$. It is our conclusion that the introduction of an AlGaAs buffer layer has caused the film quality of $F_4$ to be comparable to that of $F_1$–$F_3$.

The MBE film quality was further investigated by means of DLTS. Our DLTS measurements have shown that deep level concentrations are greatly reduced when an AlGaAs buffer layer is used. We suspect that the AlGaAs layer traps impurities that are floating up from the substrate, and/or getters impurities from the subsequent GaAs layers during film growth. This is in agreement with McAfee et al., who observed a highly peaked spatial profile of deep levels located in a 140-Å-wide region at the GaAs/AlGaAs interface in MBE double heterostructure lasers. Photoluminescence and capacitance-voltage studies of GaAs quantum wells have also indicated the presence of impurities at the GaAs/AlGaAs interface.

Typical DLTS spectra for films $F_1$–$F_5$ are compared in Fig. 3. Figure 3(a), representative of films $F_1$–$F_3$, shows a prominent DLTS peak at about 320 K, a second peak at about 430 K, and lesser peaks at 360 K and between 100 and 200 K. Figure 3(b) is typical of film $F_4$. Again there is a prominent peak at 320 K and lesser peaks to either side. Finally, Fig. 3(c) shows a representative DLTS scan for film $F_5$. We reiterate that $F_5$ was grown after $F_4$ and is therefore expected to contain a lesser number of impurities. However, in addition to the ever present peak at 320 K, $F_5$ has significant DLTS shoulders at 350, 260, 210, and 190 K. Clearly film $F_5$ contains a greater number of deep levels than $F_4$. With the exception of the deep level associated with the peak at 320 K, the AlGaAs buffer layer appears to have blocked and/or gettered impurities from the layers grown above it. The DLTS peak at 320 K requires additional discussion, since it appears in all of the samples and seems unaffected by the AlGaAs layer. The average deep level concentration $N_r$ associated with the 320 K peak for films $F_1$–$F_3$ was $N_r = 4.4 \times 10^{13} \text{ cm}^{-3}$. For film $F_4$ the average trap concentration was $N_r = 1.0 \times 10^{14} \text{ cm}^{-3}$; for film $F_5$ it was $N_r = 7.8 \times 10^{13} \text{ cm}^{-3}$. The results suggest that the concentration of this particular deep level is correlated with the amount of MBE material grown prior to each film growth. This observation in turn would imply that the deep level is related to impurities introduced by the system during film growth. Failure of these impurities to be gettered by the AlGaAs layer may indicate that they occupy substitutional lattice sites, or form vacancy complexes that do not readily diffuse to the AlGaAs layer during film growth. They appear to be continually incorporated into the film during the growth process along with the Ga, As, and dopant atoms.

The thermal activation energy for the 320 K peak was measured by DLTS to be $E_T = E_F = 0.55$ eV. The capture cross section for the majority-carrier holes was found to be $\sigma_p = 6.8 \times 10^{-16} \text{ cm}^2$. The impurity could therefore be iron, or possibly a Ga vacancy or vacancy complex. We suspect that this particular deep level does not control the $J_{02}$ current. This is suggested by a comparison of the carrier concentration.

<table>
<thead>
<tr>
<th>Film I.D.</th>
<th>Growth date</th>
<th>$J_{02}$ (pA/cm²)</th>
<th>Barrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>8/11/86</td>
<td>263</td>
<td>$p$-GaAs/$p^+$-GaAs</td>
</tr>
<tr>
<td>$F_2$</td>
<td>8/12/86</td>
<td>209</td>
<td>$p$-GaAs/$p^+$-GaAs</td>
</tr>
<tr>
<td>$F_3$</td>
<td>8/13/86</td>
<td>252</td>
<td>$p$-GaAs/$p^+$-GaAs</td>
</tr>
<tr>
<td>$F_4$</td>
<td>9/24/86</td>
<td>258</td>
<td>$p$-GaAs/$p^+$-Al$<em>{x}$Ga$</em>{1-x}$As</td>
</tr>
<tr>
<td>$F_5$</td>
<td>9/25/86</td>
<td>1330</td>
<td>$p$-GaAs/$p^+$-GaAs</td>
</tr>
</tbody>
</table>

FIG. 2. Device structure for films $F_4$ and $F_5$. $F_4$ had a 0.69-μm Al$_{0.3}$Ga$_{0.7}$As buffer layer and $F_5$ had a 0.69-μm GaAs buffer layer.

FIG. 3. Typical DLTS spectra for (a) films $F_1$–$F_3$, (b) film $F_4$, and (c) film $F_5$. The diodes were pulsed from 1.0 V reverse bias to 0.0 V with 1.0 ms fill pulses. The DLTS emission rate window was 200 s⁻¹.
lifetimes as determined from DLTS and dark $I-V$ data. For the deep level concentrations encountered here, the measured $\sigma_p$ would imply hole lifetimes,

$$\tau_p = \frac{1}{\sigma_p \langle V_{TH} \rangle N_T},$$

on the order of $0.1-1.0 \mu s$. However, the average recombination lifetime $\sqrt{\tau_n \tau_p}$, as determined from the measured $n = 2$ saturation current density ($J_{02}$) was on the order of $1.0$ ns. Consequently, $\tau_n$ would have to be $\sim 1.0$ ps and $\sigma_n$ on the order of $6.8 \times 10^{-10}$ cm$^2$. A capture cross section on the order of $10^{-6}-10^{-9}$ cm$^2$ is unusually large.

The concentration of the $0.55$-eV level does not correlate with the recombination current density. This further confirms our suspicions that the $0.55$-eV level does not dominate the recombination current. However, the controlling recombination rate, whatever the mechanism, does appear to have been reduced by the presence of the AlGaAs layer. It is possible that a deep level, as yet undetected by our DLTS measurements, is controlling the $n = 2$ current. Another factor to consider is surface recombination around the device perimeter, which may make a significant contribution to $J_{02}$: gross defects (e.g., oval defects) are another possible contributor. Further work is needed to establish the controlling recombination mechanism.

In summary, we have shown that $p-n$ junctions, fabricated from MBE GaAs films, show marked reductions in recombination current when an AlGaAs buffer layer is employed. Deep level concentrations are also reduced by the presence of an AlGaAs buffer layer. One deep level, possibly iron or a Ga vacancy/vacancy complex, remains unaffected by the AlGaAs buffer layer. This impurity/defect is either rigidly incorporated into the lattice during MBE film growth, or is highly soluble in AlGaAs. Fortunately, the cited deep level does not appear to significantly affect the $n = 2$ current density. The use of AlGaAs buffers should be independent of growth technology and could provide significant improvements in AlGaAs/GaAs films grown for bipolar applications.

This work was supported by the Solar Energy Research Institute under Subcontract No. XL-5-05018-1.
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We report photocollection efficiency measurements of $p^+\text{GaAs}/\text{AlAs}/\text{GaAs}$ diodes fabricated on films grown by molecular beam epitaxy. Both the zero-bias and bias-dependent photocollection characteristics can be explained by assuming that the band discontinuity between AlAs and GaAs is mostly accommodated in the valence band.

Due to the important device applications of GaAs and Al$_x$Ga$_{1-x}$As, there has been much activity in recent years to determine the band alignment of this heterojunction.\(^1\) - \(^10\) It is presently accepted that the $\Gamma$ GaAs to $\Gamma$ AlGaAs conduction-band discontinuity is between 0.6 and 0.65 of the direct band-gap difference.\(^6\) Recent workers have shown that $\Gamma$ GaAs to $X$ AlGaAs (in the indirect alloy) conduction-band discontinuity is significantly below 60% of the indirect band-gap difference.\(^6\) From photosensitive capacitance-voltage measurements and internal quantum efficiency measurements of $p^+\text{GaAs/AlAs/GaAs}$ photodiodes, we have seen qualitative evidence that the band discontinuity between AlAs and GaAs is mostly accommodated in the valence band;\(^11\) - \(^12\) this is in agreement with recent reports of other investigators.\(^6\) - \(^10\) In this letter we report bias-dependent photocollection measurements of $p^+\text{GaAs/AlAs/GaAs}$ photodiodes. The measurements clearly demonstrate that the band discontinuity is largely accommodated in the valence band.

The device, whose structure is shown in Fig. 1, uses films grown by molecular beam epitaxy (MBE) in a Perkin-Elmer PHI 400 MBE system. The starting substrates were (100) cut and silicon doped at $1.5 \times 10^{18} \text{cm}^{-3}$. The GaAs buffer layer was grown at a substrate temperature of 600 °C and doped with silicon to $1.9 \times 10^{16} \text{cm}^{-2}$. The 4210-Å-thick undoped AlAs layer was grown at a substrate temperature of 700 °C. The top GaAs layer was grown at a substrate temperature of 600 °C and doped with beryllium to $1 \times 10^{18} \text{cm}^{-3}$. (The doping densities were determined by capacitance-voltage profiling.) Devices of dimension 300 μm by 300 μm were defined by photolithography and subsequent wet etching. Ohmic contacts of dimension $100\mu m \times 100\mu m$ were then made to the top GaAs layer.

The relative photocollection efficiency is shown in Fig. 2 for the $p^+\text{GaAs/AlAs/GaAs}$ diode whose dimensions are shown in Fig. 1. The Fig. 2 data were taken at a temperature of 300 K and relative photocollection efficiencies are shown for various applied reverse bias. For our device dimensions, the absorption of the light will shift from the $n$ GaAs buffer layer to the top $p^+\text{GaAs}$ layer as the wavelength decreases. From the Fig. 2 zero-bias photocollection efficiency one sees that the minority-carrier holes in the $n$ GaAs buffer layer are not as efficiently collected as minority-carrier electrons in the $p^+\text{GaAs}$ top layer. This suggests a larger band-gap discontinuity in the valence band than in the $\Gamma$ GaAs to $X$ AlAs conduction band. As the wavelength of the light decreases past 500 nm, the photocollection efficiency begins to decrease. This decrease is due to surface recombination as more and more carriers are being generated near the surface. As the wavelength decreases below 420 nm, there is an initial increase in the photocollection. This increase is due to direct band-to-band generation in the AlAs layer. Also seen in the Fig. 2 data is that as the $p^+\text{GaAs/AlAs/GaAs}$ diode is reverse biased, the...
collection of minority-carrier holes in the $n$ GaAs buffer layer increases relative to the minority-carrier electrons in the $p^+$ GaAs top layer.

A complementary device, $n^+ip$ GaAs/AlAs/GaAs diode, was also fabricated and its zero-bias relative photocollection efficiency is shown in Fig. 3. Again for this device the absorption of the light will shift from the $p$ GaAs buffer layer to the top $n^+$ GaAs layer as the wavelength decreases. From the Fig. 3 relative photocollection efficiency one sees that minority-carrier holes in the top $n^+$ GaAs layer are not as efficiently collected as minority-carrier electrons in the $p$ GaAs buffer layer which also suggests that the valence-band discontinuity is much larger than the conduction-band discontinuity. (Note that the sharp decrease in photocollection efficiency for wavelengths shorter than 650 nm is not due to surface recombination which does not become significant unless $\lambda < 500$ nm; the sharp decrease is due to poor photocollection efficiency for holes.)

The photocollection efficiency at a wavelength of 800 nm for the $p^+in$ structure depicted in Fig. 1 is shown as a function of reverse bias in Fig. 4; the measurement was made at a temperature of 300 K. At 800 nm the depth required to absorb 90% of the light in our structure is 1.73 $\mu$m. Therefore, at 800 nm a large portion of the light is absorbed in the $n$ GaAs buffer region. The data in Fig. 4 can be explained with the aid of Fig. 5. At zero bias there is a barrier to holes between the AlAs and $n$ GaAs buffer region as shown in Fig. 5(a). As the diode is reverse biased the barrier will decrease, increasing the photocollection efficiency. At a large enough bias the barrier will be removed, as shown in Fig. 5(b), and the photocollection efficiency will saturate. One would expect that before the barrier is completely removed [as depicted in Fig. 5(b)] that the photocollection current would saturate when the holes are able to tunnel through the remaining potential barrier. An analysis based on a numerical technique for solving the Schrödinger equation shows that this tunneling can lower the effective barrier by a maximum of 10 meV.

In summary, we have measured the relative photocollection efficiency of $p^+in$ and $n^+ip$ GaAs/AlAs/GaAs photodiodes. The photoresponses can be explained based on the band discontinuity between AlAs and GaAs being mostly accommodated in the valence band. The effect of external

FIG. 3. Relative photocollection efficiency for an $n^+ip$ GaAs/AlAs/GaAs photodiode. The top $n^+$ GaAs layer was 3000 Å thick and the AlAs layer was 2800 Å thick.

FIG. 4. Relative photocollection efficiency at a wavelength of 800 nm as a function of reverse bias of the $p^+in$ photodiode.

FIG. 5. Energy-band diagrams of the $p^+in$ GaAs/AlAs/GaAs photodiode: (a) zero-bias condition; (b) biased to where the valence-band discontinuity is equal to the band bending in the $n$ GaAs buffer region.
bias on the photoresponse of the $p^+$ in GaAs/AlAs/GaAs diode was also reported.
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