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Optimal Multi-Agent Coordination under Tree Formation Constraints

Wei Zhang and Jianghai Hu,Member, IEEE

Abstract

The optimal multi-agent coordination problem tries to find the motions for a group of agents that start from a set

of initial positions and end at a set of destination positions with the least energy expenditure. Often times, the problem

is formulated with constraints on the formation of the agents, namely, distances between certain pairs of agents need

to be kept constant throughout the process. In this paper, the optimal multi-agent coordination problem is studied for

the special case when the graph describing the formation constraint is a tree. The equations characterizing the optimal

coordinated motions are derived in a suitably chosen coordinate system. The solutions to these equations, however,

may fail to be optimal once extended beyond certain points called the conjugate points due to the failure of second

order optimality condition. Two methods for computing the conjugate points are introduced. For an instance of the

problem where the agents try to rotate around a center point,the conjugate points along a natural candidate solution

are characterized analytically and verified through numerical simulations. Moreover, better solutions are found that

consume less energy than the candidate solution after it is extended beyond its first conjugate point.

I. I NTRODUCTION

Due to their diverse applications in engineering fields, multi-agent coordination problems have attracted increasing

attention of the control community in the recent years. Their applications include, for example, air traffic

management (ATM [9], [17], [30]), robotics ([4]), UnmannedAerial Vehicle (UAVs [26], [31]), and spacecraft [13],

[29], etc. In these applications, the system under study consists of a group of agents that can coordinate their

motions to achieve a common goal or complete a common task, subject to some practical constraints. For example,

the motions of the aircraft flying at the same altitude in a region of the airspace are coordinated by the air traffic

controller for on-time arrivals and at the same time avoiding conflicts, namely, events when two aircraft are within

5 nautical miles horizontally in en-route airspace and 3 nautical miles close to airports. As another example, a team

of mobile robots may coordinate their motions to carry a common object from one end of the room to the other

end without dropping it or running into the obstacles. As an UAV example, a group of UAVs may need to fly in a

certain formation to reduce their fuel expenditure and keepactive communication links among them.

In all these examples, there are separation constraints among agent pairs due to safety, physical, or efficiency

reasons. Such constraints can be classified as formation constraints. In this paper, we study a version of the optimal
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multi-agent coordination problem with formation constraints. More precisely, we aim to find the coordinated motions

with the minimum energy cost that can move a group of agents from given initial positions to given destination

positions within a certain time horizon, while at the same time satisfy some formation constraint, namely, the

distances between certain pairs of agents need to be kept constant throughout the process.

Compared with the many existing works on multi-agent coordination, the focus of this paper has several distinctive

features. First, we study the centralized coordination problem for multiple agents, rather than the decentralized

ones studied in, for example, [14], [20], [22]. Second, manyother works on formation-constrained multi-agent

coordination focus on aspects such as stability (e.g. [6], [8], [10], [25], [28]), feasibility (e.g., [23], [27]), and

consensus forming (e.g. [3], [21], [24]); whereas this paper is among the few (see, e.g., [7], [11], [12]) dealing

with optimality of the coordinated motions. Furthermore, in this paper, simple kinetic models are used for the agent

dynamics, and only holonomic constraints are considered inthe formation constraints, as opposed to the numerous

works dealing with nonholonomic constraints (e.g. [1], [16], [27]). Other related references can be found in the

collection [18].

Although some of the above features are limiting in practice, they allow us to formulate and solve the optimal

coordinated motion planning problem for multiple agents with formation constraints analytically, and to obtain

higher order optimality conditions such as those characterized by conjugate points, thus making this paper one of

the few contributions that can accomplish these two goals. Specifically, the main contributions of this paper consist

of the following. By focusing on tree formation constraints, (geodesic) equations are derived to characterize the

solutions to the optimal coordination problem. Since theseequations are only necessary, their solutions may fail

to be optimal once extended too long for various reasons, oneof which is the occurrence of conjugate points.

For an instance of the problem where the group of agents rotate around a common centroid, we derive the Jacobi

equation that can be used to characterize the conjugate points along a candidate solution, and propose two methods

for its solution. These methods are tested on a family of treeformation constraints, where we derive analytically

the conjugate points, as well as the better solutions once the candidate solution is extended beyond its conjugate

points.

The multi-agent coordination problem studied in this paperis originally proposed in its preliminary form in [11],

and studied for a special case in [12]. This paper is a generalization of these works, and contains several significant

improvements. First of all, this paper studies the much moregeneral tree formation constraints, for which the snake

formation studied in [12] is only a very special case. Second, this paper derives equations for the optimal solutions

whose coefficients are matrices dependent on the graph describing the tree formation constraint, and in particular,

for the case studied in Section III-C, optimality conditions on the initial positions of the agents in accordance

with the graph and their mechanical interpretations. For the snake formation studied in [12], these conditions are

trivially satisfied. More importantly, from a computational point of view, the Jacobi equation derived for the tree

formation constraint in this paper is of the form̈x + L1ẋ + L0x = 0 for some nonzero matricesL1 andL0, which

necessitates the solution of a general second order matrix differential equation through matrix polynomial and latent

roots/vectors analysis [19]; whereas in [12], the matrixL1 is zero, and a simple eigenvalue/eigenvector analysis of
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L0 will suffice. Hence this paper deals with a much more challenging problem than the one studied in [12]. See

Remark 3 in Section III-D for further comments on this aspect.

This paper is organized as follows. In Section II, the general formation constrained optimal multi-agent

coordination problem is formulated. Then in Section III, wefocus on the special case where the formation graph is

a tree. First, the problem is reformulated as an optimal control problem in a more convenient new coordinate system

(Section III-A). Then, first order optimality conditions are derived by using the optimal control theory (Section III-

B). Next, for an important instance of the problem where the group of agents rotate around a common centroid, a

natural candidate solution is proposed based on the first order conditions (Section III-C). For this candidate solution,

second variation is then carried out to derive the Jacobi equation that characterizes the conjugate points beyond

which the candidate solution will fail to be optimal (Section III-D). In Section IV, two methods are proposed

to solve the Jacobi equation. These methods are illustratedin Section V, where for a family of tree formation

constraints, we derive analytically the conjugate points along the candidate solution (Section V-A), and verify them

numerically (Section V-B). Better solutions are also derived when the candidate solution is extended beyond its

first conjugate point (Section V-C). Finally, some concluding remarks are given in Section VI.

II. OPTIMAL FORMATION CONSTRAINED MULTI -AGENT COORDINATION

In this section, the problem of optimal multi-agent coordination under formation constraints is formulated. We

first introduce some notations.

Considern+1 agents moving on a planeR2. Their positions are denoted by the ordered(n+1)-tuple〈qi〉ni=0 =

(q0, . . . , qn), whereqi ∈ R2 is the position of agenti, i = 0, . . . , n. A formation constraint on the locations of the

n + 1 agents can be described in terms of an undirected graphG = (V , E), whose set of verticesV = {0, . . . , n}
consists ofn + 1 nodes that correspond to then + 1 agents, and whose set of edgesE is a subset ofV × V .

An (n + 1)-tuple 〈qi〉ni=0 is said to satisfy theG-formation constraintif and only if for each edge(i, j) ∈ E ,

0 ≤ i, j ≤ n, the distance of agenti and agentj is at a prescribed value (say, unity):

‖qi − qj‖ = 1 for each(i, j) ∈ E .

Note that in the above definition, if(i, j) is not an edge inE , there is no constraint on the distance between agents

i andj: ‖qi − qj‖ can be either greater or smaller than 1.

Problem 1 (Optimal Formation Constrained Multi-Agent Coordination): Given a formation graphG, and the

starting position〈ai〉ni=0 and the destination position〈bi〉ni=0 of the n + 1 agents, find the motions〈qi(t)〉ni=0

of the agents over a time interval[0, tf ] so that

1) for each agenti, it starts fromai at time0 and ends atbi at time tf , i.e., qi(0) = ai, qi(tf ) = bi;

2) the locations〈qi(t)〉ni=0 of the n + 1 agents satisfy theG-formation constraint at all timest in [0, tf ];

3) the total energy expenditureJ is minimized, whereJ is defined by

J =

n
∑

i=0

∫ tf

0

‖q̇i‖2 dt. (1)
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Remark 1:A justification for choosing the energy expenditureJ as the cost function for the problem can be

found in [11]. Intuitively,J is the sum ofn + 1 terms; and minimizing each term
∫ tf

0 ‖q̇i‖2 dt will tend to make

the motionqi(t) for agenti follow a straighter path with less speed variations. In comparison, if term
∫ tf

0
‖q̇i‖ dt is

used in the definition ofJ instead of
∫ tf

0 ‖q̇i‖2 dt, then, as
∫ tf

0 ‖q̇i‖ dt is the length of the curveqi(t), 0 ≤ t ≤ tf ,

motions that follows the same path will have the same cost, even though some may be smoother than others.

Obviously, in practice, smoother motions should be favored.

For brevity, in the rest of the paper, the above problem will be called the OFC problem. Thus the OFC problem

tries to find the coordinated motions of then + 1 agents that can move them from〈ai〉ni=0 at time 0 to 〈bi〉ni=0

at time tf with the minimal energy expenditure, while at the same time maintaining theG-formation constraint,

namely, the distance between agentsi andj is kept at the constant 1 at all times for(i, j) ∈ E .

The starting position〈ai〉ni=0 and the destination position〈bi〉ni=0 are calledalignedif they have the same centroid:

1
n+1

∑n

i=0 ai = 1
n+1

∑n

i=0 bi = c. In [11], it is proved that the general OFC problems can be reduced to the OFC

problem where the initial and the destination positions arealigned. Hence without loss of generality we assume in

the rest of this paper that〈ai〉ni=0 and 〈bi〉ni=0 have a common centroidc, say, at the origin.

Assumption 1:Assume that the initial and the destination positions are aligned at the same centroidc = 0:

1

n + 1

n
∑

i=0

ai =
1

n + 1

n
∑

i=0

bi = 0.

Under this assumption, the following result can be used to reduce the complexity of solving the OFC problem.

Lemma 1 ([11]): Suppose that in the OFC problem the starting position〈ai〉ni=0 and the destination position

〈bi〉ni=0 are aligned at the common centroidc = 0. Then the optimal solutions〈qi〉ni=0 to the OFC problem under

any formation constraintG satisfy

1

n + 1

n
∑

i=0

qi(t) = 0, ∀t ∈ [0, tf ].

In other words, the positions of then + 1 agents during the optimal coordinated motions are also centered at the

origin under arbitrary formation constraints. This in effect reduces the dimension of the problem by two: the optimal

solution (q0, . . . , qn) as a curve inR2(n+1) lies in a subspace of codimension two.

III. OFC PROBLEM UNDER TREE FORMATION CONSTRAINT

In this paper, we focus on the OFC problem with a particular formation constraint structure, namely, whenG is

a tree. A connected undirected graph is called atree if it has no loop. For a treeG = (V , E), typically a node, say,

node 0, is identified as the root, and a layered structure can be established for the rest of the nodes according to

their distances to the root. More precisely, a partial order� can be defined onV so that two nodesi andk satisfy

i � k if and only if nodei is a predecessorof nodek, or equivalently, if and only if nodei is on the shortest path

between nodek and the root. Otherwise, we writei 6� k. Note thati � i, and that it is possible that bothi 6� k

and k 6� i are true for certain nodesi andk. As an example, in the tree shown in Fig. 1, we have1 � 6, while

3 6� 6 and6 6� 3.
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θ

Fig. 1. An example of an(n + 1)-tuple satisfying a tree formation constraint (n = 6).

A. A New Coordinate System

It turns out that in studying the OFC problem with a tree formation constraintG, it is more convenient to work in

a different coordinate system than the canonical(q0, . . . , qn) for representing the agents’ positions, as the formation

constraint is not intrinsically encoded in the latter system. To see this, let〈qi〉ni=0 be an(n + 1)-tuple satisfying

theG-formation constraint. For each edge(i, k) ∈ E where nodei is an immediate predecessor of nodek, we can

associate an angleθk defined as the phase angle of the vectorqk − qi. See Fig. 1 for an example whenn = 6.

Note that since(i, k) ∈ E and〈qi〉ni=0 satisfies theG-formation constraint, we must have‖qi − qk‖ = 1. Thus if we

identify R2 with the complex planeC, then from the above definition, we haveqk − qi = ejθk wherej =
√
−11.

As a result, the positionqi of an arbitrary nodei can be expressed in terms of the positionq0 of the root and the

angles associated with all the edges on the shortest path from the root to nodei as:

qi = q0 +
∑

k�i, k 6=0

ejθk , i = 0, . . . , n. (2)

Note that the summation in (2) is over all the predecessors ofnodei, including nodei itself, except the root.

By Assumption 1 and Lemma 1, the optimal solutions〈qi〉ni=0 must satisfy
∑n

i=0 qi = 0 at all times. Substituting

in (2), we have

(n + 1)q0 +

n
∑

i=1

∑

k�i, k 6=0

ejθk = 0,

or equivalently,

q0 = − 1

n + 1

n
∑

i=1

∑

k�i, k 6=0

ejθk = −
n
∑

k=1

χk

n + 1
ejθk . (3)

1In this paper,j can either denote
√

−1 or be an integer index. There should be no ambiguity in its meaning as we have ensured thatj with

the two different interpretations will not appear in the same expression in the rest of the paper.
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In the above equation, for an arbitrary nodei other than the root,χi is an integer associated with nodei defined

as the number of successors of nodei, including nodei itself. More precisely,

χi = #{k 6= 0 : i � k}. (4)

As an example, in Fig. 1, we haveχ1 = 5, χ2 = χ3 = χ5 = χ6 = 1, andχ4 = 3. Using (3), we can rewrite (2) as

qi =
n
∑

k=1, k�i

n + 1 − χk

n + 1
ejθk −

n
∑

k=1, k 6�i

χk

n + 1
ejθk , i = 0, . . . , n. (5)

Equation (5) defines a coordinate transformation between the canonical(q0, . . . , qn) and the new coordinates

(θ1, . . . , θn). Note that in the new coordinate system, the formation constraint, namely,‖qi − qk‖ = 1 whenever

(i, k) ∈ E , is implicitly encoded.

We now derive the expression of the energyJ defined in (1) in the new coordinate system. Differentiating(5)

and taking the norm square, we have

‖q̇i‖2 =

∥

∥

∥

∥

∥

∥

∑

k�i

n + 1 − χk

n + 1
jejθk θ̇k −

∑

k 6�i

χk

n + 1
jejθk θ̇k

∥

∥

∥

∥

∥

∥

2

=





∑

k�i

n + 1 − χk

n + 1
jejθk θ̇k −

∑

k 6�i

χk

n + 1
jejθk θ̇k



 ·



−
∑

k�i

n + 1 − χk

n + 1
je−jθk θ̇k +

∑

k 6�i

χk

n + 1
je−jθk θ̇k





=
∑

k�i

(n + 1 − χk)2

(n + 1)2
θ̇2

k +
∑

k1�i, k2�i, k1 6=k2

(n + 1 − χk1
)(n + 1 − χk2

)

(n + 1)2
cos(θk1

− θk2
)θ̇k1

θ̇k2

+
∑

k 6�i

χ2
k

(n + 1)2
θ̇2

k +
∑

k1 6�i, k2 6�i, k1 6=k2

χk1
χk2

(n + 1)2
cos(θk1

− θk2
)θ̇k1

θ̇k2

−
∑

k1�i, k2 6�i

(n + 1 − χk1
)χk2

(n + 1)2
cos(θk1

− θk2
)θ̇k1

θ̇k2
,

for i = 0, . . . , n. Note that the running indicesk, k1, k2 in the above equation are all assumed implicitly to take

values in the range1, . . . , n. Moreover, the summations involvingk1 andk2 are over ordered pairs:(k1, k2) and
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(k2, k1) are counted separately. As a result, the energyJ can be written as

J =

∫ tf

0

(

n
∑

i=0

‖q̇i‖2

)

dt

=

∫ tf

0

{

∑

k

[

(n + 1 − χk)2

(n + 1)2
· χk +

χ2
k

(n + 1)2
· (n + 1 − χk)

]

θ̇2
k

+
∑

k1 6=k2

[

(n + 1 − χk1
)(n + 1 − χk2

)

(n + 1)2
· #{i : k1 � i, k2 � i}

+
χk1

χk2

(n + 1)2
· #{i : k1 6� i, k2 6� i}

− (n + 1 − χk1
)χk2

(n + 1)2
· #{i : k1 � i, k2 6� i}

− χk1
(n + 1 − χk2

)

(n + 1)2
· #{i : k1 6� i, k2 � i}

]

· cos(θk1
− θk2

)θ̇k1
θ̇k2

}

dt

=

∫ tf

0

(

n
∑

k1,k2=1

∆k1k2
cos(θk1

− θk2
)θ̇k1

θ̇k2

)

dt. (6)

The constants∆k1k2
in equation (6) can be determined by comparing the coefficients with the previous equation.

Specifically, for eachk = 1, . . . , n,

∆kk =
(n + 1 − χk)2

(n + 1)2
· χk +

χ2
k

(n + 1)2
· (n + 1 − χk) =

χk(n + 1 − χk)

n + 1
. (7)

For k1, k2 = 1, . . . , n with k1 � k2,

∆k1k2
=

(n + 1 − χk1
)(n + 1 − χk2

)

(n + 1)2
· χk2

+
χk1

χk2

(n + 1)2
· (n + 1 − χk1

) − (n + 1 − χk1
)χk2

(n + 1)2
· (χk1

− χk2
)

=
(n + 1 − χk1

)χk2

n + 1
.

Similarly, for k1, k2 = 1, . . . , n with k2 � k1,

∆k1k2
=

χk1
(n + 1 − χk2

)

n + 1
.

On the other hand, ifk1 6� k2 andk2 6� k1, then

∆k1k2
=

χk1
χk2

(n + 1)2
· (n + 1 − χk1

− χk2
) − (n + 1 − χk1

)χk2

(n + 1)2
· χk1

− χk1
(n + 1 − χk2

)

(n + 1)2
· χk2

= −χk1
χk2

n + 1
.

To sum up, the energy expenditureJ in the new coordinate system becomes

J =

∫ tf

0

(

n
∑

i,j=1

∆ij cos(θi − θj)θ̇iθ̇j

)

dt, (8)

where the constants∆ij , 1 ≤ i, j ≤ n, are defined as

∆ij =























(n+1−χi)χj

n+1 , if i � j,

χi(n+1−χj)
n+1 , if j � i,

−χiχj

n+1 , otherwise.

(9)
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Define the (column) vectorθ = (θ1, . . . , θn) ∈ Rn and the matrix

G(θ) = [gij(θ)]1≤i,j≤n , [∆ij cos(θi − θj)]1≤i,j≤n
∈ R

n×n. (10)

Then (8) can be simplified as

J =

∫ tf

0

θ̇T G(θ)θ̇ dt. (11)

Thus the OFC problem is reduced to the following optimal control problem:

Minimize
∫ tf

0

1

2
uT (t)G(θ)u(t) dt subject to u(t) = θ̇(t), t ∈ [0, tf ], θ(0) = θ0, θ(tf ) = θf . (12)

Hereθ0, θf ∈ Rn are chosen to match the initial position〈ai〉ni=0 and the final position〈bi〉ni=0, respectively.

Remark 2:The matrixG(θ) is indeed the Riemannian metric in the coordinate system(θ1, . . . , θn) transformed

from the canonical Euclidean metric onR2(n+1) via the coordinate transformation (5), andJ in (11) is the energy

of the curveθ(t), 0 ≤ t ≤ tf , as measured by this metric. Thus the optimal control problem (12) is equivalent to

finding the shortest distance curves fromθ0 to θf parameterized with constant speed [5].

B. Optimality Condition Obtained by First Variation

We now solve the optimal control problem (12). Define the Hamiltonian

H =
1

2
uT G(θ)u + λtu,

whereλ ∈ R
n is the co-state. Then by the Maximum Principle [2], the optimal u is determined by

u = argminuH = argminu

[

1

2
uT G(θ)u + λtu

]

⇒ G(θ)u + λ = 0,

while the dynamics ofλ is given by

λ̇ = −∂H

∂θ
= −1

2

∂

∂θ

[

uT G(θ)u
]

.

Combining the above two equations, we obtain

−1

2

∂

∂θ

[

uT G(θ)u
]

= λ̇ = −G(θ)u̇ − d

dt
G(θ) · u.

Sinceu = θ̇, the above equation can be rewritten as

G(θ)θ̈ =
1

2

∂

∂θ

[

θ̇T G(θ)θ̇
]

− d

dt
G(θ) · θ̇. (13)

Equation (13) is called thegeodesic equationand its solutions are called geodesics, as the optimal control

problem (12) under study is an instance of the shortest distance problem under a suitable Riemannian metric [5]

(see Remark 2).
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Evaluating thek-th component of the above vector equation (13), we obtain
[

G(θ)θ̈
]

k
=

1

2

∂

∂θk

[

θ̇T G(θ)θ̇
]

−
[

d

dt
G(θ) · θ̇

]

k

=
1

2

∂

∂θk





n
∑

i,j=1

∆ij cos(θi − θj)θ̇iθ̇j



+
∑

1≤j≤n

∆kj sin(θk − θj)(θ̇k − θ̇j)θ̇j

=
1

2



−
∑

1≤j≤n

∆kj sin(θk − θj)θ̇kθ̇j +
∑

1≤j≤n

∆jk sin(θj − θk)θ̇j θ̇k





+
∑

1≤j≤n

∆kj sin(θk − θj)(θ̇k − θ̇j)θ̇j

= −
∑

1≤j≤n

∆kj sin(θk − θj)θ̇kθ̇j +
∑

1≤j≤n

∆kj sin(θk − θj)(θ̇k − θ̇j)θ̇j

= −
∑

1≤j≤n

∆kj sin(θk − θj)θ̇
2
j ,

where[·]k denotes thek-th component of a vector. Therefore, the geodesic equation(13) is equivalent to
[

G(θ)θ̈
]

k
= −

∑

1≤j≤n

∆kj sin(θk − θj)θ̇
2
j , k = 1, . . . , n. (14)

From the standard result of optimal control theory, equation (14) gives a necessary condition for a curveθ(t) to

be a solution to the OFC problem. Conversely, a curveθ(t), t ∈ [0, tf ], satisfying the geodesic equation (14) is a

solution to the OFC problem iftf is sufficiently small [2], [5]. However, for largetf , the optimality ofθ(t) may be

lost due to various reasons. Later in this section, we will study one of them, namely, the occurrence of conjugate

points.

C. A Special Instance of the OFC Problem and Its Candidate Solutions

Instead of studying the general solutions to the geodesic equation (14), we consider a special case. Suppose that

the initial position〈ai〉ni=0 and the destination position〈bi〉ni=0 of the n + 1 agents are not only aligned at the

common centroid0, but they can be obtained from each other by a rotation aroundthe origin. More precisely, we

assume thatbi = Rtf
(ai), i = 0, . . . , n, where for eachα ∈ R, Rα denotes the rotation operation around the origin

by the angleα counterclockwise.

Under this assumption, a natural candidate solutionq∗ = 〈q∗i 〉ni=0 to the OFC problem under any formation

constraintG can be described as follows:q∗i (t) = Rt(ai), t ∈ [0, tf ], i = 0, . . . , n. In other words, all then + 1

agents rotate at unit angular velocity counterclockwise around the origin from〈ai〉ni=0 at time0 to 〈bi〉ni=0 at time

tf . In the coordinate systemθ = (θ1, . . . , θn) constructed in Section III-A, this candidate solutionq∗ corresponds

to

θ∗ = θ0 + t · 1, (15)

whereθ0 = (θ0
1 , . . . , θ

0
n) is the new coordinate corresponding to the initial position〈ai〉ni=0, and1 ∈ Rn is the

vector whose components are all1’s.
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In order forq∗ to be a solution to the OFC problem,θ∗ must satisfy the geodesic equation (14). Sinceθ̈∗ ≡ 0,

θ̇∗j ≡ 1, andθ∗k − θ∗j ≡ θ0
k − θ0

j are constant for1 ≤ j, k ≤ n, we must have

∑

1≤j≤n

∆kj sin(θ0
k − θ0

j ) = 0, k = 1, . . . , n. (16)

Equation (16) is the condition onθ0 so that starting from the corresponding initial position〈ai〉ni=0, the coordinated

motion q∗ obtained by rotating around the origin satisfies the first order optimality condition (13).

1) A Mechanical Interpretation of Condition (16):To better understand the implication of condition (16), we next

develop a mechanical analogy. To this purpose, we first provea useful identity. Suppose that(θ1, . . . , θn) is the new

coordinate for an(n+1)-tuple〈qi〉ni=0 satisfying theG formation constraint under the coordinate transformation(5)

described in Section III-A, and let∆ij be defined as in (9).

Lemma 2:For eachl = 1, . . . , n, we have

∑

{i: l�i}
qi =

∑

1≤k≤n

∆lk ejθk . (17)

Proof: Substituting in (5), we have

∑

{i: l�i}
qi =

∑

{i: l�i}





∑

k�i

n + 1 − χk

n + 1
ejθk −

∑

k 6�i

χk

n + 1
ejθk





=
∑

{k: l�k}

[

n + 1 − χk

n + 1
· χk − χk

n + 1
· (χl − χk)

]

ejθk

+
∑

{k: k�l}

n + 1 − χk

n + 1
· χl ejθk −

∑

{k: k 6�l, l 6�k}

χk

n + 1
· χl e

jθk

=
∑

{k: l�k}

(n + 1 − χl)χk

n + 1
ejθk +

∑

{k: k�l}

χl(n + 1 − χk)

n + 1
ejθk +

∑

{k: k 6�l, l 6�k}

−χlχk

n + 1
ejθk .

The desired conclusion can be obtained by comparing the coefficients in the last equation with (9).

Now supposeθ0 = (θ0
1 , . . . , θ

0
n) is the new coordinate corresponding to the initial position〈ai〉ni=0, and that it

satisfies condition (16). By Lemma 2, for eachl = 1, . . . , n,

∑

{i: l�i}
ai =

∑

1≤k≤n

∆lk ejθ0

k .

Thus, if Im[·] denotes the imaginary part of complex numbers, then

Im









∑

{i: l�i}
ai



 · e−jθ0

l



 = Im





∑

1≤k≤n

∆lk ej(θ0

k−θ0

l )



 =
∑

1≤k≤n

∆lk sin(θ0
k − θ0

l ) = 0, (18)

where the last equality follows from condition (16). Since every step of the above derivation is reversible, we

conclude that condition (16) is equivalent to the following:

the vector
∑

{i: l�i}
ai is of the same direction asejθ0

l , for l = 1, . . . , n. (19)

Note that for eachl = 1, . . . , n, since nodel is not the root, it has an immediate predecessor, say, nodei. By the

definition of θ0
l , ejθ0

l is the direction of the vectoral − ai. Hence condition (19) says that the sum of the positions
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Fig. 2. Examples of different initial positions: (a) and (c)satisfy condition (19) while (b) does not. However, (c) doesnot satisfy Assumption 1.

of all successors of nodel, including nodel itself, is of the same direction as the vector pointing from the position

of the immediate predecessor of nodel to the position of nodel. In particular, if nodel is a leaf, namely, a node

with no other successors other than itself, then condition (19) says that its immediate predecessor must be located

on the line connectingal and the origin. For example, the agenta2 in Fig. 2-(b) is a leaf, but its predecessora1 is

not on the line connectinga2 and the origin; thus the initial position in Fig. 2-(b) does not satisfy condition (19).

A mechanical interpretation of condition (19) can be given as follows. Corresponding to then + 1 agents, there

aren + 1 unit point masses located ata0, . . . , an. For each edge(i, j) ∈ E , there is a rigid rod of zero mass and

unit length connecting thei-th and thej-th agents. Moreover, for each agenti, there is a centrifugal force pointing

from the origin toai with the strength‖ai‖. Then it can be easily verified that the initial condition〈ai〉ni=0 satisfies

condition (19) if and only if the mechanical system described above is in equilibrium, namely, all the forces acting

on each agent, including the centrifugal force and the forces by the rods connecting to it, add up to zero.

By noting the constraint that
∑n

i=0 ai = 0, an alternative mechanical interpretation can be given as follows.

Instead of the centrifugal forces, assume that in the(n + 1)-point mass system connected by rods described above,

for each pair0 ≤ i, j ≤ n, the point mass located atai has a repulsive force ofaj − ai acting on the point mass

located ataj . Then it can also be verified that condition (19) is equivalent to that this mechanical system is in a

balance of forces.

If the initial position satisfies condition (19), or equivalently, condition (16), thenθ∗ defined in (15) is a solution

to equation (13), hence is a candidate solution to the corresponding OFC problem. The above mechanical analogies

provide much easier-to-use criteria for checking whetherθ∗ with a given initial position is a candidate solution.

As examples, one can immediately see thatθ∗ is a candidate solution for the initial position shown in Fig. 2-(a),

but not for (b) and (c). The reason is that the point-mass system corresponding to (b) is not in a balance of forces,

while although (c) satisfies condition (19), it violates Assumption 1.

D. Optimality Condition Obtained by Second Variation

Consider the special instance of the OFC problem described in Section III-C. Suppose that〈ai〉ni=0 satisfies

condition (16). Then the candidate solutionθ∗ defined in (15) satisfies the first order optimality condition(14), and,
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as a result, is an optimal solution to the OFC problem iftf is sufficiently small.

However, as the time horizontf increases,θ∗ may fail to be an optimal solution to the OFC problem. One

possible reason is the occurrence of conjugate points [15],namely, the failure ofθ∗ to meet the second order

optimality condition. Intuitively, a conjugate point is encountered along a geodesic when infinitesimally there are

more than one geodesic connecting its two end points. For thesimplest example of conjugate points, consider a

sphere. Geodesics on the sphere are great circles. A great circle emitting from the south pole will no longer be

distance-minimizing between its two end points after passing its first conjugate point, namely, the north pole. The

reason that the north pole is a conjugate point is because there is more than one great circle connecting it to the

south pole.

In order to characterize the conjugate points alongθ∗, we need to find the variation ofθ in equation (14) around

the nominal solutionθ∗. To this purpose, letδθ(t) ∈ Rn be a variation ofθ∗(t) for t ∈ [0, tf ]. Since the two end

points ofθ∗ are fixed, the variation must be proper, i.e.,δθ(0) = δθ(tf ) = 0. Taking the variationδθ in (14) along

the solutionθ∗, we obtain
[

G(θ∗) · δ̈θ + δG(θ∗) · θ̈∗
]

k
= −

∑

1≤j≤n

∆kj cos(θ∗k − θ∗j )(δθk − δθj)(θ̇
∗
j )2 −

∑

1≤j≤n

2∆kj sin(θ∗k − θ∗j ) θ̇∗j δ̇θj ,

for k = 1, . . . , n. Note thatθ̈∗ ≡ 0, θ̇∗j ≡ 1, andθ∗k − θ∗j ≡ θ0
k − θ0

j . Thus, the above equation is reduced to
[

G(θ∗) · δ̈θ
]

k
= −

∑

1≤j≤n

∆kj cos(θ0
k − θ0

j )(δθk − δθj) −
∑

1≤j≤n

2∆kj sin(θ0
k − θ0

j )δ̇θj

= −





∑

1≤j≤n

∆kj cos(θ0
k − θ0

j )



 δθk +
∑

1≤j≤n

∆kj cos(θ0
k − θ0

j )δθj

−
∑

1≤j≤n

2∆kj sin(θ0
k − θ0

j )δ̇θj . (20)

To simplify the above equation, define the constants

µk =
∑

1≤j≤n

∆kj cos(θ0
k − θ0

j ), k = 1, . . . , n. (21)

Define the matricesΛ andGs(θ
∗) ∈ Rn×n as

Λ = diag(µ1, . . . , µn), Gs(θ
∗) =

[

∆ij sin(θ0
i − θ0

j )
]

1≤i,j≤n
. (22)

Then equation (20) can be written in matrix form as

G(θ∗) δ̈θ = −Λ δθ + G(θ∗) δθ − 2Gs(θ
∗) δ̇θ,

or equivalently,

δ̈θ = −2G(θ∗)−1Gs(θ
∗) δ̇θ − [G(θ∗)−1Λ − I] δθ. (23)

Equation (23) is called theJacobi equation. A conjugate point alongθ∗ (or alongq∗ in the canonical coordinates)

occurs at timeτ if there is a nontrivial solution to the Jacobi equation thatvanishes at both time 0 and timeτ , i.e.,

if there is a solutionδθ(t) not identically zero fort ∈ [0, τ ] with δθ(0) = δθ(τ) = 0. By the standard result of
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optimal control theory [2], [15], oncetf > τ , θ∗ will no longer be optimal, or equivalently, the corresponding q∗

will no longer be the optimal coordinated motion of then + 1 agents from〈ai〉ni=0 at time0 to 〈bi〉ni=0 at timetf .

In the next section, we will find the conjugate points alongθ∗ by solving the Jacobi equation. From the above

discussions, this will give us upper bounds ontf for the optimality ofθ∗.

Remark 3: In theory, the Jacobi equation (23) can also be derived through a purely differential geometric approach

by computing the curvature tensors of the Riemannian metricG(θ), similar to the one adopted in [12] in studying

the special snake formation case. However, such an approachis almost infeasible here due to the increased problem

complexity caused by the general tree formation structure.Hence the direct variational approach is adopted here.

Remark 4:As another remark, although in this section we only carry outthe second variation for the special

instance of the OFC problem described in Section III-C, Jacobi equation similar to equation (23) can be derived for

an arbitrary instance of the OFC problem around any candidate solution satisfying equation (14) by using a similar

approach. In these general cases, however, the coefficient matrices in the Jacobi equation are no longer constant,

but time-varying instead. Thus the solution of the Jacobi equation becomes a much more challenging task.

IV. SOLUTION OF THE JACOBI EQUATION

To solve the Jacobi equation (23), we first write it in the generic form

L2ẍ + L1ẋ + L0x = 0, (24)

wherex = δθ, andL0, L1, andL2 are constant matrices defined by

L2 = I, L1 = 2G(θ∗)−1Gs(θ
∗), L0 = G(θ∗)−1Λ − I.

From the discussions at the end of Section III-D, in order to find the conjugate points alongθ∗, we need to solve

equation (24). In particular, we need to find those nontrivial solutionsx(t) that vanish at both time 0 and a positive

time τ . For each such solution, a corresponding conjugate point islocated atθ∗(τ). In this section, two methods are

proposed to solve equation (24): a direct method suitable for analytical calculation and an indirect method suitable

for numerical verification.

A. Direct Method

The equation (24) is a second order homogeneous matrix differential equation (MDE) with constant coefficient

matricesL0, L1, L2 ∈ Rn×n. A standard way of solving a general MDE is described in [19] and can be adopted

to solve our problem. In the following, we review some of the important results. The interested reader can refer

to [19] for proofs and other details.

Definition 1: Consider the homogeneous constant-coefficient MDE of orderl given by

Llx
(l)(t) + Ll−1x

(l−1)(t) + · · · + L1x
(1)(t) + L0x(t) = 0, (25)

whereL0, L1, . . . , Ll ∈ Cn×n, det(Ll) 6= 0, andx : R+ → Cn is l-time differentiable. Define thematrix polynomial

as:L(λ) =
l
∑

j=0

λjLj for λ ∈ C.
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1) λ0 is a latent rootof L(λ) if det(L(λ0)) = 0;

2) A nonzero vectorv0 ∈ Cn is a latent vectorof L(λ) associated with a latent rootλ0 if L(λ0)v0 = 0;

3) A sequence of vectors,v0, v1, . . . , vk−1 ∈ Cn with v0 6= 0, is a Jordan chainof length k for L(λ)

corresponding to the latent rootλ0 if the following k relations hold:

L(λ0)v0 = 0,

L(λ0)v1 +
1

1!
L(1)(λ0)v0 = 0,

...

L(λ0)vk−1 +
1

1!
L(1)(λ0)vk−2 + · · · + 1

(k − 1)!
L(k−1)(λ0)v0 = 0.

(26)

HereL(j)(λ) denotes thej-th order derivative ofL(λ) with respect toλ.

The above definitions for a matrix polynomial is conceptually similar to the eigenpairs and the Jordan chains of

a numerical matrix except that the number of the latent rootsof L(λ) (counting multiplicity) is l · n, and that the

latent vectors associated with different latent roots are not necessarily linearly independent. Vectors in the same

Jordan chain ofL(λ) could also be linearly dependent. On the other hand, most other facts about the Jordan chains

of numerical matrices still apply here. For example, ifλi is a latent root ofL(λ) with algebraic multiplicityni and

geometric multiplicitymi, then there aremi sets of Jordan chains associated withλi and the numbers of vectors

in these Jordan chains sum up toni. See [19] for more details.

With the above definitions, the following lemma describes the relationship between the Jordan chains ofL(λ)

and the primitive solutions of the MDE (25).

Lemma 3:Let L(λ) be the matrix polynomial associated with MDE (25).

1) If v0 andv1 are two latent vectors ofL(λ) associated with latent rootsλ0 andλ1 (λ0 6= λ1), respectively,

thenx0(t) = v0 eλ0t andx1(t) = v1 eλ1t are two linearly independent solutions of the MDE (25).

2) If v0, v1, . . . , vk−1 is a Jordan chain of lengthk for L(λ) corresponding to the latent rootλ0, then

x0(t) =v0 eλ0t,

x1(t) =(tv0 + v1) eλ0t,

... (27)

xk−1(t) =

(

k−1
∑

j=0

tj

j!
vk−1−j

)

eλ0t

arek linearly independent solutions of the MDE (25).

3) Solutions of the form (27) but belonging to different Jordan chains ofL(λ) are linearly independent.

MDE (25) has anl ·n-dimensional solution space. By Lemma 3, a Jordan chain of lengthk for L(λ) can provide

exactlyk independent solutions. Thus the whole solution space of theMDE (25) is fully characterized by the Jordan

chains of the corresponding matrix polynomialL(λ), as is summarized in the following theorem.
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Theorem 1:Let L(λ) be the matrix polynomial associated with the MDE (25), whichhas a total ofs different

sets of Jordan chains of sizesn1, . . . , ns. Let X be ann×ln matrix whose columns consist of all the vectors in these

Jordan chains. Corresponding to these Jordan chains, we define a block diagonal matrixJb = diag{J1, . . . , Js},

whereJj is a Jordan block of sizenj , j = 1, . . . , s. Then (X, Jb) is called aJordan pair of L(λ), and every

solution of MDE (25) has the form

x(t) = XeJbtz (28)

for somez ∈ Cln.

The conjugate points alongθ∗ can be located by finding particular solutionsx(t) to the equation (24) that start

from zero and come back to zero at a later time. Since equation(24) is just a second order MDE, by Theorem 1,

its 2n-dimensional solution space is spanned by linearly independent vector functions defined in terms of the latent

roots and the corresponding Jordan chains ofL(λ). Therefore, the problem of finding the conjugate points ofθ∗

can be transformed to computing the latent roots and the Jordan chains ofL(λ).

B. Indirect Method

Another way of solving equation (24) is to transform it into afirst-order MDE. Denotey =





x

ẋ



 ∈ C2n. Then

equation (24) is equivalent to

ẏ =





0 I

−L−1
2 L0 −L−1

2 L1



 y , Ay. (29)

Hence, by the standard result of linear system theory, the solution to equation (29) is

y(t) =





x(t)

ẋ(t)



 = eAt





x(0)

ẋ(0)



 ,





M11(t) M12(t)

M21(t) M22(t)









x(0)

ẋ(0)



 . (30)

We are interested in those non-trivial solutionsx(t) that start from0 at time0 and come back to0 at some finite

time τ > 0, i.e., x(0) = x(τ) = 0. Sincex(0) = 0, by (30), such a solution is of the form

x(t) = M12(t) · ẋ(0).

For non-trivial solutions,̇x(0) 6= 0. In order forx(τ) to be zero,M12(τ) must be singular. Thus, we can find the

conjugate points ofθ∗ by looking for thoseτ > 0 at whichM12(τ) is singular.

The indirect method is conceptually much simpler than the direct method. However, in our case, it is difficult to

analytically compute the matrix exponentialeAt and thus in turn the conjugate points. On the other hand, under

tree formation constraints, the matricesL0, L1, andL2 usually have some special structures that one can employ to

analytically characterize the latent roots, latent vectors, and in turn the solutions to the Jacobi equation (24). In the

next section, we will illustrate this by using first the direct method to analytically compute the conjugate points of

θ∗ for a particular class of tree formation constraints and then the indirect method to numerically verify the results.
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Fig. 3. Initial position for an example formation of agents with n = 5.

V. A N EXAMPLE

Consider the tree formation patternG = (V , E) where the root node 0 hasn (n ≥ 2) immediate successors, i.e.,

V = {0, 1, . . . , n} andE= {(0, i) : i = 1, . . . , n}. Suppose that the starting positions〈ai〉ni=0 of the n + 1 agents

are give by:a0 = 0, ai = (cos((i − 1)φn), sin((i − 1)φn)), i = 1, . . . , n, where

φn =
2π

n
. (31)

In other words, at timet = 0, agent0 is located at the origin while all the other agents are evenlydistributed on

the unit circle. Thus in the new coordinate system,θ0 = 〈θ0
i 〉ni=1 = 〈(i − 1)φn〉ni=1. See Fig. 3 for an example

whenn = 5. Suppose that the destination positions are〈bi〉ni=0 = 〈Rtf
(ai)〉ni=0. As in Section III-C, we consider

the candidate solutionq∗(t) = 〈q∗i (t)〉ni=0 = 〈Rt(ai)〉ni=0, 0 ≤ t ≤ tf , which in the new coordinate system is given

by θ∗ defined in (15). It is easy to see that〈ai〉ni=0 satisfies condition (19), hence condition (16). Thusθ∗ is a

solution to the geodesic equation (13). As a result, iftf is sufficiently small, the coordinated motion described by

q∗, namely, agent 0 remains at the origin while all the other agents rotate around it at constant unit angular velocity,

is a solution to the OFC problem. However, the first conjugatepoint alongθ∗ occurs atθ∗(τn) for some positive

time τn dependent onn, implying thatθ∗, henceq∗, is no longer optimal iftf > τn. In this section, we shall use

the two methods in Section IV to deriveτn.

A. Analytical Solution

The analytical computation of the conjugate points alongθ∗ can be broken up into three steps. First, we compute

the constant coefficient matrices in the Jacobi equation forthis particular example. To solve the Jacobi equation,

we next find all the latent roots and latent vectors of the corresponding matrix polynomial. Using these latent

roots/vectors, we can then obtain the general solutions of the Jacobi equation, as well as the conjugate points.
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1) Computation of the Coefficient Matrices in the Jacobi Equation: To find the conjugate points alongθ∗, we

need to solve the Jacobi equation (24). First we compute the coefficient matricesL0, L1, and L2. Under the

formation patternG, we haveχ0 = n + 1, andχ1 = · · · = χn = 1. Thus∆ij defined in (9) becomes

∆ij =











n
n+1 , if i = j ,

−1
n+1 , if i 6= j ,

1 ≤ i, j ≤ n, (32)

and the matrixG(θ) defined in (10) evaluated alongθ∗ can be simplified to

G(θ∗) = [gij ]1≤i,j≤n = [∆ij cos(θ0
i − θ0

j )]1≤i,j≤n = [∆ij cos((i − j)φn)]1≤i,j≤n
. (33)

Similarly, the matrixGs(θ
∗) defined in (22) becomes

Gs(θ
∗) = [∆ij sin(θ0

i − θ0
j )]1≤i,j≤n = [∆ij sin((i − j)φn)]1≤i,j≤n =

[

− 1

n + 1
sin((i − j)φn)

]

1≤i,j≤n

.

The following lemma is needed for computing the inverse matrix G(θ∗)−1.

Lemma 4:Let m be an integer that is not an integer multiple ofn, i.e.,m 6= l ·n, ∀l ∈ Z. Let β ∈ R be arbitrary.

Then the following relations hold:

n−1
∑

k=0

cos(kmφn + β) = 0,
n−1
∑

k=0

sin(kmφn + β) = 0.

Proof: Sincem is not an integer multiple ofn, we haveejmφn = ej 2mπ
n 6= 1. Thus,

n−1
∑

k=0

ej(kmφn+β) = ejβ

n−1
∑

k=0

(

ejmφn
)k

= ejβ
1 −

(

ejmφn
)n

1 − ejmφn
= ejβ 1 − ejmnφn

1 − ejmφn
= 0.

Taking the real and imaginary parts of the above identity will give us the desired conclusions.

Using Lemma 4, we can derive the following results.

Lemma 5:For n ≥ 3, the inverse ofG(θ∗) defined in (33), denoted byG(θ∗)−1 = [gij ]1≤i,j≤n, is given by

gij =











n+4
n+2 , i = j,

2
n+2 cos ((i − j)φn), i 6= j.

(34)

Proof: For eachi = 1, . . . , n,

n
∑

k=1

gikgki =
∑

k 6=i

−1

n + 1
cos((i − k)φn) · 2

n + 2
cos((k − i)φn) +

n

n + 1
· n + 4

n + 2

=
∑

k 6=i

−2

(n + 1)(n + 2)
· 1 + cos(2(i − k)φn)

2
+

n(n + 4)

(n + 1)(n + 2)

=
−(n − 1)

(n + 1)(n + 2)
+

1

(n + 1)(n + 2)
+

n(n + 4)

(n + 1)(n + 2)
= 1,
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where in deriving the second last equality we have used Lemma4 with m = 2. On the other hand, ifi 6= j,

n
∑

k=1

gikgkj =
∑

k 6=i, k 6=j

−1

n + 1
cos((i − k)φn) · 2

n + 2
cos((k − j)φn)

+
n

n + 1
· 2

n + 2
cos((i − j)φn) +

−1

n + 1
cos((i − j)φn) · n + 4

n + 2

=

n
∑

k=1

−2

(n + 1)(n + 2)
· cos((i − j)φn) + cos((i + j − 2k)φn)

2

+

[

4

(n + 1)(n + 2)
+

2n

(n + 1)(n + 2)
− n + 4

(n + 1)(n + 2)

]

cos((i − j)φn)

=

[ −n

(n + 1)(n + 2)
+

4

(n + 1)(n + 2)
+

2n

(n + 1)(n + 2)
− n + 4

(n + 1)(n + 2)

]

cos((i − j)φn) = 0.

This completes the proof of the lemma.

Remark 5:Lemma 5 is only valid whenn ≥ 3, as can be seen from its proof. In the subsequent discussions,

we shall assumen ≥ 3 temporarily, and then deal with then = 2 case separately.

Furthermore, using Lemma 4, we can compute the matrixΛ = diag(µ1, . . . , µn) defined in (22). For each

k = 1, . . . , n, µk defined in (21) is simplified to

µk =
∑

1≤j≤n

∆kj cos((k − j)φn) =
∑

j 6=k

−1

n + 1
cos((k − j)φn) +

n

n + 1
=

1

n + 1
+

n

n + 1
= 1.

Therefore,Λ = diag(µ1, . . . , µn) = I is simply the identity matrix.

Given the simplifiedG(θ∗)−1 andΛ, the coefficient matrices in equation (24) can now be computed as

L2 = I, [L0]ij =
[

G(θ∗)−1Λ − I
]

ij
=

2

n + 2
cos((i − j)φn),

and, by applying Lemma 4 again,

[L1]ij =
[

2G(θ∗)−1Gs(θ
∗)
]

ij
= 2

n
∑

k=1

gik[Gs(θ
∗)]kj

= 2 · −1

n + 1
sin((i − j)φn) + 2

n
∑

k=1

2

n + 2
cos((i − k)φn) · −1

n + 1
sin((k − j)φn)

=
−1

n + 1
sin((i − j)φn) +

n
∑

k=1

−2

(n + 1)(n + 2)
[sin((i − j)φn) − sin((2k − i − j)φn)]

=
−4

n + 2
sin((i − j)φn).

As a result, the matrix polynomial associated with the MDE (24) becomes, for1 ≤ i, j ≤ n,

[L(λ)]ij =

[

2
∑

k=0

λkLk

]

ij

=











λ2 + 2
n+2 , i = j,

−4
n+2 sin((i − j)φn)λ + 2

n+2 cos((i − j)φn), i 6= j.

(35)

2) Latent Roots and Latent Vectors of the Matrix PolynomialL(λ): By Theorem 1, solutions to equation (24)

can be expressed in terms of the latent roots and the Jordan chains ofL(λ). We now compute these for the matrix

polynomialL(λ) defined in (35). We will show thatL(λ) has a zero latent root with multiplicity2(n−1), associated
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with which there aren − 1 Jordan chains of length 2, as well as four distinct nonzero latent roots of multiplicity

one.

First observe that each row ofL(0) = L0 = [ 2
n+2 cos((i − j)φn]1≤i,j≤n sums up to zero. This indicates that

λ = 0 is a latent root ofL(λ) with a corresponding latent vector1 = (1, . . . , 1)T . However, this is only part of

the latent vectors associated with the latent root 0. To find the other latent vectors, observe that the rows ofL(0)

are cyclic permutations of the same vector that can be thought of as the real part of a basis of the Discrete Fourier

Transform (DFT). In light of the orthogonality of the DFT bases, it is possible to find the other latent vectors

corresponding to the latent rootλ = 0 from the set of DFT bases defined as follows.

Lemma 6:Define a set of vectorsvc
k, vs

k ∈ Rn, k = 0, . . . , n, as

vc
k = [cos(kφn), cos(2kφn), . . . , cos(nkφn)]T , vs

k = [sin(kφn), sin(2kφn), . . . , sin(nkφn)]T .

Let V , V c ∪ V s , {vc
k : 0 ≤ k ≤ [n

2 ]} ∪ {vs
k : 1 ≤ k < n

2 }, where[·] denotes the integer part of a real number.

Then V is an orthogonal basis ofRn.

The proof of Lemma 6 is a simple application of Lemma 4; hence it is omitted here.

Remark 6:vs
0 andvs

n
2

(whenn is even) are zero vectors; thus they are not included inV s. It is easily seen that

V defined above contains exactlyn linearly independent vectors ofRn, for anyn ≥ 2.

Using Lemma 6, we are able to characterize all the Jordan chains of L(λ) associated withλ = 0.

Proposition 1: λ0 = 0 is a latent root of the matrix polynomialL(λ) defined in (35), and for eachv ∈ V \{vc
1, v

s
1},

the pair of vectors{v, v} constitute a Jordan chain ofL(λ) corresponding toλ0 of length 2.

Proof: We need to verify thatL(0)v = 0 and thatL(0)v + L(1)(0)v = 0, whereL(1)(0) is the derivative of

L(λ) evaluated atλ = 0. By (35), L(0) = L0 = [ 2
n+2 cos((i − j)φn)]1≤i,j≤n andL(1)(0) = L1 = [ −4

n+2 sin((i −
j)φn)]1≤i,j≤n. Eachv ∈ V \ {vc

1, v
s
1} is of the formv = vc

k for some0 ≤ k ≤ [n
2 ] with k 6= 1, or v = vs

k for some

2 ≤ k ≤ n
2 . In the former case,

L(0)v = L0v =
n
∑

j=1

2

n + 2
cos((i − j)φn) cos(jkφn) =

n
∑

j=1

cos((i − j + jk)φn) + cos((i − j − jk)φn)

n + 2
= 0,

where we have used Lemma 4 and the fact thatk ± 1 is not an integer multiple ofn. In an entirely similar way,

we can prove thatL(1)(0)v = 0, and that forv = vs
k for some2 ≤ k ≤ n

2 , L(0)v = L(1)(0)v = 0. Together, this

completes the proof of the lemma.

SinceV \ {vc
1, v

s
1} hasn− 2 vectors, Proposition 1 describesn− 2 Jordan chains, each of which is of length 2.

Together, by Lemma 3, these Jordan chains characterize2n− 4 independent solutions of the Jacobi equation (24).

Indeed, letui, i = 1, . . . , n − 2, be an enumeration of the vectors inV \ {vc
1, v

s
1}, and define

U0(t) , [u1, tu1, . . . , un−2, tun−2]. (36)

Then any linear combination of the columns ofU0(t) is a solution to equation (24). On the other hand, equation (24)

should have2n independent solutions in total. It turns out that the four missing independent solutions are provided

by the latent vectors associated with the nonzero latent roots of L(λ).
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Proposition 2: Define the complex vectorv1 = vc
1 + jvs

1, wherej =
√
−1. Its conjugate is̄v1 = vc

1− jvs
1. Define

ω1 =
−n +

√

2n(n + 1)

n + 2
, ω2 =

−n−
√

2n(n + 1)

n + 2
. (37)

Then the nonzero latent roots ofL(λ) and their corresponding latent vectors can be characterized as follows:

1) λ1 = jω1 andλ2 = −jω1 are two latent roots ofL(λ) with latent vectorsv1 and v̄1, respectively;

2) λ3 = jω2 andλ4 = −jω2 are two latent roots ofL(λ) with latent vectorsv1 and v̄1, respectively.

Proof: Note thatv1 = vc
1 + jvs

1 = [cos(iφn) + j sin(iφn)]1≤i≤n = [ejiφn ]1≤i≤n. Thus, for eachi = 1, . . . , n,

[L0v1]i =

n
∑

k=1

2

n + 2
cos((i − k)φn)ejkφn =

n
∑

k=1

1

n + 2
[ej(i−k)φn + e−j(i−k)φn ]ejkφn =

n

n + 2
ejiφn ,

[L1v1]i =

n
∑

k=1

−4

n + 2
sin((i − k)φn)ejkφn =

n
∑

k=1

j2

n + 2
[ej(i−k)φn + e−j(i−k)φn ]ejkφn =

j2n

n + 2
ejiφn ,

or equivalently,

L0v1 =
n

n + 2
v1, L1v1 =

j2n

n + 2
v1. (38)

In other words,v1 is an eigenvector ofL0 and L1 corresponding to the eigenvaluen
n+2 and j 2n

n+2 , respectively.

SinceL2 = I, we have

L(λ)v1 = (L0 + λL1 + λ2L2)v1 =

(

n

n + 2
+

j2n

n + 2
λ + λ2

)

v1 =
(n + 2)λ2 + j2nλ + n

n + 2
v1.

It is easy to verify thatλ1 andλ3 are two roots of the quadratic equation(n + 2)λ2 + j2nλ + n = 0. Hence, from

the above equation,L(λ1)v1 = 0 andL(λ3)v1 = 0, which implies thatv1 is a (common) latent vector associated

with the two latent rootsλ1 and λ3 of L(λ). By taking the complex conjugate, we conclude thatλ2 = λ̄1 and

λ4 = λ̄3 are two latent roots ofL(λ) with a common latent vector̄v1.

By Lemma 3, there are four independent solutions to the MDE (24) corresponding to the four distinct nonzero

latent rootsλi, i = 1, . . . , 4. We arrange these solutions into the columns of a matrix defined by

U0̄(t) = [ejω1tv1, e−jω1tv̄1, ejω2tv1, e−jω2tv̄1] = V1 ·
[

eΩ1t eΩ2t

]

, (39)

whereV1, Ω1, andΩ2 are complex matrices defined by

V1 =
[

v1 v̄1

]

, Ω1 =





jω1 0

0 −jω1



 , Ω2 =





jω2 0

0 −jω2



 . (40)

Any complex linear combination of the columns ofU0̄(t) of the formx(t) = U0̄(t)z for somez = [z1, z2, z3, z4]
T

in C4 is a solution to equation (24). However, we are only interested in those real solutions. For this purpose,z

must be chosen so thatz2 = z̄1 andz4 = z̄3. Plugging intox(t) = U0̄(t)z, we conclude that the four dimensional

real solution space of equation (24) corresponding to the nonzero latent roots ofL(λ) is spanned by the columns
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of two real matrices inRn×2:

URe
1 (t) = [Re(ejω1tv1), Im(ejω1tv1)] =

[

vc
1 vs

1

]





cos(ω1t) sin(ω1t)

− sin(ω1t) cos(ω1t)



 , (41)

URe
2 (t) = [Re(ejω2tv1), Im(ejω2tv1)] =

[

vc
1 vs

1

]





cos(ω2t) sin(ω2t)

− sin(ω2t) cos(ω2t)



 . (42)

To sum up the results in this section, we can now characterizeall the real solutions to equation (24).

Proposition 3: Every real solution to the MDE (24) is of the form

x(t) = U0(t)c0 + URe
1 (t)c1 + URe

2 (t)c2, (43)

for some constantsc0 ∈ R2(n−2), c1 ∈ R2, andc2 ∈ R2. Here the matricesU0(t), URe
1 (t) andURe

2 (t) are defined

in (36), (41), and (42), respectively.

3) Conjugate Points Alongθ∗: To find the conjugate points alongθ∗, we need to look for those nontrivial real

solutionsx(t) to the Jacobi equation (24) that start from0 and return to0 at some positive timeτ , i.e.,x(0) = 0, and

x(τ) = 0. Let x(t) be one such solution. By Proposition 3,x(t) is of the formx(t) = U0(t)c0+URe
1 (t)c1+URe

2 (t)c2

for some constantsc0, c1 andc2. Observe that the first termU0(t)c0 is an affine function of timet, and always lies

in the subspace spanned by then− 2 basis vectors inV \ {vc
1, v

s
1}, whereV is the set of bases given in Lemma 6.

On the other hand, the second and the third termsURe
1 (t)c1 andURe

2 (t)c2 always lie in the 2-dimensional subspace

spanned by the other two basis vectorsvc
1 andvs

1. Hence, in order forx(0) = x(τ) = 0 to hold for someτ > 0,

we must havec0 = 0. Thusx(t) = URe
1 (t)c1 + URe

2 (t)c2.

By (41) and (42), at time0, URe
1 (0) = URe

2 (0) = [vc
1, vs

1]. Hence to satisfyx(0) = 0, we must have

x(0) = URe
1 (0)c1 + URe

2 (0)c2 =
[

vc
1 vs

1

]

(c1 + c2) = 0,

which implies thatc2 = −c1 by the linear independence ofvc
1 andvs

1. Thus, if we writec1 = [a, b]T , then

x(t) = URe
1 (t)c1 + URe

2 (t))(−c1) = [URe
1 (t) − URe

2 (t)]c1

=
[

vc
1 vs

1

]





a(cos(ω1t) − cos(ω2t)) + b(sin(ω1t) − sin(ω2t))

−a(sin(ω1t) − sin(ω2t)) + b(cos(ω1t) − cos(ω2t))





= 2 sin(ω−t)
[

vc
1 vs

1

]





−a sin(ω+t) + b cos(ω+t)

−a cos(ω+t) − b sin(ω+t)



 , (44)

whereω+ andω− are constants defined by

ω+ =
ω1 + ω2

2
= − n

n + 2
, ω− =

ω1 − ω2

2
=

√

2n(n + 1)

n + 2
. (45)

Note thata andb can not be zero at the same time (otherwisex(t) ≡ 0 is trivial). Under this constraint, it can be

easily checked that the two entries of the last factor in (44), −a sin(ω+t)+b cos(ω+t) and−a cos(ω+t)−b sin(ω+t),

can not be zero at the same time. Thus, in order to satisfyx(τ) = 0 for someτ > 0, we must havesin(ω−τ) = 0,

i.e., τ = kπ
ω−

for somek = 1, 2, . . .. This gives us the times when conjugate points alongθ∗ are encountered.
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↓ τ= 2.9809

n=4
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0
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1

↓ τ= 2.7428

n=6

0 1 2 3 4
0

0.5

1

↓ τ= 2.5763

n=9

0 1 2 3 4
0

0.5

1

↓ τ= 2.5141

n=11

0 1 2 3 4
0

0.5

1

↓ τ= 2.4382

n=15

0 1 2 3 4
0

0.5

1

↓ τ= 2.3937

n=19

Fig. 4. The smallest singular value of the matrixM12(t) as a function oft for different n.

Theorem 2:For the particular OFC problem studied in this section, the set of conjugate points along the candidate

solutionθ∗ is given by
{

θ∗(τ) : τ =
k(n + 2)π
√

2n(n + 1)
, k = 1, 2, . . .

}

.

As a result, the first conjugate point alongθ∗ occurs at time

τn =
π

ω−
=

(n + 2)π
√

2n(n + 1)
. (46)

From the expression (46), we can see thatτn decreases asn increases, andτn → π√
2

asn → ∞.

Since a geodesic is no longer distance-minimizing beyond its first conjugate point, we have

Theorem 3:θ∗ is not an optimal solution to the OFC problem iftf > τn.

As mentioned in Remark 5, the above derivations are valid only under the conditionn ≥ 3. Whenn = 2, the

coefficient matricesL0, L1, andL2 in equation (24) are all2× 2. Hence, analytical solution can be obtained much

more easily compared with the generaln case. After some careful computation, the first conjugate point alongθ∗

occurs at the timeτ2 = π√
2

for n = 2, which, interestingly, is exactly the limit ofτn asn → ∞.

Remark 7: In then = 2 case, there are three agents, with the root agent at the middle of the other two. Thus the

example tree formation degenerates into the snake formation studied in [12]. The timeτ2 that the first conjugate

point occurs computed above is consistent with the result obtained in [12] using a different approach.

B. Numerical Verification

We now use the indirect method discussed in Section IV-B to numerically verify our results in Theorem 2.

Our approach is as follows. Given the agent numbern +1, we first compute the coefficient matricesL0, L1 and

L2 in equation (24), and assemble them into the matrixA according to (29). Then we compute the exponential

matrix eAt for t starting from0 and increasing at a certain step size. For eacht, we partitioneAt into blocks as

defined in (30) and compute the singular values ofM12(t). If the smallest singular value ofM12(t) is sufficiently
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n 4 6 9 11 15 19

τn (analytical) 2.9804 2.7422 2.5758 2.5136 2.4377 2.3931

τn (numerical) 2.9809 2.7428 2.5763 2.5141 2.4382 2.3937

TABLE I

COMPARISON OF THE NUMERICAL AND THE ANALYTICAL RESULTS ON THETIME EPOCHτn WHEN THE FIRST CONJUGATE POINT ALONG

θ∗ OCCURS.

close to0, then we declare thatM12(t) is singular, and that the first conjugate point is found. See Section IV-B

for the detailed explanation of the above procedures.

To illustrate our results, the above procedures are carriedout for six integers selected randomly between3 and

20. In Fig. 4, for eachn, we plot the smallest singular value ofM12(t) as a function of the timet and annotate the

smallestt such thatM12(t) is singular. In Table I, the numerical results are compared with the analytical results

obtained according to (46) and rounded to4 decimal digits. As can be seen from the table, considering the numerical

errors, the numerical results agree very well with the analytical ones.

C. Better Solutions Beyond the Conjugate Points

Once extended beyond its first conjugate point,θ∗ will no longer be an optimal solution to the OFC problem. The

reason is that, although it still satisfies the first order optimality condition, namely, the geodesic equation (13), it fails

to meet the second order optimality condition, and better solutions can be obtained by infinitesimal perturbations

aroundθ∗. We will illustrate these for the example studied in this section.

We first derive the second-order variation of the cost function J(θ) at θ∗. Recall thatJ(θ) as defined in (11) can

be written as

J(θ) =

∫ tf

0

L(θ, θ̇) dt,

whereL(θ, θ̇) = θ̇T G(θ)θ̇. Let x = δθ be a proper variation ofθ∗ over [0, tf ]. Then x(0) = x(tf ) = 0. The

first variation ofJ aroundθ∗, d
dǫ

∣

∣

ǫ=0
J(θ∗ + ǫx), is zero sinceθ∗ satisfies the geodesic equation (13). The second

variation ofJ aroundθ∗ can be computed as

δ2J(θ∗; x) =
d2

dǫ2

∣

∣

∣

∣

ǫ=0

J(θ∗ + ǫx) =

∫ tf

0

(

xT Lθθx + 2xT Lθθ̇ẋ + ẋT Lθ̇θ̇ẋ
)

dt,

whereLθθ, Lθθ̇, andLθ̇θ̇ aren × n matrices with entries defined by

[Lθθ]ij =
∂2L(θ, θ̇)

∂θi∂θj

∣

∣

∣

∣

∣

θ=θ∗,θ̇=θ̇∗

,
[

Lθθ̇

]

ij
=

∂2L(θ, θ̇)

∂θi∂θ̇j

∣

∣

∣

∣

∣

θ=θ∗,θ̇=θ̇∗

,
[

Lθ̇θ̇

]

ij
=

∂2L(θ, θ̇)

∂θ̇i∂θ̇j

∣

∣

∣

∣

∣

θ=θ∗,θ̇=θ̇∗

. (47)

Recall thatθ∗ = θ0 + t1; thus θ̇∗ = 1. FromL(θ, θ̇) = θ̇T G(θ)θ̇, we can compute

Lθθ = 2G(θ∗) − 2Λ, Lθθ̇ = −2Gs(θ
∗), Lθ̇θ̇ = 2G(θ∗). (48)
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These computations are mostly straightforward, except forthe diagonal entries ofLθθ̇. Hence we only list the

detailed derivation of these entries below: for eachi = 1, . . . , n,

[

Lθθ̇

]

ii
=

∂2L(θ, θ̇)

∂θi∂θ̇i

∣

∣

∣

∣

∣

θ=θ∗,θ̇=θ̇∗

=
∂

∂θi

∣

∣

∣

∣

∣

θ=θ∗

n
∑

j=1

2[G(θ)]ij θ̇
∗
j = −2

m
∑

j=1

∆ij sin(θ∗i − θ∗j ) = 0.

Here we have used the fact that[G(θ)]ij = ∆ij cos(θi − θj) and thatθ̇∗j = 1 for all j = 1, . . . , n. In addition, the

last equality follows from condition (18), which is satisfied by θ∗ since it is a geodesic.

Using (48), the second-order variation ofJ can be simplified to

δ2J(θ∗; x) = 2

∫ tf

0

[

xT (G(θ∗) − Λ)x − 2xT Gs(θ
∗)ẋ + ẋT G(θ∗)ẋ

]

dt. (49)

Integrating by part and using the fact thatG(θ∗) is a constant matrix, the above equation reduces to

δ2J(θ∗; x) = 2

∫ tf

0

[

xT (G(θ∗) − Λ)x − 2xT Gs(θ
∗)ẋ
]

dt + 2xT G(θ∗)ẋ
∣

∣

tf

0
− 2

∫ tf

0

xT G(θ∗)ẍ dt

= 2

∫ tf

0

xT [(G(θ∗) − Λ)x − 2Gs(θ
∗)ẋ − G(θ∗)ẍ] dt

= −2

∫ tf

0

xT G(θ∗) (ẍ + L1ẋ + L0x) dt. (50)

Note that the last factor of the integrand is exactly the lefthand side of the Jacobi equation (24).

Having derived the second variation ofJ aroundθ∗ with respect to the proper variationx in (50), we now show

that, if n > 2 and tf > τn, a proper variationxf can be constructed such thatδ2J(θ∗; xf ) < 0. As a result, for

ǫ small enough, the perturbation ofθ alongxf , θ∗(t) + ǫ · xf (t) for t ∈ [0, tf ], will correspond to a smaller cost

function J , leading to a better solution thanθ∗.

Assumetf > τn. Considerxf of the form

xf = V1

(

eΩf t − eΩ2t
)

z, (51)

wherez =
[

z1 z̄1

]T

∈ C2 for somez1 ∈ C; V1 andΩ2 are defined in (40); andΩf is defined by

Ωf =





jωf 0

0 −jωf



 with ωf = ω2 +
2π

tf
. (52)

It is easy to check thatxf defined above is a real function satisfyingxf (0) = xf (tf ) = 0. Thusxf is a proper

variation over[0, tf ]. In the Appendix, we compute that

δ2J(θ∗; xf ) =
16n2π2(tf − τn)‖z1‖2

(n + 1)τnt2fω+

∫ tf

0

sin2(πt/tf ) dt. (53)

By (45), ω+ < 0. Since the integral in (53) is positive andtf > τn, we haveδ2J(θ∗; xf ) < 0.

As a result, iftf > τn, a solutionθ∗f better thanθ∗ can be obtained by an infinitesimal perturbation ofθ∗ along

thexf direction:θ∗f = θ∗ + ǫ ·xf for ǫ small enough. In Fig. 5, we illustrate the coordinated motions corresponding

to θ∗ and θ∗f by plotting the snapshots of these two motions at six evenly spaced time epochs between0 and

tf = 2π > τ3 for n = 3: t = 0, 2π
5 , 4π

5 , 6π
5 , 8π

5 , 2π. For illustration purpose, a relatively largeǫ is chosen in the

plots to better render the difference between the two motions. In Fig. 6, the phase angles that the three outer agents
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Fig. 5. Snapshots of the coordinated motions correspondingto θ∗ (dashed) andθ∗
f

(shaded), forn = 3.

(Diamond: Agent 1; Circle: Agent 2; Square: Agent 3)

Fig. 6. Comparison of the phase angles that agent 1, 2, and 3 make with respect to agent 0 in the motions corresponding toθ∗
f

andθ∗, n = 3.

make with respect to the center one are compared forθ∗ andθ∗f : their differences[θ∗f − θ∗]i = ǫ · [xf ]i are plotted

over [0, tf ] for i = 1, 2, 3.

VI. CONCLUSION

In this paper, the problem of optimal multi-agent coordination under tree formation constraint is formulated.

The geodesic equation characterizing the optimal coordinated motions is derived in a suitably chosen coordinate

system. For a special instance of the problem when the group of agents rotate around a common centroid, optimality

conditions of a natural candidate solution are studied. In particular, we conclude that, under certain condition on

the initial position, the candidate solution is optimal when short enough, and is no longer optimal after surpassing

its first conjugate point. To compute the conjugate points, two methods, one analytical and one numerical, are

proposed to solve the corresponding Jacobi equation. Thesemethods are illustrated through an example where the

first method is applied to obtain the analytical expressionsof all the conjugate points, and the second method is

used to verify the results. Furthermore, better solutions after the candidate solution is extended beyond its first

conjugate point are also derived for this example.

The approaches adopted in this paper are general enough to make the results meaningful in a variety of applications

involving optimal multi-agent coordination. As extensions, our future research will focus on the OFC problem with

general formation constraints that are not necessarily described by trees.
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APPENDIX

DERIVATION OF EQUATION (53)

In this appendix, we will derive the results in equation (53). First, we introduce a useful lemma.

Lemma 7:Given the matricesGs(θ
∗) andV1 as defined in (22) and (52), respectively, we have

Gs(θ
∗)V1 = V1





n
2(n+1)j 0

0 −n
2(n+1)j



 . (54)

Lemma 7 can be easily verified using Lemma 4; hence we omit its proof here.

Let V1, Ω1, Ω2 be defined as in (40). For arbitraryz ∈ C
2, by the discussion after equation (40),x(i) , V1e

Ωitz,

i = 1, 2, are both solutions to the Jacobi equation (24). Substituting x(i) into (24), we have

ẍ(i) + L1ẋ
(i) + L0x

(i) =
(

V1Ω
2
i + L1V1Ωi + L0V1

)

eΩitz = 0. (55)

Since the above equality holds for arbitraryz andeΩit is nonsingular, we must have

V1Ω
2
i + L1V1Ωi + L0V1 = 0, i = 1, 2. (56)

Taking the difference of (56) fori = 2 and i = 1, we get

L1V1(Ω2 − Ω1) = −V1(Ω
2
2 − Ω2

1) = (ω2
2 − ω2

1)V1. (57)

Define Ω̄ =





jω̄ 0

0 −jω̄



 where ω̄ = 2π
tf

. ThenΩf in (52) is Ωf = Ω2 + Ω̄, andxf defined in (51) can be

written asxf = V1e
Ωf tz − V1e

Ω2tz = x
(1)
f − x(2) wherex

(1)
f , V1e

Ωf tz. Sincex(2) satisfies (55), we have

ẍf + L1ẋf + L0xf = ẍ
(1)
f + L1ẋ

(1)
f + L0x

(1)
f

= [V1(Ω2 + Ω̄)2 + L1V1(Ω2 + Ω̄) + L0V1]e
Ωf tz

= [V1(2Ω2Ω̄ + Ω̄2) + L1V1Ω̄]eΩf tz (by equation (56))

= [−(2ω2ω̄ + ω̄2)V1 + L1V1Ω̄]eΩf tz

= L1V1

[

−2ω2ω̄ + ω̄2

ω2
2 − ω2

1

(Ω2 − Ω1) + Ω̄

]

eΩf tz (by equation (57))

= L1V1





jωm 0

0 −jωm



 eΩf tz, (58)

whereωm is given by

ωm = −2ω2ω̄ + ω̄2

ω2
2 − ω2

1

(ω2 − ω1) + ω̄ =
ω̄(ω1 − ω2 − ω̄)

ω1 + ω2
=

ω̄(ω− − ω̄/2)

ω+
=

ω̄( π
τn

− π
tf

)

ω+
=

2π2(tf − τn)

τnt2fω+
. (59)

Sincetf > τn andω+ defined in (45) satisfiesω+ < 0, we haveωm < 0.
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Recall thatL1 = 2G(θ∗)−1Gs(θ
∗). Therefore, plugging (58) into (50), we have

δ2J(θ∗, xf ) = −2

∫ tf

0

xT
f G(θ∗) · 2G(θ∗)−1Gs(θ

∗)V1





jωm 0

0 −jωm



 eΩf tz dt

= −4

∫ tf

0

xT
f Gs(θ

∗)V1





jωm 0

0 −jωm



 eΩf tz dt

=
2nωm

n + 1

∫ tf

0

xT
f V1e

Ωf tz dt, (60)

where we have used Lemma 7 in deriving the last equation. If byassumption, we choosez =
[

z1 z̄1

]T

for

somez1 ∈ C, then xf = V1(e
Ωf t − eΩ2t)z is real. Hence,xT

f = xH
f = zH(e−Ωf t − e−Ω2t)V H

1 where the

superscriptH denotes conjugate transpose. Moreover, it is easily verified thatvH
1 v1 = ‖v1‖2 = n and, forn > 2,

vH
1 v̄1 =

∑n

i=1 e−j2iφn = 0. Thus,

V H
1 V1 =





vH
1 v1 vH

1 v̄1

v̄H
1 v1 v̄H

1 v̄1



 =





n 0

0 n



 = nI.

With the above results, equation (60) can be simplified to

δ2J(θ∗, xf ) =
2nωm

n + 1

∫ tf

0

zH(e−Ωf t − e−Ω2t)V H
1 V1e

Ωf tz dt

=
2n2ωm

n + 1

∫ tf

0

zH(I − eΩ̄t)z dt

=
2n2ωm

n + 1

∫ tf

0





zH
1

z̄H
1









1 − ejω̄t 0

0 1 − e−jω̄t





[

z1 z̄1

]

dt

=
2n2ωm

n + 1

∫ tf

0

(2 − ejω̄t − e−jω̄t)‖z1‖2 dt

=
8n2ωm‖z1‖2

n + 1

∫ tf

0

sin2(ω̄t/2) dt.

=
16n2π2(tf − τn)‖z1‖2

(n + 1)τnt2fω+

∫ tf

0

sin2(πt/tf ) dt.

REFERENCES

[1] A. Bicchi and L. Pallottino. Optimal planning for coordinated vehicles with bounded curvature. InAlgorithmic and Computational

Robotics: New Directions (Hanover, NH, 2000), pages 181–189. A K Peters, Natick, MA, 2001.

[2] A. E. Bryson and Y. C. Ho.Applied Optimal Control. Taylor and Francis, 1975.

[3] J. Cortes, S. Martinez, and F. Bullo. Robust rendezvous for mobile autonomous agents via proximity graphs in arbitrary dimensions.IEEE

Trans. Automatic Control, 51(7), 2006. To appear.

[4] J. P. Desai and V. Kumar. Nonholonomic motion planning for multiple mobile manipulators. InProc. IEEE Int. Conference on Robotics

and Automation, volume 4, pages 3409–3414, Albuquerque, NM, April 1997.

[5] M. P. do Carmo.Riemannian Geometry. Birkhäuser Boston Inc., Boston, MA, 1992.
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