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calculation.  The water saturation temperature is calculated based on the pressure inside the test section 

measured using a pressure transducer with a 0 to 103 kPa range and calibrated uncertainty of ± 0.13 kPa. 

 

3.  Experimental Methods 

3.1. PIV measurements 

Flow measurements are obtained using a time-resolved stereo-PIV system.  A high-speed Nd:YLF 

laser (Terra PIV, Continuum) delivers two pulses of 527 nm light at a rate of 750 Hz.  The laser beam is 

formed into a 2 mm-thick light sheet with a beam collimator and two cylindrical lenses.  A mirror (83-

536, Edmund Optics) mounted directly on the test section bottom wall reflects the light sheet across the 

axisymmetric plane of the confinement gap, as shown in Figure 2b. 

Single-exposure PIV images are acquired at a resolution of 1104 × 1600 pixels with two high-speed 

cameras (Phantom Miro M340, Vision Research) mounted on a common side of the test section.  The 

imaging axes of the cameras are parallel to the test section bottom wall, and the cameras view the 

experiment through Scheimpflug lens-tilt adapters (Prasad and Jensen 1995) and macro lenses (Makro-

Planar T* 2/100, Carl Zeiss).  The resulting field-of-view (FOV) of the jet and right side of the 

confinement gap is shown in Figure 2c. 

Spherical polystyrene particles, 10 μm in diameter, are used as flow tracers.  The particles 

(Spherotech) have a density of 1.05 g/cm
3
 and are fluorescent with a peak emission wavelength of 

approximately 560 nm, allowing the reflected laser light (λ = 527 nm) to be optically filtered from the 

images using long-pass optical filters (FELH0550, Thor Labs).  Fluorescent particle imaging is necessary 

to obtain clean particle images in close proximity to vapor bubbles (Hassan et al. 1992). 

PEEK (the primary material used to build the test section) was found to emit orange light (λ > 550 

nm) when excited with a green laser.  The combined emitted light from the fluorescent particles and 

PEEK walls yielded very clear illumination of both the particles and vapor structures in the experimental 

images, as shown later in Figure 5.  No additional lighting or shadowgraphy is needed for detection of the 

gas phase in the raw experimental images. 
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3.4.  Data reduction 

3.4.1.  Image pre-processing and masking 

To separate the measurement signals for each respective phase, visualization-based measurement 

techniques such as PIV require phase detection in the experimental images.  Concurrent shadowgraph 

experiments have often been used to obtain high-contrast images of the dispersed phase (Hassan et al. 

2014; Lindken and Merzkirch 2002).  In the current experiments, concurrent shadowgraphy is 

unnecessary as the vapor phase is clearly illuminated in the raw images (shown in Figure 5) and can be 

readily detected using an image processing method. 

Various methods have been proposed in the literature to automatically detect vapor regions and 

boundaries in images (Khalitov and Longmire 2002).  A size-based discrimination method is chosen for 

the current study due to the large differences observed between typical particle image size (3-5 pixels) 

and vapor bubble image size (> 100 pixels). 

A set of dynamic masks is created for each camera.  The background intensity from the raw images is 

first removed by subtracting the minimum gray-level intensity at each pixel as calculated from the entire 

set of 2250 images.  The subsequent steps for dynamic vapor mask creation are explained below with 

example results at key steps shown for camera 2 in Figure 3. 

 A median filter is applied with a 12 × 12 pixel kernel resulting in the image in Figure 3b. 

 The local minimum, calculated over a 25 × 25 pixel kernel, is subtracted at each pixel. 

 A gray-level threshold is calculated using a fuzzy c-means clustering technique (Xiong et al. 

2006).  The image is then binarized based on this threshold, as shown in Figure 3c. 

 Regions surrounded by a value of 1 are assigned a value of 1, as shown in Figure 3d. 

 Any object larger than 100 pixels is assumed to be a vapor bubble.  Smaller objects, such as 

particles, are discarded. 

 The binary values are inverted and combined with a static mask of the wall regions.  The final 

mask, which includes both the vapor and wall regions, is shown in Figure 3e. 
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The above steps may be automated for most images.  Low-intensity vapor illumination occasionally 

causes regions to be improperly masked; these areas are then masked manually.  Small areas of liquid in 

close proximity to vapor structures are occasionally masked by the above algorithm, which results in a 

conservative estimate of the liquid regions for PIV evaluation.  Only the regions overlapping in both 

camera masks contribute to the final reported velocity fields. 

 

3.4.2.  PIV processing 

In-house codes are used for PIV processing.  Image pairs from each camera are cross-correlated 

separately and the vr-, vz-, and vθ-component velocities are reconstructed using the method described in 

Soloff et al. (1997).  A multipass scheme using a robust phase correlation (Eckstein et al. 2008; Eckstein 

and Vlachos 2009a; 2009b) is applied with 48 × 48 (r × z) pixel windows on the first pass and reduced to 

48 × 32 pixel windows in subsequent passes.  A 75% window overlap results in a final measurement 

resolution of 0.29 × 0.19 mm (12 × 8 pixels) in all regions defined as liquid by the dynamic masks 

described in Section 3.4.1.  Universal outlier detection (Westerweel and Scarano 2005) is used for vector 

validation between passes and after the 3
rd

 and final pass.  To resolve the thin boundary layer of the time-

averaged single-phase wall jet, an ensemble correlation with windows of 64 × 8 pixels are used on the 

final pass to increase the measurement resolution in the z-direction to 0.05 mm. 

The mean velocity is obtained by time-averaging the instantaneous velocity over the entire data 

sample length available at a given position.  The velocity fluctuations are obtained through a standard 

Reynolds decomposition:  for example, for the vr-component, ( ) ( )  r r rv t v t v , where ( )rv t is the 

instantaneous radial velocity fluctuation, ( )rv t is the instantaneous radial velocity, and 
rv is the time-

averaged radial velocity. 

The convergence of the velocity statistics must be carefully considered (Estrada-Perez and Hassan 

2010; So et al. 2002).  At any given time instant, vapor bubbles can intercede and obscure the view of the 

liquid from either camera, effectively reducing the liquid velocity data sampling length at a given position  
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Figure 4. (a) A contour plot of the data sample size available throughout the field of view for Bl* = 1.34, 

Re = 5,000 as an example data set, and (b) radial velocity sampling at the two positions labeled in (a).  

The change in rms velocity fluctuations (e) with increasing data sample length for (c) Position 1 and (d) 

Position 2. 

 

in the FOV.  As an example, the spatial distribution of data sample length available in a case with a large 

amount of vapor generation is shown in Figure 4a, with the instantaneous radial velocity signals at 2 

locations shown in Figure 4b.  The intermittent velocity sampling at Point 1 is characterized by sparse 
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measurement (only 128 velocity samples) of the highly fluctuating velocity at this location.  Point 2 

shows a low-velocity region with no vapor; the full data sample length of 2250 velocity measurements is 

available at this location.  To determine which locations to retain for further analysis, a criterion is 

implemented:  Locations which yield fewer than 50 data samples (50 data samples corresponds to the 60 

ms periodicity observed for vapor bubble departure) are first excluded from the analysis.  The statistical 

convergence at the remaining locations is then evaluated by calculating the change in statistical quantity 

(e) with increasing sample length, as given for the ,r rmsv  velocity by  
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where n is the current data sample.  Convergence is satisfied when the change in time-averaged and rms 

fluctuations of each velocity component are lower than 0.005 m/s, which is representative of the 

measurement uncertainty for the current experiments, estimated based on the primary-peak ratio method 

of Xue et al. (2015).  In the examples shown in Figure 4, Point 1 is discarded as all rms velocity 

components do not satisfy the convergence criterion, as shown in Figure 4c, while Point 2 is retained for 

further analysis. 

 

3.4.3.  Non-dimensionalization 

A comparison at different heat fluxes across different mass flow rates necessitates non-

dimensionalization due to the dependence of flow boiling on liquid inlet mass flow rate and subcooling.  

Comparisons in the rest of this work are made with a non-dimensional heat input (Bl*), given as  

 
*

p sat j

q
Bl

mc T T
, (2) 

where q is the heat input, m  the mass flow rate, cp the specific heat of water, Tsat the saturation 

temperature, and Tj the jet temperature.  The denominator represents the heat input necessary to reach 

saturated conditions based on an energy balance.  This non-dimensional number is similar in concept to 
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the Boiling number   fgBl q mh , which normalizes heat flux based on a maximum theoretical heat input 

assuming complete liquid evaporation, where hfg is the latent heat of vaporization. 

Turbulence intensity has been normalized in a variety of ways in the literature, including with the 

local centerline jet velocity (Hussein et al. 1994) and the friction velocity for flow boiling in a pipe 

(Estrada-Perez and Hassan 2010).  In the present study, the local velocity and turbulence statistics are 

normalized based on the average jet exit velocity, which is consistent with many jet impingement studies 

(Fitzgerald and Garimella 1997, 1998).  This normalization allows a direct comparison of the magnitude 

of turbulent fluctuations caused by turbulence in the liquid jet and fluctuations induced by vapor bubbles 

in regions away from the jet. 

 

4.  Results 

The flow field characterization results at various heat inputs for Re = 5,000 and 15,000 are presented 

in this section.  Figure 5 presents boiling curves for both Reynolds numbers, along with representative 

images obtained at each heat flux.  A representative single-phase image with no vapor generation is also 

shown for comparison.  The images for both Reynolds numbers show a similar qualitative evolution of 

vapor bubble characteristics with increasing heat flux.  Just after the onset of nucleate boiling (point 1 on 

each curve), boiling is observed on the heated surface, though vapor generation and bubble departure are 

minimal due to condensation and collapse of the bubbles caused by the subcooled impinging flow. 

As the heat flux is increased (point 2 on each curve), the vapor structures on the surface grow and 

depart from the surface resulting in a bubbly flow concentrated over the heat source.  The primary flow 

direction for the bubbles is upwards due to buoyancy and the downward flow of the jet cannot easily be 

visually deduced.  Further increases in heat flux (points 3 through 5 for Re = 5,000 and points 3 and 4 for 

Re = 15,000) cause additional coalescence of vapor with larger vapor bubbles departing from the surface, 

primarily near the edge of the circular heater.  At the highest heat fluxes shown for both Reynolds 

numbers, the vapor can be characterized as a nearly continuous vapor plume above the heat source.  In the  
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Figure 5.  Boiling curves and images obtained for jet Reynolds numbers of 5,000 (right side) and 15,000 

(left side).  The image numbers match the numbered points on each boiling curve; they are labeled with 

the non-dimensional heat input.  An example PIV image for the single-phase flow, with the surrounding 

walls shown in grey, is provided for comparison.  The CHF temperature excursion is marked with a small 

arrow at the end of each boiling curve. 

 

following sections, time-averaged velocities, turbulence intensities, and turbulence kinetic energy and 

dissipation rate for the liquid regions in these two-phase flow cases are presented, using the single-phase 

flow field as a baseline for comparison. 

 

4.1.  Confinement-gap flow field modification 

The modification of the liquid flow pattern in the confinement gap is illustrated in Figure 6 via a 

comparison of the time-averaged radial velocities with increasing vapor generation resulting from 

increasing heat flux.  The downward vertical velocity vectors centered at r/d = 0 also show the impinging 

liquid jet at those heat fluxes at which the jet is not completely obscured from view by vapor.  
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Figure 6.  (a-e) Horizontal velocity contour plots with increasing heat input.  The jet Reynolds number is 

5,000. 
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development at CHF for single jets begins at the edges of the heat source.  At low heat fluxes, the outer 

regions of the heat source are still exposed to the high-velocity subcooled wall jet flow.  Once the wall jet 

is disrupted, boiling on the outer regions of the heated surface no longer benefits from the subcooled 

boundary layer and may be expected to behave more like pool boiling; CHF would be precipitated in 

these regions. 

 

4.2.  Impinging jet flow disruption  

The rising buoyant vapor bubbles are found to disrupt the impinging jet in addition to the horizontal 

velocities discussed in Section 4.1.  At the lower heat inputs shown in Figure 5, (Bl* = 0.45 and 0.69 for 

Re = 5,000; Bl* = 0.33 and 0.53 for Re = 15,000), vapor bubbles are not yet widespread enough to 

completely obscure the impinging liquid flow from view and velocity measurements may still be obtained 

in this region.  The average vertical velocity profiles of the impinging jet are presented in Figure 8 for 

different heat fluxes and at multiple vertical heights (z/d positions).  The unheated (Bl* = 0) single-phase 

case displays symmetric velocity profiles indicative of a developing jet.  These impinging jet velocity 

profiles are in very good agreement with previous single-phase measurements for confined impinging jets 

formed by sharp-edged orifices (Fitzgerald and Garimella 1998).  With an increase in the heat input and 

vapor generation, the vertical velocity profile of the impinging jet is altered.  Increasing vapor generation 

attenuates the impinging jet flow as indicated by the reduced velocity profile magnitudes in Figure 8a for 

Re = 5,000 and Figure 8b for Re = 15,000.  The impingement velocity modification at the higher heat 

inputs is not limited to regions close to the heat source, as reduced velocities can be observed in the 

profiles plotted farther from the impingement surface at z/d = 2 and z/d = 3. 

Figure 9 shows the jet centerline velocity plotted against z/d.  The decay rate of the jet centerline 

velocity prior to impingement is calculated by fitting a linear relationship to the velocity data between z/d 

= 1.5 and 2.5 as shown in Figure 9.  This z/d range is centered in the confinement gap and is chosen to 

avoid regions affected by the impingement surface or completely obscured by vapor.  The centerline 

velocity decay rate (C) plotted in Figure 10 increases with increasing heat input, indicating that the jet  
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Figure 8.  Vertical velocity profiles in the impinging jet at Reynolds numbers of (a) 5,000 and (b) 

15,000 at various heat inputs. 

 

decays more rapidly along its development length when vapor bubbles are present.  This velocity decay 

occurs even with the higher momentum of the jet at a Reynolds number of 15,000, as shown in Figure 8-

10.  The higher Reynolds number jet initially shows very little increase in decay rate with heat input (Bl* 
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Figure 10.  Decay rate of centerline jet velocity as a function of nondimensional heat input. 

 

The impinging flow modification is significant in that the vapor bubbles from boiling dominate the 

impinging jet flow.  This interaction of an impinging liquid flow with boiling has not yet been 

quantitatively demonstrated in the literature and has implications for two-phase impingement cooling 

system design and model development.  The liquid flow conditions during boiling cannot be assumed 

identical to those during single-phase operation and the dependence of the impinging flow on the 

surrounding vapor must be considered. 

 

4.3.  Turbulence modulation 

Profiles of turbulence intensity for each velocity component are shown in Figure 11 for Re = 5,000 

and Figure 12 for Re = 15,000.  The y-axis range is twice as large for the lower Reynolds number due to 

the higher relative bubble-generated turbulence.  A range of heat inputs are shown to illustrate the 

evolution of velocity fluctuations with increasing vapor generation. 

The horizontal ( ,

r rmsv /Vj) and vertical ( ,z rmsv /Vj) single-phase turbulence intensity (respectively plotted 

in subfigure (i) and (ii) in Figure 11a and Figure 12a) show similar trends as have been presented  
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Figure 12.  (a-d) Profiles of turbulence intensity for different heat inputs.  Subfigures show (i) radial 

velocity component, (ii) vertical velocity component, and (iii) circumferential velocity component as a 

function of radial distance for the jet Reynolds number of 15,000. 


