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ABSTRACT


The growing demand for wind power generation has pushed the capacity of wind turbines towards MW power levels. Higher capacity of the wind turbines necessitates operation of the generators and power electronic conversion systems at higher voltage/power levels. The power electronic conversion system of a wind energy conversion system (WECS) needs to meet the stringent requirements in terms of reliability, efficiency, scalability and ease of maintenance, power quality, and dv/dt stress on the generator/transformer. Although the multilevel converters including the neutral point clamped (NPC) converter and the active NPC converter meet most of the requirements, they fall short in reliability and scalability. Motivated by modularity/scalability feature of the modular multilevel converter (MMC), this research is to enable the MMC to meet all of the stringent requirements of the WECS by addressing their unique control challenges. This research presents systematic modeling and control of the MMC to enable it to be a potential converter topology for grid integration of full-scale WECSs. Based on the developed models, appropriate control systems for control of circulating current and capacitor voltages under fixed- and variable-frequency operations are proposed. Using the developed MMC models, a gradient-based cosimulation algorithm to optimize the gains of the developed control systems, is proposed. Performance/effectiveness of the developed models and the proposed control systems for the back-to-back MMC-based WECS are evaluated/verified based on simulations studies in the PSCAD/EMTDC software environment and experimental case studies on a laboratory-scale hardware prototype.
1. INTRODUCTION

Wind energy has been one of the world’s fastest growing renewable energy sources [1–4]. While wind generated electricity continues to grow as a premier source of renewable energy, advanced wind energy conversion systems (WECSs) are required to harness this energy more efficiently, reliably and in a cost effective manner. In the following section, an overview of various components of the WECS is provided.

1.1 Overview of WECSs

The basic structure of a typical WECS is shown in Fig. 1.1. The major components of a typical WECS, as shown in Fig. 1.1, include a wind turbine, generator, gear-box (optional), a power electronic conversion system, and the associated control. A wind turbine can be designed for a constant- or variable-speed operation. Variable-speed wind turbines produce up to 10% more annual energy as compared to their constant-speed counterparts [5]. However, they necessitate power electronic converters to provide a required current at a required frequency.

![Fig. 1.1. Basic structure of a typical WECS [6].](image)

The roadmap of converting mechanical energy to electrical energy using variable-speed WECSs is shown in Fig. 1.2 [7]. As shown in Fig. 1.2, a variable-speed WECS needs either a partially- or fully-rated back-to-back conversion system.
The WECSs with partially-rated back-to-back conversion systems include the wound rotor induction generator with dynamic slip control [8,9], shown in Fig. 1.3(a), and the doubly-fed induction generator (DFIG) [10], shown in Fig. 1.3(b). The main drawback of these configurations is the direct connection of their stator to the grid. Consequently, during a fault in the grid, the system can no longer stay connected to the grid to keep the currents and voltages in the rotor circuit under safe limits [6,11]. Presence of slip rings is another main disadvantage [12]. The partially-rated conversion system based WECSs require a gearbox to couple the wind turbine to the generator.

The WECSs with full-scale back-to-back conversion systems, hereafter referred to as full-scale WECSs, are shown in Figs. 1.4 and 1.5. The generators used in these WECSs include (i) the squirrel-cage induction generator (SCIG) and the wound-rotor synchronous generator with a gearbox as shown in Figs. 1.4(a) and (b), respectively, and (ii) the multi-pole wound-rotor synchronous generator and the multi-pole
Fig. 1.3. WECSs with partially-rated conversion system: (a) wound rotor induction generator with dynamic slip control, and (b) doubly-fed induction generator (DFIG) [3].

permanent magnet synchronous generator (PMSG) without a gearbox as shown in Figs. 1.5(a) and (b), respectively. Amongst various generators used in a variable-speed full-scale WECS, the direct-drive WECS with a multi-pole PMSG has gained significant interest due to its wind to electrical energy conversion efficiency, reliability and controllability [13]. Furthermore, compared to a SCIG and a wound-rotor synchronous generator system, a direct-drive PMSG-based WECS reduces system failure rate due to the absence of the mechanical gear boxes [14].

The full-scale WECSs are interfaced to the grid through a full-scale power electronic conversion system. The back-to-back connected two-level voltage sourced converter (2L-VSC) is the most prevailing converter configuration for the full-scale
WECSs [12]. Operation of the 2L-VSC at high voltage levels require switching devices with high voltage ratings. This can be achieved either by using the state-of-the-art switches available at high voltage ratings or cascading switches with lower voltage ratings [15]. Either of the options (i) introduces a relatively high $\frac{dv}{dt}$ stress on the generator and transformer, (ii) needs bulky and lossy output filters and/or a high switching frequency to comply with the grid codes in terms of total harmonic distortion (THD) requirements [16], and (iii) does not provide modularity/scalability in the design.

The solution to the aforementioned problems with the 2L-VSC is to use multilevel VSCs. The salient features of multilevel VSCs include: (i) low harmonic distortion of their output voltages/currents with low switching frequency, (ii) capability to handle high power/voltage with low-rating devices [17], and (iii) low $\frac{dv}{dt}$ stress on the gen-
Fig. 1.5. Direct-drive variable-speed WECSs with full-scale conversion systems: (a) multi-pole wound-rotor synchronous generator, and (b) multi-pole permanent magnet synchronous generator [3].

In the technical literature, various types of multilevel converter topologies have been proposed and investigated for WECSs [15,16,18–30]. The most promising topologies include:

- **Neutral-point clamped (NPC) converter** [24–26]: The application of the NPC converter, due to the complexity in counteracting the dc-capacitor voltage drift phenomenon, has been limited to the three-level NPC converter [31, 32].

- **Active NPC (ANPC) converter based topologies** [19,20,22]: As compared with the conventional multilevel converters in which the capacitor voltage balancing task is challenging and in some cases infeasible [31, 32], the ANPC converter based topologies need a fairly simple capacitor voltage balancing strategy to guarantee proper operation of the converter over all operating conditions. As
compared with the three-level NPC converter, the five- or higher-level ANPC converter improves the THD and can potentially reduce the size of the filters. Nevertheless, none of the aforementioned multilevel converters address the following features required in the design: (i) equal distribution of losses and/or voltage/current stresses among all the devices, (ii) scalability, (iii) modularity, and/or (iv) fault tolerance. Recently, the emergence of the modular multilevel converter (MMC) has revolutionized high voltage direct current (HVDC) technology because of its modularity and scalability [33–36]. A circuit diagram of the MMC is shown in Fig. 1.6. The MMC addresses all of the above-mentioned features of the design. To date, research on the operation of the MMC has been primarily focused on HVDC transmission systems where the MMC, with a large number of its main building block circuits, i.e., the half-bridge SubModules (SMs), operates with a fixed ac-side frequency. Despite the well-understood technical merits of the MMC with a large number of SMs in HVDC systems, their application to drive systems and WECSs requires further research.

1.2 Motivation and Statement of the Problem

The trend in wind turbine technology has been towards large capacity units to reduce cost per megawatt of capacity [2,17]. This trend is highlighted in the evolution of the wind turbine size and their associated power electronic converters, highlighted with a blue inner circle in Fig. 1.7 [12]. As shown in Fig. 1.7, the market share for full-scale WECSs is growing. This is primarily due to their advantages mentioned in Section 1.1. As a full-scale WECS supplies a significant amount of power and can operate in stand-by/remote locations [37], its full-scale power electronic conversion system needs to meet stringent requirements in terms of reliability, efficiency, scalability and ease of maintenance, power quality, and $\frac{dv}{dt}$ stress on the generator/transformer. Although the back-to-back MMC configuration embeds all of these features, for variable-speed WECS applications, many unique challenges are imposed. The main challenges are:
• The pulse width modulation (PWM) strategy along with a SM capacitor voltage balancing algorithm is necessary to (i) produce the switching state of each SM switch and (ii) keep the SM capacitor voltages balanced at their nominal values. The existing SM capacitor voltage balancing algorithms are mainly based on a sorting algorithm in which the SM capacitor voltages are measured and sorted within each sampling period. Then, based on the direction of the arm currents and the number of required on-state SMs within each sam-
pling period, a number of SMs are inserted/bypassed [38]. Conventionally, the PWM strategies implemented to control the MMC have been primarily based on phase disposition PWM (PD-PWM) and phase shifted carrier PWM (PSC-PWM) [35,38–43]. Each of these PWM strategies have been implemented with different variations. Most notably, a unified PD-PWM strategy with a sorting algorithm to balance the SM capacitor voltages is proposed in [38]. While [39] proposes an improved PD-PWM strategy with indirect modulation and voltage balancing strategy, [40] proposes a PD-PWM strategy with selective loop biasing mapping (SLBM) method. While [41] and [42] propose a PSC-PWM strategy with indirect modulation, [43] proposes a PSC-PWM strategy with a reduced-sensor SM capacitor voltage balancing algorithm and [35] proposes a PSC-PWM strategy with reduced switching frequency. Reference [44] proposes a staircase-PWM strategy with predictive sorting algorithm. A tolerance band modulation method, to balance the SM capacitor voltages, has been investigated in [45]. Reference [46] develops a few SM capacitor voltage balancing strategies in which the SM capacitor voltage balancing algorithm is implemented at a slower rate compared to the sampling period. While the strategies pro-

Fig. 1.7. Wind turbine evolution and the main trend of conversion system (blue indicates power level of converters) in the last 30 years [12].
posed in [38,40,43–46] change the state of multiple switches at any instant and thereby increase switching frequency and electro-magnetic interference (EMI), the strategies proposed in [35,39] reduce the switching frequency by limiting the number of switches changing their state at any instant to the minimum possible value, potentially to only one switch change if the reference waveform shows no sudden change. However, with increase in the carrier frequency and/or the number of SMs, the strategy proposed in [35] suffers from intensive computational burden. The strategies proposed in [39,41,42] require special SM capacitor voltage control strategies to stabilize the system [47].

- The magnitude of circulating currents, under fixed-frequency operation, i.e., as the grid-side converter of a WECS, needs to be reduced to improve the efficiency, components’ rating and size [35,48–50]. A control system to reduce the ac components of the circulating currents of the MMC has been studied in [35]. However, it does not operate satisfactorily under unbalanced conditions in the ac side.

- The magnitude of the SM capacitor voltage ripple is inversely proportional to the ac-side frequency. Consequently, when the MMC operates as the generator-side converter of the WECS under low frequency, the magnitude of the SM capacitor voltage ripple becomes very large and, if not properly and actively reduced, may introduce instability and/or increase power losses and components’ size of the MMC. In the technical literature, variable-frequency operation of the MMC has been investigated and various remedial measures have been proposed to control the SM capacitor voltage ripple at low frequencies [51–55]. The strategy proposed in [51–54] requires a large circulating current to counteract the SM capacitor voltage ripple, which consequently results in significant power losses. The strategy proposed in [55] has its own practical limitations.

- The controller gains of the MMC control systems have been tuned using either (i) linearized models in [56,57] and such that the controlled states are
well separated with respect to their corresponding time constants [58, 59], or (ii) approximate linear time-invariant system models [60]. Neither of the aforementioned tuning methods may lead to an optimum performance of the MMC system.

- At the startup of the MMC, all SM capacitors are required to be charged to their nominal voltage values before the converter proceeds to its normal operation. To reduce the surge currents and the startup time, a fast and smooth startup procedure is preferred. Precharging the SM capacitors and startup procedure of the MMC from the de-energized conditions have been explored in [61–67]. Reference [61] proposes a startup procedure in which the SM capacitors are charged from a pre-charged dc-link. An additional resistor, which is inserted/bypassed by its parallel switch, is connected in series with the SMs of each arm to limit the peak current. The main disadvantage of this procedure lies in the long tail-off time noticed in the charging process that increases the time taken to charge the capacitors. Reference [62] presents a startup procedure where the dc link of the MMC is connected to a diode-bridge rectifier. Although this procedure limits the arm currents, it requires a diode-bridge rectifier to charge the dc link which is not feasible for the back-to-back MMCs. Reference [63] proposes a precharging circuit comprised of four thyristors per SM of the MMC. Although, by using an additional circuitry, the SMs can be precharged synchronously and the startup procedure is accelerated, it adds additional complexity and cost to the system. A similar problem is encountered with the charging process described in [64] in which auxiliary voltage sources are required for charging the SM capacitors. Reference [65] develops a charging process for the SM capacitors in a back-to-back MMC-based drive system through the grid. The developed charging process consists of two stages: (i) uncontrolled charging stage, and (ii) controlled charging stage. In the uncontrolled charging stage, all the SMs in both MMCs are blocked and their capacitors charge through the anti-parallel diodes. To limit the peak current from the grid, each phase
of the grid-side MMC is connected to the grid through a resistor. Once the sum of the SM capacitor voltages within each arm of the grid-side MMC reach the peak value of the line-to-line voltage, the controlled charging stage sets in. In the controlled charging stage, the SMs of the grid-side MMC are unblocked and actively controlled using a $qd$ current controller. The $qd$ current controller limits the charging current from the grid and maintains the required power factor. Once the voltages of SM capacitors of the grid-side MMC and the dc link reach their respective rated values, the SM capacitors of the machine-side are unblocked and controlled to reach their respective rated values. The sequential charging process, where the SM capacitors of grid-side are unblocked first and then the SM capacitors of generator-side, results in slowing down the charging process. A similar startup strategy is proposed in [66] for charging the SM capacitors of the MMC through the ac-side. This process considers a closed-loop charging process in the controlled charging stage, where the ac-side currents are controlled at certain fixed values. However, the charging process considers the sequential charging of upper- and lower-arm SM capacitors, which slows down the charging process and limits the ac-side currents to half their rated values due to the constraints imposed by the limits on the arm currents. Reference [67] proposes another similar sequential charging process for the back-to-back MMC that will also not minimize the time taken to charge the SM capacitors.

Having outlined the salient features and limitations of the MMC as a potential full-scale converter in advancing the variable-speed WECSs, this thesis aims at developing control systems to overcome the operational limitations and improve the performance of the MMC.

1.3 Thesis Objectives

The main objectives of this thesis are:

- To develop state-space models that accurately represent the MMC system.
• To improve the PWM strategy used to control the MMC so as to reduce the switching frequency, EMI, and computational burden.

• To enhance the performance of the MMC, in terms of the magnitude of circulating currents, as the grid-side converter of a WECS.

• To improve the stability and performance of the MMC, in terms of the magnitude of circulating currents and SM capacitor voltage ripple, as the generator-side converter of a WECS.

• To optimize the performance of the control systems implemented to control various MMC systems.

• To improve the startup-charging process of the SM capacitors in the back-to-back MMC-based WECS in terms of reduction in the startup time.

Although the developments and studies of this thesis are carried out for a direct-drive PMSG-based WECS, they are equally applicable, with minor modifications, to full-scale WECSs with other generator technologies as well.

1.4 Thesis Outline

There are nine chapters and two appendices in this thesis document. The outline of this thesis is highlighted in Fig. 1.8.

• The basics of operation of a direct-drive full-scale WECS is presented in Chapter 2. In this chapter, the wind turbine characteristics, the PMSG model, a maximum power point tracking (MPPT) strategy, and the grid- and generator-side controllers are described.

• The MMC is introduced in Chapter 3. The structure, modulation strategy, and the state-space models of the MMC are developed and explored in detail in this chapter.
**Fig. 1.8. The thesis outline.**

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Outline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction</td>
</tr>
<tr>
<td>3</td>
<td>1. Brief description of the MMC structure. 2. Proposal of modulation strategy. 3. Development of various state-space models of the MMC.</td>
</tr>
<tr>
<td>5</td>
<td>1. Analysis of the MMC under variable-frequency operation. 2. Description and analysis of the proposed strategies to control the SM capacitor voltage ripple at low frequencies. 3. Formulation of an optimization problem to optimize the performance of the MMC under variable-frequency operation.</td>
</tr>
<tr>
<td>6</td>
<td>1. Proposal of optimization algorithm to optimize the controller gains of a class of non-linear non-autonomous hybrid system. 2. Application of the algorithm to the control systems used to control the MMCs.</td>
</tr>
<tr>
<td>7</td>
<td>1. Description of experimental prototype. 2. Experimental case studies to validate the developed MMC models, the proposed modulation strategy, and the proposed fixed-frequency and variable-frequency control systems.</td>
</tr>
<tr>
<td>8</td>
<td>1. Description of control of the MMC-based WECS. 2. Proposal of a startup charging process. 3. Verification of the proposed control system for WECS through time-domain simulation studies.</td>
</tr>
<tr>
<td>9</td>
<td>Conclusions and future work</td>
</tr>
</tbody>
</table>

**Appendix 1**
SM capacitor voltage ripple under different control strategies.

**Appendix 2**
Stability Analysis
• The control system of the MMC under fixed-frequency operation is developed in Chapter 4. In this chapter, the circulating current controller under fixed-frequency operation is proposed.

• A comprehensive analysis of the MMC under variable-frequency operation is provided in Chapter 5. Based on the analysis, two novel strategies are proposed to reduce the large capacitor voltage ripple under low-frequency operation. A detailed analysis of the proposed strategies are provided and an optimization problem is formulated to optimize the performance of the MMC under variable-frequency operation. The corresponding controller and design of the gains of the controller are also explained in this chapter.

• Optimization of the controller gains of a class of non-linear non-autonomous hybrid system is considered in Chapter 6. The application of the developed algorithm to optimize the gains of the control systems proposed in Chapters 4 and 5 is also explored in this chapter.

• Experimental results are provided in Chapter 7 to (i) verify the developed MMC models, (ii) substantiate the performance of the proposed modulation strategy, and (iii) validate the performance of the proposed control systems for fixed- and variable-frequency operations of the MMC.

• The control of an MMC-based WECS is explained and investigated in Chapter 8. The WECS considered in this chapter is a PMSG-based direct-drive system explained in Chapter 2. The WECS consists of a back-to-back MMC, with a grid-side MMC under fixed-frequency operation and a generator-side MMC under variable-frequency operation. That is, the control system developed in this chapter is based on the developments in Chapters 4 and 5. Moreover, the startup charging procedure of the back-to-back MMC capacitors from a de-energized state is considered in this chapter. The performance of the developed control systems of the MMC-based WECS are validated under various operating conditions through time-domain simulation studies.
2. DIRECT-DRIVE WIND ENERGY CONVERSION SYSTEMS

In this chapter, an overview on the direct-drive WECSs is provided. Various components of a direct-drive WECS along with their control structures are presented. In this introductory chapter, the system hub to which the modular multilevel converters and their control systems are accommodated to develop the medium-voltage WECSs is presented.

2.1 Basics of a Direct-Drive WECS

![Schematic diagram of a direct-drive WECS](image)

Fig. 2.1. Schematic diagram of a direct-drive WECS.

A single-line schematic representation of a full-scale WECS is shown in Fig. 2.1. The system is comprised of a wind turbine directly coupled to a high-pole PMSG and a back-to-back power conversion system. The PMSG is interfaced to an ac-dc converter which is intended for machine control. Another converter, which is a dc-ac converter, provides an interface to the utility grid and regulates the power transfer. The ac side terminals of the grid-side converter are connected to the utility grid through a series connected $R_gL_g$ branch and a three-phase transformer as shown in Fig. 2.1.

The wind turbine and the PMSG parameters used in this thesis for simulations are presented in Tables 2.1 and 2.2, respectively.
Table 2.1.
Parameters of the study wind turbine [68]

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine type</td>
<td>three-blade</td>
</tr>
<tr>
<td>Rotor radius</td>
<td>58 m</td>
</tr>
<tr>
<td>Rated power</td>
<td>5 MW</td>
</tr>
<tr>
<td>Rated speed</td>
<td>1.55 rad/s</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>11.8 m/s</td>
</tr>
<tr>
<td>Rated torque</td>
<td>$3.226 \times 10^6$ Nm</td>
</tr>
<tr>
<td>Maximum aerodynamic efficiency $C_p(\lambda_{opt})$</td>
<td>0.48</td>
</tr>
<tr>
<td>Optimum tip speed ratio $\lambda_{opt}$</td>
<td>7</td>
</tr>
<tr>
<td>Cut-in wind speed</td>
<td>3 m/s</td>
</tr>
<tr>
<td>Cut-out wind speed</td>
<td>25 m/s</td>
</tr>
<tr>
<td>Hub height</td>
<td>138 m</td>
</tr>
<tr>
<td>Rotor and turbine inertia $J$</td>
<td>$1.06 \times 10^7$ kg.m²</td>
</tr>
</tbody>
</table>

Table 2.2.
Parameters of the PMSG [68]

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>5 MVA</td>
</tr>
<tr>
<td>Rated voltage (line-to-line)</td>
<td>4.0 kV</td>
</tr>
<tr>
<td>Rated electrical frequency $\omega_{r,rated}$</td>
<td>224.75 rad/s</td>
</tr>
<tr>
<td>Stator winding resistance $r_s$</td>
<td>72.192 mΩ</td>
</tr>
<tr>
<td>Stator leakage inductance $L_{ls}$</td>
<td>1.549 mH</td>
</tr>
<tr>
<td>d-axis inductance $L_d$</td>
<td>4.33 mH</td>
</tr>
<tr>
<td>q-axis inductance $L_q$</td>
<td>4.33 mH</td>
</tr>
<tr>
<td>Number of pole pairs (P/2)</td>
<td>145</td>
</tr>
</tbody>
</table>

2.2 Wind Turbine Characteristics

The wind turbine is often characterized by the relationship among its mechanical power, the environmental conditions like wind speed/kinetic power, and various turbine mechanical parameters.
The kinetic power of wind is

\[ P_{\text{wind}} = \frac{1}{2} (\rho A V_w) V_w^2 = \frac{1}{2} \rho A V_w^3, \]  

(2.1)

where \( \rho \) is the air mass density in kg/m\(^3\), \( A \) is the area covered by the rotor blades in m\(^2\), and \( V_w \) is the wind speed in m/s. The mechanical power extracted from wind by the wind turbine can be described as a fraction of the wind kinetic power and is given by [69]:

\[ P_{\text{tur}} = C_p(\lambda, \beta) P_{\text{wind}} = \frac{1}{2} \rho A V_w^3 C_p(\lambda, \beta), \]  

(2.2)

where \( C_p(\lambda, \beta) \) is the power performance coefficient which is a non-linear function of the pitch angle \( \beta \) in rad, and the blade tip speed ratio \( \lambda \) (dimensionless). \( \lambda \) is defined by

\[ \lambda = \frac{r \omega_r}{V_w}, \]  

(2.3)

where \( r \) is the radius of the rotor blades in m and \( \omega_r \) is the rotor rotational speed in rad/s. The power performance coefficient \( C_p(\lambda, \beta) \), based on [69], is described by

\[ C_p(\lambda, \beta) = 0.5176 \left( 116x - 0.4\beta - 5 \right) e^{-21x} + 0.007869\lambda, \]  

(2.4a)

\[ x = \left( \frac{1}{1.157\lambda + 0.08\beta} - \frac{0.035}{\beta^3 + 1} \right). \]  

(2.4b)

and is in the range of zero to 0.59, which is known as the Betz limit [70]. The variation of \( C_p(\lambda, \beta) \) with respect to \( \lambda \) and for various \( \beta \) is shown in Fig. 2.2. As shown in Fig. 2.2, the peak value of \( C_p(\lambda, \beta) \) is the largest when \( \beta = 0 \) and it drops as \( \beta \) is increased. This corresponds to the same pattern for the turbine power \( P_{\text{tur}} \). In most of WECSs, \( \beta \) is (i) set to zero if the electrical power is below the rated value, (ii) actively controlled to limit the turbine power in case the power exceeds the rated value, and (iii) set to its maximum value, e.g., \( \beta = 90^\circ \), to interrupt the power generation under
extreme wind conditions. Subsequently, the turbine characteristics, i.e., the turbine power vs. wind speed is divided into three regions as shown in Fig. 2.3 [71]:

1. Region I in which wind speed < cut-in speed: The power generated is too small and largely supplies the losses of the system. Hence, the net generated power is zero.

2. Region II in which cut-in speed < wind speed < rated speed: The power characteristics are described by (2.2) to (2.4). In this case, as shown in Fig. 2.3, the maximum power is generated under the rated conditions.

3. Region III in which rated speed < wind speed < cut-out speed: The power generated by the system is restricted to the power generated under rated conditions. In this case, the pitch angle, $\beta$, of the wind turbine is adjusted so that the maximum power that can be extracted at the high wind speeds does not exceed the maximum power generated under rated conditions. Here, the cut-out speed refers to the maximum speed at which the turbine is allowed to deliver energy. This speed is usually limited by the engineering design and safety constraints.
2.3 PMSG Model

![A three-phase PMSG.](image)

Table 2.3.
Glossary of terms

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator resistance</td>
<td>( r_s )</td>
</tr>
<tr>
<td>Inductance matrix</td>
<td>( L_s )</td>
</tr>
<tr>
<td>Maximum flux produced by the permanent magnet</td>
<td>( \lambda_m )</td>
</tr>
<tr>
<td>Position of rotor as shown in Fig. 2.4</td>
<td>( \theta_r )</td>
</tr>
<tr>
<td>Phase voltage vector</td>
<td>( \mathbf{v}_{abc} )</td>
</tr>
<tr>
<td>Phase current vector</td>
<td>( \mathbf{i}_{abc} )</td>
</tr>
<tr>
<td>Flux linkage vector</td>
<td>( \mathbf{\lambda}_{abc} )</td>
</tr>
<tr>
<td>Number of poles</td>
<td>( P )</td>
</tr>
</tbody>
</table>

The electrical dynamics of a three-phase PMSG shown in Fig. 2.4 is described by [72]

\[
\mathbf{v}_{abc} = r_s \mathbf{i}_{abc} + \frac{d\mathbf{\lambda}_{abc}}{dt},
\] (2.5)
where
\[
\mathbf{f}_{abcs}^T = \begin{bmatrix} f_a & f_b & f_c \end{bmatrix},
\]
\[
\mathbf{r}_s = \text{diag} \begin{bmatrix} r_s & r_s & r_s \end{bmatrix},
\]
\[
\mathbf{\lambda}_{abcs} = \mathbf{L}_s \mathbf{i}_{abcs} + \mathbf{\lambda}_m^r,
\]
\[
\mathbf{\lambda}_m^{rT} = \mathbf{\lambda}_m^r \begin{bmatrix} \sin (\theta_r) & \sin \left(\theta_r - \frac{2\pi}{3}\right) & \sin \left(\theta_r + \frac{2\pi}{3}\right) \end{bmatrix},
\]
and the rest of the terms are introduced in Table 2.3.

Applying a transformation matrix defined by
\[
T(\theta) = \frac{2}{3} \begin{bmatrix}
\cos (\theta) & \cos \left(\theta - \frac{2\pi}{3}\right) & \cos \left(\theta + \frac{2\pi}{3}\right) \\
\sin (\theta) & \sin \left(\theta - \frac{2\pi}{3}\right) & \sin \left(\theta + \frac{2\pi}{3}\right) \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\]
(2.6)
to (2.5), the \(qd\) rotor reference frame model of the PMSG is given by
\[
L_q \frac{d q_d^r}{dt} + r_s q_{qs}^r = v_{qs}^r - \omega_r L_d i_{ds}^r - \omega_r \mathbf{\lambda}_m^r,
\]
(2.7a)
\[
L_d \frac{d d_s^r}{dt} + r_s i_{ds}^r = v_{ds}^r + \omega_r L_q i_{qs}^r,
\]
(2.7b)
where \(q_d^r = T(\theta_r) i_{abcs}, v_{qs}^r = T(\theta_r) v_{abcs}, \omega_r = \frac{d \theta_r}{dt}\) and the rest of the terms are defined in Table 2.3.

The expression for the electromagnetic torque generated by PMSG is given by [72]
\[
T_e = \frac{3P}{2} \left[ \mathbf{\lambda}_m^r q_{qs}^r + (L_d - L_q) i_{ds}^r i_{qs}^r \right].
\]
(2.8)
The electromagnetic torque in (2.8) is controlled to generate the maximum power from the wind turbine, which is detailed in the following sections.
The mechanical dynamics of the PMSG, whose rotor is connected to the wind turbine, is described by

\[
T_e - T_{\text{tur}} = J \frac{\omega_r}{P} \frac{d\omega_r}{dt} + B_m \frac{2}{P} \omega_r
\]  

(2.9)

where \( T_{\text{tur}} = \frac{P_{\text{tur}}}{\omega_r} \), and \( J \) and \( B_m \) are the combined inertia and the damping coefficient of the PMSG rotor and the turbine connected to it, respectively.

The PMSG is described in motor convention by its electrical and mechanical characteristics as represented by (2.7) to (2.9).

2.4 Maximum Power Extraction from a Variable-speed WECS

![Fig. 2.5. Power-speed characteristics of the wind turbine characterized in Table 2.1 and the reference power calculated by the MPPT algorithm.](image)

The power-speed characteristics of the wind turbine with the parameters listed in Table 2.1, for different speeds and at zero pitch angle is shown in Fig. 2.5. As mentioned before and illustrated in Fig. 2.5, for a given wind speed, \( P_{\text{tur}} \) is negligible at small rotor speed. Subsequent to an increase in the rotor speed, the power increases till it reaches a peak value corresponding to the peak of \( C_p(\lambda) \), which occurs at a rotor speed that corresponds to \( \lambda_{\text{opt}} \). As shown in Fig. 2.5, with the increase in wind speed, the rotor speed corresponding to the maximum power shifts towards a higher speed. Therefore, the rotor, based on (2.3), should run at a proportionally higher speed to keep \( \lambda = \lambda_{\text{opt}} \). This, consequently, enables maximum power extraction at any wind speed.
The PMSG electromagnetic torque reference is defined as [2]

\[ T_{e,\text{ref}} = -K_{\text{opt}}\omega_r^2, \] (2.10)

where \( K_{\text{opt}} = \frac{0.5\rho A r^3 C_p(\lambda_{\text{opt}})}{\lambda_{\text{opt}}^3} \) and \( \lambda_{\text{opt}} \) is the optimum \( \lambda \) at which the maximum power is extracted from wind. \( K_{\text{opt}} \) is calculated from the manufacturer’s data. There is a negative sign in (2.10) as the PMSG dynamics are considered in motor convention.

The solid lines in Fig. 2.5 represent the power extracted from wind by the turbine at various wind speeds and rotor rotational speeds. The dashed line represents the absolute value of the reference power calculated from the reference torque used in (2.10), that is, \( P_{\text{ref}} = |T_{e,\text{ref}}|\omega_r = K_{\text{opt}}\omega_r^3 \). As shown in Fig. 2.5, by imposing the machine torque based on (2.10), the reference power tracks the maxima in the power vs. rotor rotational speed plot at any wind speed. To verify the stability of the maximum power extraction strategy, the following two conditions are considered:

1. \( \omega_r < \omega_{r,\text{opt}} \): Under this condition, based on Fig. 2.5,

\[ P_{\text{tur}} > P_{\text{ref}}. \] (2.11)

This leads to acceleration of the wind turbine, resulting in increase of \( \omega_r \) and the MPPT controller pushes the system towards the maximum power generation point.

2. \( \omega_r > \omega_{r,\text{opt}} \): As an extension of the above description, under this condition

\[ P_{\text{tur}} < P_{\text{ref}}. \] (2.12)

This leads to deceleration of the wind turbine, resulting in a decrease in \( \omega_r \) and the MPPT controller pushes the system towards the maximum power generation point. In the above two conditions, \( \omega_{r,\text{opt}} \) is the optimum rotor rotational speed at the maximum power point.
2.5 Generator-side Converter Control

The task of the generator-side converter is to control the PMSG torque to extract the maximum available power of the wind, except during startup. As discussed in the previous section, to maximize the turbine power, the PMSG torque $T_e$ should be controlled proportional to the square of the rotor speed, i.e., the control law in (2.10). To achieve this, a current control strategy is implemented to produce the required torque formulated by (2.10).

The $d$-axis stator current of the PMSG, $i_{ds,ref}$, is controlled to zero to remove the coupling between $q$- and $d$-axis currents in the torque produced by the machine. Subsequently, (2.8) becomes

$$T_e = \frac{3 P}{2} \frac{\lambda^r m}{2} i^{r}_{qs}.$$  (2.13)

As shown in (2.13), under this strategy, the PMSG torque becomes a linear function of $i_{qs}$. Based on (2.10) and (2.13), the $q$-axis stator current reference, $i_{qs,ref}$, is defined by

$$i^{r}_{qs,ref} = -\frac{4}{3P\lambda^r m} K_{opt} \omega^2 r,$$  (2.14)

which ensures that the maximum available power is extracted from the wind.

During startup or whenever there is a need to build turbine speed, the PMSG operates in motor mode with rated torque. That is, the $q$-axis stator current reference during startup is given by

$$i^{r}_{qs,ref} = \frac{4}{3P\lambda^r m} T_{e,\text{rated}},$$  (2.15)

where $T_{e,\text{rated}}$ is the rated torque of the PMSG. The aforementioned startup procedure is necessitated due to the dependance of both the turbine torque and the PMSG electromagnetic torque on the speed of the motor.
The model described in (2.7) can be written as

\[
L_q \frac{d i_{qs}^r}{dt} + r_s i_{qs}^r = u_{qs}^r, \quad (2.16a)
\]

\[
L_d \frac{d i_{ds}^r}{dt} + r_s i_{ds}^r = u_{ds}^r, \quad (2.16b)
\]

where,

\[
u_{qs}^r = v_{qs}^r - \omega_r L_d i_{ds}^r - \omega_r \lambda_m^r, \quad (2.17a)
\]

\[
u_{ds}^r = v_{ds}^r + \omega_r L_q i_{qs}^r. \quad (2.17b)
\]

Defining the proportional integral (PI) controllers for the \(q\)- and \(d\)-axis currents, the corresponding currents are regulated at their reference values. The controllers produce \(u_{qs}^r\) and \(u_{ds}^r\), which are used to generate the \(q\)- and \(d\)-axis voltage references \(v_{qs}^r\) and \(v_{ds}^r\) using (2.17). These voltages are, then, generated at the terminals of the PMSG by the generator-side converter. The block diagram representation of the \(q\)- and \(d\)-axis current controllers are shown in Fig. 2.6.

![Block diagram of the generator-side current controller](image)

Fig. 2.6. Block diagram of the generator-side current controller
2.6 Grid-side Converter Control

The task of the grid-side converter is to control the power flow at the Point of Common Coupling (PCC).

The grid-side dynamics of the WECS of Fig. 2.1 is governed by

\[ e_j = v_j - R_g i_j - L_g \frac{di_j}{dt} \tag{2.18} \]

Applying \(qd\)-transformation given by (2.6) to (2.18) with respect to the grid-reference frame results in

\[
L_g \frac{di_q^e}{dt} + R_g i_q^e = v_q^e - e_q^e - \omega_e L_g i_d^e,
\]
\[
L_g \frac{di_d^e}{dt} + R_g i_d^e = v_d^e - e_d^e + \omega_e L_g i_q^e,
\] (2.19a, b)

where

\[ e_T^{abc} = V_s \left[ \cos(\theta_e) \cos(\theta_e - \frac{2\pi}{3}) \cos(\theta_e + \frac{2\pi}{3}) \right]. \tag{2.20} \]

\[ v_{q0} = T(\theta_e) v_{abc}, \quad i_{q0} = T(\theta_e) i_{abc}, \quad e_q^e \text{ is the magnitude of the PCC phase voltages,} \]
\[ e_d^e = 0, \text{ and } \omega_e = \frac{d\theta_e}{dt}. \] Equation (2.19) can be re-written as

\[
L_g \frac{di_q^e}{dt} + R_g i_q^e = u_q^e, \tag{2.21a} \]
\[
L_g \frac{di_d^e}{dt} + R_g i_d^e = u_d^e, \tag{2.21b} \]

where

\[ u_q^e = v_q^e - e_q^e - \omega_e L_g i_d^e, \tag{2.22a} \]
\[ u_d^e = v_d^e - e_d^e + \omega_e L_g i_q^e. \tag{2.22b} \]
The active and reactive power at the PCC are given by

\[
P_g = \frac{3}{2} e^e_i q^e_q, \quad (2.23a)
\]
\[
Q_g = -\frac{3}{2} e^e_i d^e_q. \quad (2.23b)
\]

The \(q\)- and \(d\)-axis grid-side current references \(i^e_{q,\text{ref}}\) and \(i^e_{d,\text{ref}}\), respectively, are generated from (2.23). In (2.23), \(P_g\) is determined by appropriate control of the power electronic conversion system to transfer power generated by the wind turbine to the grid and \(Q_g\) is determined based on the power factor required at PCC.

The \(q\)- and \(d\)-axis grid-side currents are controlled at their respective references using PI controllers that are designed using (2.21). Similar to the generator-side control, the controller outputs are used to calculate the \(q\)- and \(d\)-axis voltages at the output of the grid-side inverter, i.e., \(v^e_q\) and \(v^e_d\) using (2.22), which are then generated by the inverter. The block diagram representation of the \(q\)- and \(d\)-axis current controllers are shown in Fig. 2.7.

![Fig. 2.7. Block diagram of the grid-side current controllers.](image-url)
3. MODULATION AND MODELING OF MMC

The structure, modulation strategy, and state-space models of an MMC are developed and explored in detail in this chapter.

3.1 Structure and Principles of Operation

The circuit diagram of a three-phase MMC is depicted in Fig. 1.6. Each phase-leg of the MMC is comprised of two arms, i.e., an upper arm (represented by subscript “p”) and a lower arm (represented by subscript “n”). Each arm comprises \( N \) series connected, nominally identical, half-bridge SMs, a series inductor \( L_o \), and a resistor \( R_o \). Each half-bridge SM consists of two series connected switches, connected in parallel to a capacitor \( C_{SM} \) and a resistor \( R_p \). The resistor \( R_p \) is used to measure the voltage across the SM capacitor. Each SM of the MMC of Fig. 1.6 can provide two voltage levels at its terminal, i.e., zero or \( v_{cy,k,j} \), \( y \in \{p, n\} \), \( k \in \{1, 2, \ldots, N\} \), \( j \in \{a, b, c\} \), depending on the state of its two complementary switches \( S_{yk1,j} \) and \( S_{yk2,j} \). Ideally, the average value of \( v_{cy,k,j} \) is maintained at \( \frac{V_{dc}}{N} \), where \( V_{dc} \) is the MMC dc-link voltage. The following pairs of switching conditions represent the different states of the SM-\( k \) in arm-\( y \) of phase-\( j \):

1. \( S_{yk1,j} = 1 \) and \( S_{yk2,j} = 0 \): ON-state or inserted,
2. \( S_{yk1,j} = 0 \) and \( S_{yk2,j} = 1 \): OFF-state or bypassed, and
3. \( S_{yk1,j} = 0 \) and \( S_{yk2,j} = 0 \): blocked-state.

The inductor \( L_o \) limits the short-circuit current of MMC and also removes the high-frequency harmonics from the arm currents. The resistor \( R_o \) models the effective series resistance (ESR) of the inductor.
3.2 Modulation Strategy

The proposed modulation strategy to generate the switching states of the SMs in each arm consists of three parts: (i) the SM modulation index generator, (ii) an SM capacitor voltage balancing algorithm, and (iii) a PWM signal generator. The SM modulation index generator generates $N$ temporary modulation indices for each arm, i.e., one for each SM. Based on the SM capacitor voltage balancing algorithm, the temporary modulation indices are assigned to a particular SM in the arm. The PWM signal generator compares the modulation index assigned to each SM in an arm with a triangular carrier, to generate the switching signals for each SM. The SM modulation index generator and the PWM signal generator are together termed as the distributed PWM (DPWM) strategy.

3.2.1 The SM Modulation Index Generator

The modulation reference waveforms of the upper and lower arms, which are used to generate the desired arm voltages, are given by

$$m_{p,j} = \frac{1 - m_j - m_{cm}}{2} - m_{circ,j}, \quad (3.1a)$$
$$m_{n,j} = \frac{1 + m_j + m_{cm}}{2} - m_{circ,j}, \quad (3.1b)$$

where $m_j$ represents the fundamental component of the phase reference waveform, $m_{cm}$ represents the common-mode component of the phase reference waveform, and $m_{circ,j}$ is used to control the circulating current that will be explained in detail in the following chapters.

Based on the arm modulation reference waveforms, the proposed strategy keeps a certain number of SMs inserted, one SM under the PWM strategy in each sampling period while the rest of the SMs bypassed, in each arm. That is, the SM modulation index generator consists of the following three components:
Fig. 3.1. Modulation index and the number of inserted SMs.

1. Number of SMs inserted in arm-\(y\), phase-\(j\) is given by

\[ n_{y,j} = \lfloor Nm_{y,j} \rfloor, \quad (3.2) \]

where \(\lfloor . \rfloor\) denotes the floor operation. An illustration of the number of SMs inserted is provided in Fig. 3.1. At any instant, \(n_{y,j}\) SMs, determined by (3.2), are inserted in each arm and the corresponding temporary modulation indices are \(m_{y,k,j,\text{temp}} = 1\) for \(k \in [1, 2, \ldots, n_{y,j}]\).

2. The modulation index of the SM that is under the PWM strategy is

\[ m_{\text{PWM},y,j} =Nm_{y,j} - n_{y,j}. \quad (3.3) \]

The temporary modulation index described by (3.3), is applied to one of the SMs in the arm-\(y\), phase-\(j\). Let \(m_{y,(1+n_{y,j}),j,\text{temp}} = m_{\text{PWM},y,j}\).
3. The rest of the SMs in the arm-$y$, phase-$j$ are bypassed. That is, $m_{y,k,j,\text{temp}} = 0$ for $k \in [n_{y,j} + 2, ..., N]$.

### 3.2.2 The SM Capacitor Voltage Balancing Algorithm

Mapping of the $N$ temporary modulation indices to the SMs of each arm is performed based on the proposed SM capacitor voltage balancing algorithm. The proposed algorithm relies on (i) the direction of the arm current, (ii) the difference in the number of inserted SMs in each arm, within the present and the previous sampling period, and (iii) the measured SM capacitor voltages. The direction of the arm current, $i_{y,j}$, determines whether the inserted SMs in each arm are being charged ($i_{y,j} > 0$) or discharged ($i_{y,j} < 0$). The difference in the number of inserted SMs in the present and the previous sampling period is given by

$$\Delta n_{y,j}[k] = n_{y,j}[k] - n_{y,j}[k - 1],$$  \hspace{1cm} (3.4)

where $n_{y,j}[k]$ and $n_{y,j}[k - 1]$ represent the present and previous sample of $n_{y,j}$, respectively. Based on the status of $\Delta n_{y,j}[k]$ from (3.4), the following decision is made:

1. If $\Delta n_{y,j}[k] > 0$, from the bypassed SMs, $\Delta n_{y,j}[k]$ SMs with the highest (lowest) capacitor voltages are inserted, if $i_{y,j} < 0$ ($i_{y,j} \geq 0$).

2. If $\Delta n_{y,j}[k] < 0$, from the inserted SMs and the SM under the PWM strategy, $\Delta n_{y,j}[k]$ SMs with the lowest (highest) capacitor voltages are bypassed, if $i_{y,j} < 0$ ($i_{y,j} \geq 0$). If the SM under the PWM strategy in the previous sampling period is bypassed, then the SM in the inserted state in the previous and present sampling periods and with the next lowest (highest) capacitor voltage is assigned as the PWM module when $i_{y,j} < 0$ ($i_{y,j} \geq 0$).

3. If $\Delta n_{y,j}[k] = 0$ and there is no change in the number of inserted SMs, then, subsequent to every $N_{\text{shift}}/2$ samples, the PWM module is alternatively interchanged with an inserted or a bypassed SM. Defining $T_s$ as the sampling time,
\[ T_{sc} = N_{shift}T_s, \] and \( \Delta t \) as the remainder of \( t \) divided by \( T_{sc} \). Then, at \( \Delta t = T_{sc}/2 \), the PWM module is interchanged with a bypassed SM which has the highest (lowest) capacitor voltage, if \( i_{y,j} < 0 \) \( (i_{y,j} \geq 0) \). Similarly, at \( \Delta t = T_{sc} \), the PWM module is interchanged with an inserted SM which has the lowest (highest) capacitor voltage, if \( i_{y,j} < 0 \) \( (i_{y,j} \geq 0) \).

The rest of the SMs in arm-\( y \) of phase-\( j \) continue to operate with their previous states, thereby, the remaining temporary modulation indices are automatically mapped to the SMs in arm-\( y \) of phase-\( j \).

One of the key features of the sorting algorithm in the proposed SM capacitor voltage balancing algorithm is the requirement to determine only the inserted and bypassed SMs with the maximum and minimum capacitor voltages, unlike the conventional SM capacitor voltage balancing algorithm in [38] which requires the sorting of all the capacitor voltages. Moreover, unlike the SM capacitor voltage balancing algorithm in [38, 40, 43–46] where unnecessary switching transitions may occur to balance the SM capacitor voltages, the proposed SM capacitor voltage balancing algorithm requires only a minimum number of switches to change their state at any instant, based largely on the modulation reference waveform of the arm. The minimization of the number of switches changing their state at any instant in the proposed SM capacitor voltage balancing algorithm, reduces EMI and the switching frequency. Consequently, the switching losses are reduced. The implementation procedure of the proposed SM capacitor voltage balancing algorithm is summarized in Fig. 3.2, assuming a smooth change in the modulation index, i.e., the absolute maximum value of \( \Delta n_{y,j}[k] \), \( |\Delta n_{y,j_{\max}}| = 1 \). In Fig. 3.2, \( m(\text{Max On}), m(2^{\text{nd}} \text{Max On}), m(\text{Max Off}), m(\text{Min On}), m(2^{\text{nd}} \text{Min On}) \) and \( m(\text{Min Off}) \) represent the modulation indices assigned to the inserted SM with the maximum capacitor voltage, inserted SM with the second highest capacitor voltage, the bypassed SM with the maximum capacitor voltage, inserted SM with the minimum capacitor voltage, inserted SM with the second lowest capacitor voltage, and the bypassed SM with the minimum capacitor voltage, respectively, in the present sample. Similarly, \( m(\text{earlier PWM}) \) represents
the modulation index assigned to the SM under the PWM strategy in the previous sample.

3.2.3 The PWM Signal Generator

The PWM signal generator compares the individual modulation indices of the SMs with a triangular carrier of frequency $f_c$ and varying between 0 and 1, to generate the switching signals for each individual SM. The triangular carriers of the upper and lower arms are 180° out of phase to reduce the dc link voltage ripple and the output current harmonics.

The overall implementation process of the DPWM strategy and the SM capacitor voltage balancing algorithm is shown in Fig. 3.3. The proposed SM modulation index generator and the SM capacitor voltage balancing algorithm are implemented in the digital signal processor (DSP) with a sampling time of $T_s$. The sorting algorithm, which is a part of the SM capacitor voltage balancing algorithm, is implemented with
a sampling time of $T_{s,\text{cap}}$. The sampling times $T_s$ and $T_{s,\text{cap}}$ may or may not be the same. The choice of $T_{s,\text{cap}}$ depends upon the computational capability of the DSP. The PWM signal generator is implemented in the field-programmable gate array (FPGA), which helps to maintain the sampling times $T_s$ and $T_{s,\text{cap}}$ independent of the carrier frequency $f_c$. The proposed DPWM strategy and the SM capacitor voltage balancing algorithm are together termed as the proposed modulation strategy, hereafter.

### 3.2.4 Computational Burden

The claim of reduced computational burden imposed by the proposed SM capacitor voltage balancing algorithm over the existing algorithms in [35, 39], is verified in this section.

The following terms are defined to compare the computational burden between the aforementioned algorithms: (i) $W_{\text{sort,pu}}$ is the computational burden imposed by the sorting algorithm to determine the SM with maximum/minimum capacitor voltages,
(ii) $W_{c,pu}$ is the computational burden imposed by a comparator and an assignment operation, and (iii) $T_{s,PWM}$ is the sampling time used to implement the PWM strategy in FPGA. Typically, $T_{s,cap} \gg T_{s,PWM}$ and $T_s \gg T_{s,PWM}$.

The sorting algorithm in the proposed SM capacitor voltage balancing algorithm imposes $W_{sort,pu}$ computational burden within every $T_{s,cap}$. The rest of the proposed SM capacitor voltage balancing algorithm imposes $6W_{c,pu}$ computational burden in the worst-case scenario within every $T_s$. The worst-case scenario occurs in the following conditions:

1. $\Delta n_{y,j}(k) = -1$, $i_{y,j} \geq 0$, and $m(\text{Max On}) = m(\text{earlier PWM})$,

2. $\Delta n_{y,j}(k) = -1$, $i_{y,j} < 0$, and $m(\text{Min On}) = m(\text{earlier PWM})$.

Consequently, the worst-case computational burden imposed by the proposed SM capacitor voltage balancing algorithm is $W_{sort,pu} + 6W_{c,pu}\frac{T_{s,cap}}{T_s}$ within every $T_{s,cap}$. Applying a similar analysis, the SM capacitor voltage balancing algorithms in [35] and [39] impose $(W_{sort,pu} + 4W_{c,pu})\frac{T_{s,cap}}{T_{s,PWM}}$ and $W_{con} + W_{sort,pu} + 7W_{c,pu}\frac{T_{s,cap}}{T_{s,PWM}}$ computational burden within every $T_{s,cap}$, respectively. The computational burden imposed by the additional voltage controller in the algorithm in [39] is $W_{con}$ within every $T_{s,cap}$. Therefore, the proposed SM capacitor voltage algorithm imposes much lesser computational burden when compared to the corresponding algorithms in [35, 39] since $T_{s,cap} \gg T_{s,PWM}$ and $T_s \gg T_{s,PWM}$.

### 3.2.5 SM Capacitor Voltage Ripple

The summation of the SM capacitor voltage ripple in each arm is independent of the SM capacitor voltage balancing algorithm as it depends upon the power processed by each arm. However, the individual SM capacitor voltage ripple in each arm depends upon the SM capacitor voltage balancing algorithm. In the proposed strategy, the individual SM capacitor voltage ripple is a function of $T_{s,cap}$, $T_s$, and $T_{sc}$. As $T_{s,cap}$, $T_s$, and $T_{sc}$ are reduced, the individual SM capacitor voltage ripple is reduced, but
the computational burden imposed is increased as shown in Section 3.2.4. Compared to the SM capacitor voltage balancing algorithm in [38], any of the algorithms that impose a reduced switching frequency and computational burden will result in a larger SM capacitor voltage ripple.

### 3.3 Dynamic Model

In this section, a generalized dynamic model describing the dynamics of the MMC is developed. The developed model is used to derive the advanced state-space model and the approximate per-phase state-space model of the MMC, which are obtained by averaging the states and the inputs over each switching period.

In the MMC of Fig. 1.6, the upper-arm and lower-arm currents of phase-$j$, i.e., $i_{p,j}$ and $i_{n,j}$ are expressed by [34]:

$$i_{p,j} = i_{\text{circ},j} + \frac{i_j}{2},$$  \hspace{1cm} (3.5a)

$$i_{n,j} = i_{\text{circ},j} - \frac{i_j}{2},$$  \hspace{1cm} (3.5b)

where $i_{\text{circ},j}$ represents the circulating current within phase-leg-$j$ and $i_j$ is the ac-side phase-$j$ current. The circulating current, based on (3.5), is given by

$$i_{\text{circ},j} = \frac{i_{p,j} + i_{n,j}}{2}. \hspace{1cm} (3.6)$$

The mathematical equations that govern the dynamic behavior of the MMC phase-$j$ are

$$\frac{V_{dc}}{2} - v_{p,j} = L_o \frac{di_{p,j}}{dt} + R_o i_{p,j} + v_j + v_{cm},$$  \hspace{1cm} (3.7a)

$$\frac{V_{dc}}{2} - v_{n,j} = L_o \frac{di_{n,j}}{dt} + R_o i_{n,j} - v_j - v_{cm},$$  \hspace{1cm} (3.7b)

where $v_j$ and $v_{cm}$ represent the fundamental and the common-mode components of the MMC phase-$j$ voltage with respect to the fictitious dc mid-point, and $v_{p,j}$ and $v_{n,j}$
represent the upper-arm and lower-arm voltages of the MMC phase-\(j\), respectively, as shown in Fig. 1.6. Subtracting (3.7b) from (3.7a) and substituting for \(i_{p,j}\) and \(i_{n,j}\) from (3.5), the dynamics of the phase current is expressed by

\[
\frac{L_o}{2} \frac{d i_j}{dt} + \frac{R_o}{2} i_j = \frac{v_{n,j} - v_{p,j}}{2} - v_j - v_{cm}.
\] (3.8)

Furthermore, adding (3.7a) with (3.7b) and substituting for \(i_{circ,j}\) from (3.6), the internal dynamics of the MMC circulating current is expressed by

\[
L_o \frac{di_{circ,j}}{dt} + R_o i_{circ,j} = V_{dc} - v_{n,j} + v_{p,j}.
\] (3.9)

The upper-arm and lower-arm voltages of the MMC phase-\(j\) are also described by

\[
v_{p,j} = \sum_{k=1}^{N} S_{pk,j} v_{cp,k,j} + v_{swd,p,j},
\] (3.10a)

\[
v_{n,j} = \sum_{k=1}^{N} S_{nk,j} v_{cn,k,j} + v_{swd,n,j},
\] (3.10b)

where \(v_{swd,p,j}\) and \(v_{swd,n,j}\) are the IGBT/diode voltage drops of the upper and lower arms, respectively. Under the assumption of the successful operation of the SM capacitor voltage balancing algorithm, the following approximation is valid:

\[
v_{cy,k,j} \approx \frac{1}{N} \sum_{k_1=1}^{N} v_{cy,k_1,j}, \forall j \in \{p, n\}, \forall k \in \{1, 2, ..., N\}, \forall j \in \{a, b, c\}.
\] (3.11)

Substituting for \(v_{cp,k,j}\) and \(v_{cn,k,j}\) from (3.11) in (3.10), the following expressions are obtained:

\[
v_{p,j} \approx n_{p,j} v_{cp,j} + v_{swd,p,j},
\] (3.12a)

\[
v_{n,j} \approx n_{n,j} v_{cn,j} + v_{swd,n,j}.
\] (3.12b)
Fig. 3.4. IGBT/Diode model.

Table 3.1.
State of IGBT/diode

<table>
<thead>
<tr>
<th>Switch Status</th>
<th>(i_{y,j})</th>
<th>ON Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{yk1,j} = 1, S_{yk2,j} = 0)</td>
<td>(\geq 0)</td>
<td>upper diode</td>
</tr>
<tr>
<td></td>
<td>(&lt; 0)</td>
<td>upper IGBT</td>
</tr>
<tr>
<td>(S_{yk1,j} = 0, S_{yk2,j} = 1)</td>
<td>(\geq 0)</td>
<td>lower IGBT</td>
</tr>
<tr>
<td></td>
<td>(&lt; 0)</td>
<td>lower diode</td>
</tr>
<tr>
<td>(S_{yk1,j} = 0, S_{yk2,j} = 0)</td>
<td>(\geq 0)</td>
<td>upper diode</td>
</tr>
<tr>
<td></td>
<td>(&lt; 0)</td>
<td>lower diode</td>
</tr>
</tbody>
</table>

where \(n_{p,j}\) and \(n_{n,j}\) are the number of ON-state SMs in the upper and lower arms, respectively. Furthermore, substituting for \(v_{p,j}\) and \(v_{n,j}\) from (3.12) in (3.8) and (3.9), the following expressions are obtained:

\[
\frac{L_o}{2} \frac{di_j}{dt} + \frac{R_o}{2} i_j = \frac{n_{n,j}v_{cn,j} + v_{swd,n,j} - n_{p,j}v_{cp,j} - v_{swd,p,j}}{2} - v_j - v_{cm}, \quad (3.13a)
\]

\[
L_o \frac{di_{circ,j}}{dt} + R_o i_{circ,j} = \frac{V_{dc}}{2} - \frac{n_{n,j}v_{cn,j} + v_{swd,n,j} + n_{p,j}v_{cp,j} + v_{swd,p,j}}{2}. \quad (3.13b)
\]

The IGBT/diode models are shown in Fig. 3.4. The switch status, \(S\), for the diode in Fig. 3.4 is based on the direction of the current. That is, \(S = 1\) if \(i_d \geq 0\) and \(S = 0\) if \(i_d < 0\). The ON-state voltage drop across an IGBT/diode is given by

\[
v_t = i_t R_t + V_t, \forall t \in \{\text{sw,d}\} \quad (3.14)
\]

where \(i_t\) is the device current, \(R_t\) is the ON-state resistive drop of the device, \(V_t\) is the ON-state voltage drop under zero device current, and sw and d in the subscript refer to IGBT and diode, respectively. The OFF-state resistance of IGBT/diode is
assumed to be infinite. When \( S_{yk1,j} = 1, i_{y,j} < 0 \), the upper IGBT of SM-k conducts.

Similarly, the other conditions are summarized in Table 3.1. With the aforesaid description and using (3.14), the arm-\( y \) phase-\( j \) IGBT/diode voltage drops are given by

\[
v_{swd,y,j} = \left\{ \begin{array}{ll}
\sum_{k=1}^{N} \{ (V_d + i_{y,j} R_d) S_{yk1,j} + (V_{sw} + i_{y,j} R_{sw}) S_{yk2,j} \\
+ (V_d + i_{y,j} R_d) (1 - S_{yk1,j}) (1 - S_{yk2,j}) \}, & \text{if } i_{y,j} \geq 0 \\
\sum_{k=1}^{N} \{ (-V_{sw} + i_{y,j} R_{sw}) S_{yk1,j} + (-V_d + i_{y,j} R_d) S_{yk2,j} \\
+ (-V_d + i_{y,j} R_d) (1 - S_{yk1,j}) (1 - S_{yk2,j}) \}, & \text{if } i_{y,j} < 0 
\end{array} \right.
\]  

(3.15)

The terms with \( (1 - S_{yk1,j}) (1 - S_{yk2,j}) \) arise due to the impact of the imposed dead time. The arm-\( y \) phase-\( j \) IGBT/diode voltage drops in (3.15) can also be rewritten as

\[
v_{swd,y,j} = \sum_{k=1}^{N} \{ (V_d + i_{y,j} R_d) (S_{yk1,j} + (1 - S_{yk1,j}) (1 - S_{yk2,j})) + (V_{sw} + i_{y,j} R_{sw}) S_{yk2,j} \}
\times \left( \frac{1 + sgn (i_{y,j})}{2} \right)
\]

\[+ \sum_{k=1}^{N} \{ (i_{y,j} R_{sw} - V_{sw}) S_{yk1,j} + (i_{y,j} R_d - V_d) (S_{yk2,j} + (1 - S_{yk1,j}) (1 - S_{yk2,j})) \}
\times \left( \frac{1 - sgn (i_{y,j})}{2} \right),
\]

(3.16)

where

\[
sgn (i_{y,j}) = \left\{ \begin{array}{ll}
1 & \text{if } i_{y,j} \geq 0 \\
-1 & \text{if } i_{y,j} < 0
\end{array} \right. 
\]

(3.17)
Substituting for \( n_{y,j} \) as the number SMs turned ON in arm-\( y \) phase-\( j \) of the MMC in (3.16), the following expressions are obtained:

\[
v_{\text{swd},y,j} = \left\{ n_{y,j} (V_d + R_d i_{y,j}) + (N - n_{y,j}) (V_{sw} + R_{sw} i_{y,j}) \right\} \left( \frac{1 + \text{sgn} (i_{y,j})}{2} \right) \\
+ \left\{ (N - n_{y,j}) (-V_d + R_d i_{y,j}) + n_{y,j} (-V_{sw} + R_{sw} i_{y,j}) \right\} \left( \frac{1 - \text{sgn} (i_{y,j})}{2} \right),
\]

\[y \in \{p, n\}.\] (3.18)

The capacitor voltage of each SM in the MMC is modeled by the power processed by the SM capacitors in each arm. The power processed by the SM capacitors in each arm is given by

\[
p_{p,j} = (v_{p,j} - v_{\text{swd},p,j}) i_{p,j} = n_{p,j} v_{cp,j} i_{p,j}, \quad \text{(3.19a)}
\]
\[
p_{n,j} = (v_{n,j} - v_{\text{swd},n,j}) i_{n,j} = n_{n,j} v_{cn,j} i_{n,j}. \quad \text{(3.19b)}
\]

The power processed by the SM capacitors in each arm of the MMC can also be expressed as

\[
p_{p,j} = \sum_{k=1}^{N} \left( \frac{d}{dt} \left( \frac{1}{2} C_{\text{SM}} v_{cp,k,j}^2 \right) + \frac{v_{cp,k,j}^2}{R_p} \right) \approx \frac{d}{dt} \left( \frac{N}{2} C_{\text{SM}} v_{cp,j}^2 \right) + \frac{N v_{cp,j}^2}{R_p}
\]
\[
\approx N C_{\text{SM}} v_{cp,j} \frac{dv_{cp,j}}{dt} + N v_{cp,j}^2 \frac{1}{R_p}, \quad \text{(3.20a)}
\]

\[
p_{n,j} = \sum_{k=1}^{N} \left( \frac{d}{dt} \left( \frac{1}{2} C_{\text{SM}} v_{cn,k,j}^2 \right) + \frac{v_{cn,k,j}^2}{R_p} \right) \approx \frac{d}{dt} \left( \frac{N}{2} C_{\text{SM}} v_{cn,j}^2 \right) + \frac{N v_{cn,j}^2}{R_p}
\]
\[
\approx N C_{\text{SM}} v_{cn,j} \frac{dv_{cn,j}}{dt} + N v_{cn,j}^2 \frac{1}{R_p}. \quad \text{(3.20b)}
\]
Based on (3.19) and (3.20), the dynamics of the SM capacitor voltages is expressed by

\[
NC_{SM} \frac{d}{dt} v_{c_{p,j}} + N \frac{v_{c_{p,j}}}{R_p} = i_{p,j} n_{p,j}, \quad (3.21a)
\]

\[
NC_{SM} \frac{d}{dt} v_{c_{n,j}} + N \frac{v_{c_{n,j}}}{R_p} = i_{n,j} n_{n,j}. \quad (3.21b)
\]

Equations (3.5), (3.13), (3.18), and (3.21) provide the generalized dynamic model of the MMC.

Applying the averaging operator over one switching period to (3.13) and (3.21) results in

\[
L_o \frac{d}{dt} i_j + R_o i_j = \frac{\bar{n}_{n,j} v_{c_{n,j}} + \bar{v}_{swd,n,j} - \bar{n}_{p,j} v_{c_{p,j}} - \bar{v}_{swd,p,j}}{2} - \bar{v}_{j} - \bar{v}_{cm}, \quad (3.22a)
\]

\[
L_o \frac{d}{dt} i_{circ,j} + R_o i_{circ,j} = \frac{V_{dc}}{2} \frac{\bar{n}_{n,j} v_{c_{n,j}} + \bar{v}_{swd,n,j} + \bar{n}_{p,j} v_{c_{p,j}} + \bar{v}_{swd,p,j}}{2}, \quad (3.22b)
\]

\[
\frac{d}{dt} v_{c_{p,j}} + \frac{v_{c_{p,j}}}{R_p C_{SM}} = \frac{i_{p,j}}{NC_{SM}} \bar{n}_{p,j}, \quad (3.22c)
\]

\[
\frac{d}{dt} v_{c_{n,j}} + \frac{v_{c_{n,j}}}{R_p C_{SM}} = \frac{i_{n,j}}{NC_{SM}} \bar{n}_{n,j}, \quad (3.22d)
\]

where \( \bar{x} \) represents the averaged value of variable \( x \) over one switching period, and

\[
\bar{v}_{swd,y,j} = \{ \bar{n}_{y,j} (V_d + R_d i_{y,j}) + (N - \bar{n}_{y,j}) (V_{sw} + R_{sw} i_{y,j}) \} \left( \frac{1 + sgn (i_{y,j})}{2} \right)
\]

\[
+ \{(N - \bar{n}_{y,j}) (-V_d + R_d i_{y,j}) + \bar{n}_{y,j} (-V_{sw} + R_{sw} i_{y,j}) \} \left( \frac{1 - sgn (i_{y,j})}{2} \right),
\]

\[ y \in \{p, n\}. \quad (3.23)\]

Assuming a well-designed converter with appropriate sizing of the SM capacitors and arm inductors, in (3.22) and (3.23), the following approximations are valid:

\[
v_{c_{p,j}} \approx \bar{v}_{c_{p,j}}, \quad (3.24a)
\]

\[
v_{c_{n,j}} \approx \bar{v}_{c_{n,j}}, \quad (3.24b)
\]
Based on the DPWM strategy,

\[ \tilde{n}_{y,j} = N m_{y,j}, y \in \{p, n\}. \]  

(3.25)

However, the impact of dead time is not considered in (3.25).

The change in state of the switch in SM-\( k \) of arm-\( y \) phase-\( j \) of the MMC, \( S_{yklt,j} \), \( l \in \{1, 2\} \), is represented by \( S_{yk1,j} : \text{initial state} \rightarrow \text{final state} \). When \( S_{yk1,j} : 0 \rightarrow 1 \) and \( S_{yk2,j} : 1 \rightarrow 0 \), the lower switch is first turned OFF before turning ON the upper switch of SM-\( k \) to avoid shoot-through problems. Similarly, when \( S_{yk1,j} : 1 \rightarrow 0 \) and \( S_{yk2,j} : 0 \rightarrow 1 \), the upper switch is first turned OFF first before turning ON the lower switch of SM-\( k \). The delay in turning ON the lower (upper) switch after turning OFF the upper (lower) switch is called the dead time and is indicated by \( t_d \). When \( i_{y,j} > 0 \), \( S_{yk1,j} : 0 \rightarrow 1 \) and \( S_{yk2,j} : 1 \rightarrow 0 \), then there will be no impact of the dead time on the number of SMs in ON-state as defined by (3.25). The aforesaid is true as there is immediate transfer of current from the lower IGBT to the upper diode of SM-\( k \) as soon as the lower switch is turned OFF. Similarly, when \( i_{y,j} < 0 \), \( S_{yk1,j} : 1 \rightarrow 0 \) and \( S_{yk2,j} : 0 \rightarrow 1 \), there is immediate transfer of current from upper IGBT to lower diode of SM-\( k \), resulting in no impact of the dead time on the number of SMs in ON-state.

However, when \( i_{y,j} > 0 \), \( S_{yk1,j} : 1 \rightarrow 0 \) and \( S_{yk2,j} : 0 \rightarrow 1 \), and even after the upper switch is turned OFF, the current continues to flow through the upper diode of SM-\( k \) until the lower switch is turned ON. Similarly, when \( i_{y,j} < 0 \), \( S_{yk1,j} : 0 \rightarrow 1 \) and \( S_{yk2,j} : 1 \rightarrow 0 \), and even after the lower switch is turned OFF, the current continues to flow through the lower diode of SM-\( k \) until the upper switch is turned ON. In the aforementioned two scenarios, there is an impact of dead time on the number of SMs
in ON-state. Under the assumption of only one SM in PWM in each arm in every switching period that is true with the proposed modulation strategy, (3.25) can be modified to

\[ \tilde{n}_{y,j} = Nm_{y,j} + \frac{t_d}{T_{sw}} \text{sgn} (i_{y,j}). \] (3.26)

Substituting for \( \tilde{n}_{y,j} \) from (3.26) in (3.23) and re-arranging the terms, the following expression is obtained:

\[ \tilde{v}_{\text{swd},y,j} = \frac{N}{2} \{(V_d + V_{sw}) \text{sgn} (i_{y,j}) + (R_d + R_{sw}) i_{y,j}\} + \frac{N}{2} \{(V_{sw} - V_d) + (R_{sw} - R_d) |i_{y,j}|\} (1 - 2m_{y,j}) + \frac{t_d}{T_{sw}} \{(V_d - V_{sw}) \text{sgn} (i_{y,j}) + (R_d - R_{sw}) i_{y,j}\}, y \in \{p, n\}. \] (3.27)

Substituting for \( \tilde{n}_{p,j} \) and \( \tilde{n}_{n,j} \) from (3.26), \( i_{p,j} \) and \( i_{n,j} \) from (3.5), and \( \tilde{v}_{\text{swd},y,j} \) from (3.27) in (3.22), the following state-space model is obtained:

\[
\begin{pmatrix}
\frac{d}{dt} i_j \\
\frac{d}{dt} i_{\text{circ},j} \\
\frac{d}{dt} v_{cp,j} \\
\frac{d}{dt} v_{cn,j}
\end{pmatrix} = \begin{pmatrix}
-\frac{R_o}{L_o} i_j + \frac{N}{2} \left( m_{n,j} v_{cn,j} - m_{p,j} v_{cp,j} \right) & -\frac{2L_o}{L_o} & 0 & 0 \\
-\frac{2L_o}{L_o} & -\frac{N}{2} \left( m_{p,j} v_{cp,j} + m_{n,j} v_{cn,j} \right) & -\frac{L_o}{L_o} & \frac{2L_o}{L_o} \\
-\frac{R_p C_{\text{SM}}}{C_{\text{SM}}} & \frac{m_{p,j}}{C_{\text{SM}}} & \frac{i_j}{2} + i_{\text{circ},j} & 0 \\
-\frac{R_p C_{\text{SM}}}{C_{\text{SM}}} & \frac{m_{n,j}}{C_{\text{SM}}} & i_{\text{circ},j} - \frac{i_j}{2} & \frac{t_d}{NC_{\text{SM}} T_{sw}} \frac{i_j}{2} + i_{\text{circ},j}
\end{pmatrix} \begin{pmatrix}
\frac{d}{dt} i_j \\
\frac{d}{dt} i_{\text{circ},j} \\
\frac{d}{dt} v_{cp,j} \\
\frac{d}{dt} v_{cn,j}
\end{pmatrix}.
\] (3.28a)

\[ v_{\text{eff, dm},j} = 2\tilde{v}_j + 2\tilde{v}_{\text{cm},j} + \tilde{v}_{\text{swd},\text{dm},j} + v_{\text{td},j}, \] (3.28b)

\[ v_{\text{eff, cm},j} = V_d - \tilde{v}_{\text{swd},\text{cm},j} - v_{\text{td},j}, \] (3.28c)

\[ \tilde{v}_{\text{swd},\text{dm},j} = \frac{N}{2} \{(V_{sw} + V_d) (\text{sgn} (i_{p,j}) - \text{sgn} (i_{n,j})) + (R_{sw} + R_d) i_j + 2 (V_{sw} - V_d) (m_{n,j} - m_{p,j}) + (R_{sw} - R_d) \{(1 - 2m_{p,j}) |i_{p,j}| - (1 - 2m_{n,j}) |i_{n,j}|\}\} + \frac{t_d}{T_{sw}} [(V_d - V_{sw}) (\text{sgn} (i_{p,j}) - \text{sgn} (i_{n,j})) + (R_d - R_{sw}) i_j]. \] (3.28d)
\[
\tilde{v}_{sw,cm,j} = \frac{N}{2} \left[ (V_{sw} + V_d) (\text{sgn}(i_{n,j}) + \text{sgn}(i_{p,j})) \\
+ 2 (R_{sw} + R_d) i_{\text{circ},j} + 2 (V_{sw} - V_d) (1 - m_{p,j} - m_{n,j}) \\
+ (R_{sw} - R_d) \{ (1 - 2m_{p,j}) |i_{p,j}| + (1 - 2m_{n,j}) |i_{n,j}| \} \\
+ \frac{t_d}{T_{sw}} [(V_d - V_{sw}) (\text{sgn}(i_{p,j}) + \text{sgn}(i_{n,j})) + 2 (R_d - R_{sw}) i_{\text{circ},j}] \right], \quad (3.28e)
\]

\[
v_{td,j} = \frac{t_d}{T_{sw}} (v_{cp,j} \text{sgn}(i_{p,j}) + v_{cn,j} \text{sgn}(i_{n,j})). \quad (3.28f)
\]

Assume the load connected to the MMC of Fig. 1.6 is the three-phase star-connected load shown in Fig. 3.5. The load may represent a model of a machine or a grid. The phase-\(j\) load dynamics is given by

\[
v_j + v_{cm} = L_s \frac{di_j}{dt} + R_s i_j + e_j + v_n. \quad (3.29)
\]

Averaging (3.29) over one switching period yields

\[
\bar{v}_j + \bar{v}_{cm} = L_s \frac{\bar{d}i_j}{dt} + R_s \bar{i}_j + \bar{e}_j + \bar{v}_n, \quad (3.30)
\]
where the load emf $e_j$ is assumed to contain only low-frequency components. Summing (3.30) over the three phases yields

$$\tilde{v}_n = \tilde{v}_{cm} + \frac{1}{3} \sum_{j=a,b,c} \tilde{v}_j, \tag{3.31}$$

since $\sum_{j=a,b,c} i_j = 0$ and $\sum_{j=a,b,c} e_j = 0$. Similarly, summing the $\frac{di_j}{dt}$ in (3.28a) over the three phases yields

$$\tilde{v}_{cm} + \frac{1}{3} \sum_{j=a,b,c} \tilde{v}_j = \frac{1}{6} \sum_{j=a,b,c} \left[ N (m_{n,j}v_{cn,j} - m_{p,j}v_{cp,j}) - \tilde{v}_{sw,dm,j} - v_{td,j} \right]. \tag{3.32}$$

Equating (3.31) and (3.32), the following is obtained:

$$\tilde{v}_n = \frac{1}{6} \sum_{j=a,b,c} \left[ N (m_{n,j}v_{cn,j} - m_{p,j}v_{cp,j}) - \tilde{v}_{sw,dm,j} - v_{td,j} \right]. \tag{3.33}$$

Substitute $\tilde{v}_n$ from (3.33) in (3.30) results in

$$\tilde{v}_j + \tilde{v}_{cm} = Ls \frac{di_j}{dt} + R_s i_j + e_j + \frac{1}{6} \sum_{j=a,b,c} \left[ N (m_{n,j}v_{cn,j} - m_{p,j}v_{cp,j}) - \tilde{v}_{sw,dm,j} - v_{td,j} \right]. \tag{3.34}$$

Substituting $\tilde{v}_j + \tilde{v}_{cm}$ from (3.34) in (3.28) and expanding the resulting equations to all the three phases results in

$$\frac{d}{dt} \begin{pmatrix} i_{abc} \\ i_{circ,abc} \\ v_{cp,abc} \\ v_{cn,abc} \end{pmatrix} = \begin{pmatrix} -\frac{R_{eq}}{L_{eq}} i_{abc} + \frac{N (m_{n,abc} \odot v_{cn,abc} - m_{p,abc} \odot v_{cp,abc})}{2L_{eq}} - \frac{v_{eff,dm,abc}}{2L_{eq}} \\ -\frac{R_o}{L_o} i_{circ,abc} - \frac{N (m_{p,abc} \odot v_{cp,abc} + m_{n,abc} \odot v_{cn,abc})}{2L_o} + \frac{v_{eff,cm,abc}}{2L_o} \\ \frac{m_{p,abc}}{C_{SM}} \odot \left( \frac{i_{abc}}{2} + i_{circ,abc} \right) + \frac{t_d}{NC_{SM}T_{sw}} \frac{i_{abc}}{2} + i_{circ,abc} \\ \frac{m_{n,abc}}{C_{SM}} \odot \left( i_{circ,abc} - \frac{i_{abc}}{2} \right) + \frac{t_d}{NC_{SM}T_{sw}} \left( i_{circ,abc} - \frac{i_{abc}}{2} \right) \end{pmatrix}, \tag{3.35a}$$
\[ \mathbf{v}_{\text{eff,dm},abc} = \frac{1}{3} \left[ N \left( \mathbf{m}_{n,abc}^T \mathbf{v}_{cn,abc} - \mathbf{m}_{p,abc}^T \mathbf{v}_{cp,abc} \right) - (\mathbf{v}_{\text{sw,dm},abc} + \mathbf{v}_{\text{td,abc}})^T \mathbf{1} \right] \mathbf{1} \]

\[ \mathbf{v}_{\text{eff,cm},abc} = V_{dc} - \mathbf{v}_{\text{sw,cm},abc} - \mathbf{v}_{\text{td,abc}}, \quad (3.35c) \]

\[ \mathbf{v}_{\text{td,abc}} = \frac{t_d}{T_{sw}} \left( \mathbf{v}_{cp,abc} \odot \text{sgn} \left( \mathbf{i}_{p,abc} \right) + \mathbf{v}_{cn,abc} \odot \text{sgn} \left( \mathbf{i}_{n,abc} \right) \right), \quad (3.35f) \]

\[ L_{eq} = L_s + \frac{L_o}{2}, \quad (3.35g) \]

\[ R_{eq} = R_s + \frac{R_o}{2}, \quad (3.35h) \]

where \( \mathbf{1} = \left( 1 \ 1 \ 1 \right)^T \). The advanced MMC state-space model is represented by (3.35).
Substituting for \( V_{sw} = V_d = 0, R_{sw} = R_d = 0, \) and \( t_d = 0 \) in (3.35) yields the following per-phase state-space equation:

\[
\begin{bmatrix}
\frac{d}{dt} i_j \\
\frac{d}{dt} i_{circ,j} \\
v_{cp,j} \\
v_{cn,j}
\end{bmatrix} = \begin{bmatrix}
\frac{-R_{eq}}{L_{eq}} & 0 & \frac{-N m_{p,j}}{2L_{eq}} & \frac{-N m_{n,j}}{2L_{eq}} \\
0 & \frac{-R_o}{L_o} & \frac{-N m_{p,j}}{2L_o} & \frac{-N m_{n,j}}{2L_o} \\
\frac{m_{p,j}}{2C_{SM}} & \frac{m_{p,j}}{m_{n,j} C_{SM}} & \frac{-R_p C_{SM}}{m_{n,j} C_{SM}} & 0 \\
\frac{-2C_{SM}}{2C_{SM}} & \frac{-m_{n,j}}{2C_{SM}} & \frac{-1}{R_p C_{SM}} & 0
\end{bmatrix} \begin{bmatrix}
i_j \\
i_{circ,j} \\
v_{cp,j} \\
v_{cn,j}
\end{bmatrix} + \begin{bmatrix}
\frac{-e_j - \tilde{v}_{n,new}}{L_{eq}} \\
\frac{V_{dc}}{2L_o} \\
0 \\
0
\end{bmatrix},
\]

(3.36a)

\[
\tilde{v}_{n,new} = \frac{N}{6} \left( m_{n,abc}^T v_{cn,abc} - m_{p,abc}^T v_{cp,abc} \right).
\]

(3.36b)

Substituting for \( m_{p,j} \) and \( m_{n,j} \) from (3.1) in (3.36), the individual state-space equations become:

\[
L_{eq} \frac{di_j}{dt} + R_{eq} i_j = -\left( \frac{1}{2} - m_{circ,j} \right) \frac{N}{2} (v_{cp,j} - v_{cn,j})
+ \left( m_j + m_{cm} \right) N (v_{cp,j} + v_{cn,j}) - e_j - \tilde{v}_{n,new},
\]

(3.37a)

\[
L_o \frac{di_{circ,j}}{dt} + R_o i_{circ,j} = \frac{V_{dc}}{2} - \left( \frac{1}{2} - m_{circ,j} \right) \frac{N}{2} (v_{cp,j} + v_{cn,j})
+ \left( m_j + m_{cm} \right) N (v_{cp,j} - v_{cn,j}),
\]

(3.37b)

\[
C_{SM} \frac{dv_{cp,j}}{dt} + \frac{v_{cp,j}}{R_p} = \left( \frac{1}{2} - m_{circ,j} \right) \frac{i_j}{2} - \left( m_j + m_{cm} \right) \frac{i_j}{4} + \left( \frac{1}{2} - m_{circ,j} \right) i_{circ,j}
- \left( m_j + m_{cm} \right) i_{circ,j},
\]

(3.37c)

\[
C_{SM} \frac{dv_{cn,j}}{dt} + \frac{v_{cn,j}}{R_p} = -\left( \frac{1}{2} - m_{circ,j} \right) \frac{i_j}{2} - \left( m_j + m_{cm} \right) \frac{i_j}{4} + \left( \frac{1}{2} - m_{circ,j} \right) i_{circ,j}
+ \left( m_j + m_{cm} \right) i_{circ,j}.
\]

(3.37d)
Adding (3.37c) to (3.37d) and subtracting (3.37d) from (3.37c) yield

\[ C_{SM} \frac{d}{dt}(v_{cp,j} + v_{cn,j}) + \frac{(v_{cp,j} + v_{cn,j})}{R_p} = -\left(\frac{m_j + m_{cm}}{2}\right) i_j + 2 \left(\frac{1}{2} - m_{circ,j}\right) i_{circ,j}, \]  

(3.38a)

\[ C_{SM} \frac{d}{dt}(v_{cp,j} - v_{cn,j}) + \frac{(v_{cp,j} - v_{cn,j})}{R_p} = \left(\frac{1}{2} - m_{circ,j}\right) i_j - (m_j + m_{cm}) i_{circ,j}. \]  

(3.38b)

Defining

\[ v_{c,j}^\Sigma = (v_{cp,j} + v_{cn,j}), \]  

(3.39a)

\[ v_{c,j}^\Delta = (v_{cp,j} - v_{cn,j}), \]  

(3.39b)

and substituting for \((v_{cp,j} + v_{cn,j})\) and \((v_{cp,j} - v_{cn,j})\) from (3.39) in (3.37a), (3.37b), and (3.38) results in

\[ L_{eq} \frac{d}{dt}i_j + R_{eq} i_j = -N \left(\frac{1}{2} - m_{circ,j}\right) v_{c,j}^\Delta + N \frac{(m_j + m_{cm})}{4} v_{c,j}^\Sigma e_j - \tilde{v}_{n,new}, \]  

(3.40a)

\[ L_o \frac{d}{dt}i_{circ,j} + R_o i_{circ,j} = -N \left(\frac{1}{2} - m_{circ,j}\right) v_{c,j}^\Sigma + N \frac{(m_j + m_{cm})}{4} v_{c,j}^\Delta + \frac{V_{dc}}{2}, \]  

(3.40b)

\[ C_{SM} \frac{d}{dt}v_{c,j}^\Sigma + v_{c,j}^\Sigma \frac{1}{R_p} = -\left(\frac{m_j + m_{cm}}{2}\right) i_j + 2 \left(\frac{1}{2} - m_{circ,j}\right) i_{circ,j}, \]  

(3.40c)

\[ C_{SM} \frac{d}{dt}v_{c,j}^\Delta + v_{c,j}^\Delta \frac{1}{R_p} = \left(\frac{1}{2} - m_{circ,j}\right) i_j - (m_j + m_{cm}) i_{circ,j}. \]  

(3.40d)

The approximate per-phase MMC state-space model that neglects the conduction losses of IGBTs and diodes and the dead time is represented by (3.40).

The developed MMC models in this chapter will be used in the following chapters for designing control strategies of MMCs interfacing grid and driving machines.
4. CONTROL OF THE MMC UNDER FIXED-FREQUENCY OPERATION

In this chapter, control of the MMC as a grid-side converter is explained and investigated. The control problem of the MMC mainly involves reducing the circulating current and the magnitude of the SM capacitor voltage ripple. Based on the dynamic models developed in Chapter 3, a control system to control the MMC is proposed in this chapter.

![Single-line diagram of a grid-side MMC.](image)

Fig. 4.1. Single-line diagram of a grid-side MMC.

A schematic diagram of the grid-side MMC is shown in Fig. 4.1. Each phase of the converter is interfaced with the utility grid via a series RL branch \((R_g \text{ and } L_g)\), and a transformer. The converter system of Fig. 4.1 exchanges real and reactive power, \(P_g(t)\) and \(Q_g(t)\), respectively, with the utility grid at the PCC.
4.1 Dynamic Model

Based on the approximate per-phase MMC state-space model developed in Chapter 3, in this section, the dynamic model of the MMC under fixed-frequency operating conditions, e.g., as the grid-side converter of the WECS, is developed.

In the case of MMC as a grid-side converter, to extend the linear operating region of the PWM strategy and increase the magnitude of the fundamental component of the ac-side phase voltages, the common-mode component of the phase reference waveform \( m_{cm} \) in the modulation reference waveforms in (3.1) contains a third-order harmonic with a magnitude of \( \frac{1}{6} \)th of the magnitude of the fundamental component of the phase reference waveform \( m_j \).

Variable \( x = m_{\text{circ},j}, i_{\text{circ},j}, v_{c,j}^\Sigma, \) and \( v_{c,j}^\Delta \) in the approximate MMC state-space model in (3.40) can be decomposed to

\[
x = \bar{X} + \delta x_{dc} + \tilde{x}_{ac},
\]

where \( \bar{X} \), \( \delta x_{dc} \) and \( \tilde{x}_{ac} \) represent the dc operating point, the dc disturbance and the low-frequency ac terms (fundamental and lower-order harmonics) of \( x \), respectively. Furthermore, \( i_j = \tilde{i}_{j,\text{ac}}, m_j = \bar{m}_{j,\text{ac}}, \) and \( m_{cm} = \bar{m}_{cm,\text{ac}} \) as they are assumed to consist of only the low-frequency components. Decomposing \( m_{\text{circ},j}, i_{\text{circ},j}, v_{c,j}^\Sigma, \) and \( v_{c,j}^\Delta \), based on (4.1), into their corresponding dc and ac components and substituting for them in (3.40), yields

\[
L_{eq} \frac{di_j}{dt} + R_{eq} i_j = -\frac{N}{2} \left( \frac{1}{2} - M_{\text{circ},j} \right) \tilde{v}_{c,j,\text{ac}}^\Delta + N \frac{m_j + m_{cm}}{4} \left( \delta v_{c,j,\text{dc}}^\Sigma \right) + N \left( \bar{m}_j \tilde{v}_{c,j,\text{ac}}^\Sigma \right) + N \left( \bar{m}_{cm} \tilde{v}_{c,j,\text{ac}}^\Sigma \right) + (m_j + m_{cm}) \frac{V_{dc}}{2} - e_j - \tilde{v}_{n,\text{new}},
\]

(4.2a)
\[ L_0 \frac{d\tilde{v}_{c,j,ac}}{dt} + R_o \tilde{i}_{c,j,ac} = \tilde{m}_{c,j,ac} V_{dc} - \frac{N}{2} \left( \frac{1}{2} - \overline{M}_{c,j} \right) \tilde{v}_{c,j,ac}^\Sigma + N \left( \frac{m_j \tilde{i}_{c,j,ac}^\Delta}{4} \right) + N \left( \frac{m_{cm} \tilde{i}_{c,j,ac}^\Delta}{4} \right) + N \left( \frac{m_j + m_{cm}}{4} \right) \delta i_{c,j,dc}, \quad (4.2b) \]

\[ L_o \frac{d (\delta i_{c,j,dc})}{dt} + R_o (\delta i_{c,j,dc}) = -\frac{N}{2} \left( \frac{1}{2} - \overline{M}_{c,j} \right) \delta v_{c,j,dc}^\Sigma + \delta m_{c,j,dc} V_{dc}, \quad (4.2c) \]

\[ C_{SM} \frac{d \tilde{v}_{c,j,ac}^\Sigma}{dt} + \frac{\tilde{v}_{c,j,ac}^\Sigma}{R_p} = -2 \tilde{m}_{c,j,ac} \frac{i_{dc}}{3} + 2 \left( \frac{1}{2} - \overline{M}_{c,j} \right) \tilde{i}_{c,j,ac} - \left( \frac{m_j i_j}{2} \right), \quad (4.2d) \]

\[ C_{SM} \frac{d (\delta v_{c,j,dc}^\Sigma)}{dt} + \frac{\delta v_{c,j,ac}^\Sigma}{R_p} = -2 \delta m_{c,j,dc} \frac{i_{dc}}{3} + 2 \left( \frac{1}{2} - \overline{M}_{c,j} \right) \delta i_{c,j,dc}, \quad (4.2e) \]

\[ C_{SM} \frac{d \tilde{i}_{c,j,ac}}{dt} + \frac{\tilde{i}_{c,j,ac}}{R_p} = (i_j \tilde{m}_{c,j,ac}) + i_j \left( \frac{1}{2} - \overline{M}_{c,j} - \delta m_{c,j,dc} \right) - m_j \left( \frac{i_{dc}}{3} + \delta i_{c,j,dc} \right) - m_{cm} \left( \frac{i_{dc}}{3} + \delta i_{c,j,dc} \right) \]

\[ C_{SM} \frac{d (\delta i_{c,j,dc})}{dt} + \frac{\delta i_{c,j,dc}}{R_p} = - \left( i_j \tilde{m}_{c,j,ac} \right) - \left( m_j \tilde{i}_{c,j,ac} \right), \quad (4.2f) \]

where \( \overline{v}_{c,j}^\Sigma = 2 \frac{V_{dc}}{N}, \overline{v}_{c,j}^\Delta = 0, \overline{v}_{c,j,ac}^\Sigma = \frac{i_{dc}}{3}, i_{dc} \) is the dc-link current, \( L_{eq} = L_g + \frac{L_o}{2} \), and \( R_{eq} = R_g + \frac{R_o}{2} \). In deriving (4.2), all the multiplications of the terms with small magnitude are neglected. Using (4.2), the controllers of the MMC as the grid-side converter can be systematically designed.

### 4.2 Grid-Side Current Controllers

The grid-side current controllers are similar to those explained in Section 2.6 of Chapter 2 and is summarized in Fig. 4.2. In Fig. 4.2, along with \( qd \) current control, the filters used to remove the high frequency measurement noise from the measured currents, are also shown.
From the controller block diagram in Fig. 4.2, the output of the MMC control system $m_{abc}$, is given by

$$m_{abc} = T(\theta_e)^{-1}m_{q0}^e$$

$$= \frac{2K_p}{V_{dc}}(i_{abc,ref} - \hat{i}_{abc}) + \frac{2K_i}{V_{dc}}T^{-1} \int T(i_{abc,ref} - \hat{i}_{abc}) \, dt + \frac{2\omega_e L_{eq}}{\sqrt{3}V_{dc}}X \dot{i}_{abc}$$

$$+ \frac{2}{V_{dc}}e_{abc},$$

$$(4.3a)$$

$$\theta = \frac{d^2\dot{i}_{abc}}{dt^2} + 2\omega_n \frac{d\dot{i}_{abc}}{dt} + \omega_n^2 (\dot{i}_{abc} - i_{abc}),$$

$$\Sigma = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix},$$

$$(4.3b)$$

$$X = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix}.$$
Applying Laplace transform to (4.3b), the following is obtained:

\[
\frac{\hat{I}_{abc}(s)}{I_{abc}(s)} = \frac{\omega_n^2}{s^2 + 2\omega_n s + \omega_n^2}.
\]  

(4.4)

The settling time of the system of (4.4) is \(\frac{4}{\omega_n}\). Under the assumption that \(\frac{4}{\omega_n}\) is much smaller than the settling time of the \(qd\) current control system, the following assumption may be made:

\[
\hat{I}_{abc} \approx I_{abc} \Rightarrow \hat{i}_{abc} \approx i_{abc}.
\]  

(4.5)

Applying \(qd\) transformation in grid-reference frame to (4.5) results in

\[
\hat{i}_{qd}^e \approx i_{qd}^e.
\]  

(4.6)

From the controller block diagram in Fig. 4.2 and using (4.6), the following is deduced:

\[
m_{e_{qd}} = \frac{2K_p}{V_{dc}} (i_{qd,ref}^e - i_{qd}^e) + \frac{2K_i}{V_{dc}} \int (i_{qd,ref}^e - i_{qd}^e) \, dt + \frac{2\omega_e L_{eq} X_1 i_{qd}^e + \frac{2}{V_{dc}} e_{qd}}{V_{dc}^2},
\]

(4.7a)

\[
X_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]  

(4.7b)

Multiplying (4.7a) by \(\frac{V_{dc}}{2}\) results in

\[
m_{e_{qd}} \frac{V_{dc}}{2} = K_p (i_{qd,ref}^e - i_{qd}^e) + K_i \int (i_{qd,ref}^e - i_{qd}^e) \, dt + \omega_e L_{eq} X_1 i_{qd}^e + e_{qd}.
\]  

(4.8)

Defining

\[
u_{e_{qd}} = m_{e_{qd}} \frac{V_{dc}}{2} - e_{qd} - \omega_e L_{eq} X_1 i_{qd}^e.
\]  

(4.9)
and substituting for $m_{qd}^{e} \frac{V_{dc}}{2} - e_{qd} - \omega_{e} L_{eq} X_{1} i_{qd}^{e}$ from (4.9) in (4.8) results in

$$u_{qd}^{e} = K_{p} (i_{qd,ref}^{e} - i_{qd}^{e}) + K_{i} \int (i_{qd,ref}^{e} - i_{qd}^{e}) \, dt.$$ (4.10)

Applying Laplace transform to (4.10) results in

$$I_{qd,ref}^{e}(s) - I_{qd}^{e}(s) = \frac{s}{s K_{p} + K_{i}} U_{qd}^{e}(s).$$ (4.11)

Assuming that the terms $N \left( \frac{1}{2} - \frac{1}{M_{circ,j}} \right) \tilde{v}_{c,j,ac}^{\Delta}, N \frac{(m_j + m_{cm})}{4} \delta v_{c,j,dc}, N \left( \frac{\tilde{v}_{c,j,ac}^{\Sigma}}{4} \right)$, and $\left( m_{cm} \frac{V_{dc}}{2} - \tilde{v}_{n,new} \right)$ are small and negligible when compared to $m_j \frac{V_{dc}}{2}$, (4.2a) is approximately given by

$$L_{eq} \frac{d i_{j}^{e}}{d t} + R_{eq} i_{j}^{e} \approx m_j \frac{V_{dc}}{2} - e_{j},$$ (4.12)

Applying $qd$ transformation to (4.12) results in

$$L_{eq} \frac{d i_{qd}^{e}}{d t} + R_{eq} i_{qd}^{e} = u_{qd}^{e}.$$ (4.13)

Furthermore, applying Laplace transform to (4.13) results in

$$U_{qd}^{e}(s) = (s L_{eq} + R_{eq}) I_{qd}^{e}(s).$$ (4.14)

Substituting for $U_{qd}^{e}(s)$ from (4.14) in (4.11) produces the following transfer function:

$$\frac{I_{qd}^{e}(s)}{I_{qd,ref}^{e}(s)} = \frac{s K_{p} + K_{i}}{L_{eq} s^2 + (R_{eq} + K_{p}) s + K_{i}}.$$ (4.15)
The gains of the grid-side $q d$ current controller $K_p$ and $K_i$ are tuned using the characteristic equation $s^2 + \frac{(R_{eq} + K_p)}{L_{eq}} s + \frac{K_i}{L_{eq}}$ such that the settling time $\frac{8L_{eq}}{(R_{eq} + K_p)}$ is an order of magnitude greater than the settling time of the current filters.

Besides the grid-side current controllers and the SM capacitor voltage balancing algorithm explained in Section 3.2.2, the MMC needs internal controllers to improve its stability and efficiency and/or to reduce its cost. The internal controllers include the circulating current controller, which is explained in the following section.

4.3 Circulating Current Controller

In this section, a new circulating current controller, consisting of an unbalance controller and an ac-current controller, is proposed.

4.3.1 Unbalance Controller

Under balanced conditions, the circulating current in each phase defined by (3.6) contains one-third the dc-link current. However, under unbalanced ac-side conditions, e.g., a single-phase grid-side fault, the dc component in the circulating currents are unbalanced. To accurately control this dc component, an appropriate circulating current reference should be generated. In this section, a feedforward controller is proposed to generate this reference.

The dc component of the MMC arm current can be estimated from the average power delivered to the corresponding grid-side phase. An estimate of the average power supplied to phase-$j$ is given by

$$P_{j,\text{est}} = \left\langle i_j m_j \frac{V_{dc}}{2} \right\rangle,$$  \hspace{1cm} (4.16)
where $m_j$ is determined by the grid-side $qd$ current controller, as mentioned in the previous section. The dc component of phase-$j$ arm currents is estimated by

$$i_{dc,j,est} = \left\langle \frac{m_j i_j}{2} \right\rangle.$$

The estimated dc component of the arm current in (4.17) assumes a lossless system. However, to compensate for the losses and inaccuracies in the estimation, an additional dc component is added to the estimated value. The additional component is generated based on the control of the average value of SM capacitor voltages, which controls the dc component of the SM capacitor voltages at their reference value. The proposed controller is shown in Fig. 4.3. The SM capacitor voltage, as explained by (3.37c) and (3.37d), contains predominantly fundamental and second-order harmonic components [73,74]. Equations (3.37c) and (3.37d) also indicate that while the odd-order harmonic components of the SM capacitor voltage ripple in the upper and lower arms have the same magnitude and opposite phase, the even-order harmonic components have the same magnitude and phase, i.e., $v_{c,j}^{\Sigma}$ contains only even-order harmonic components, a predominantly second-order harmonic. Therefore, the dc component of the average SM capacitor voltage is obtained by removing its predominant ac component, i.e., the second-order harmonic component. This is achieved by using a notch filter. Consequently, the reference value for the dc component of the circulating current is given by

$$i_{circ,j,ref} = i_{dc,j,est} + K_{pv} \left( 0.5 \langle v_{c,j}^{\Sigma} \rangle - v_{c,ref} \right),$$

(4.18)

where $K_{pv}$ is the proportional controller gain and $\langle x \rangle$ is the dc component of $x$.

### 4.3.2 Ac Current Controller

As explained in the previous section, the predominant component in $v_{c,j}^{\Sigma}$ is a second-order harmonic component. As an extension of this examination, $v_{c,j}^{\Delta}$ predom-
The ac components of the circulating currents, if not properly reduced, increase the converter losses and component ratings. In this section, a new controller is proposed to (i) reduce the ac components of the circulating currents, and (ii) control the dc component of the circulating current based on the reference generated from the unbalance control.

The proposed circulating current controller is based on elimination of the dominant components of the circulating current, i.e., the 2\textsuperscript{nd} and 4\textsuperscript{th} order harmonics of the circulating currents. A Proportional Resonant (PR) controller comprising two resonant terms is employed to suppress the 2\textsuperscript{nd} and 4\textsuperscript{th} order harmonic components of the circulating currents. The transfer function of the proposed PR controller is expressed by

$$K_{p1} + K_{i1} \frac{s}{s^2 + w_{n3}^2} + K_{p2} + K_{i2} \frac{s}{s^2 + w_{n4}^2},$$

(4.19)
where $w_{n3}$ and $w_{n4}$ are adjusted to the 2$^{nd}$ and 4$^{th}$ harmonic frequencies, respectively.

The implementation procedure of the modulation strategy discussed in Section 3.2, the grid-side current controllers explained in Section 4.2, and the circulating current controller described in this section is summarized in Fig. 4.4. The filters used to remove the high-frequency measurement noise are also shown in Fig. 4.4.

From the controller block diagram in Fig. 4.4, the output of the MMC control system $m_{circ,abc}$, is given by

$$
\Phi = \frac{d^2}{dt^2} \hat{\mathbf{v}}_{cy,abc} + 2 \omega_n \frac{d}{dt} \hat{\mathbf{v}}_{cy,abc} + \omega_n^2 (\hat{\mathbf{v}}_{cy,abc} - \mathbf{v}_{cy,abc}) , \quad y \in \{p, n\}, \\
\hat{\mathbf{v}}_{c,abc} = \hat{\mathbf{v}}_{cp,abc} + \hat{\mathbf{v}}_{cn,abc}, \\
\Phi = \frac{d^2}{dt^2} \hat{i}_{circ,abc} + 2 \omega_n \frac{d}{dt} \hat{i}_{circ,abc} + \omega_n^2 (\hat{i}_{circ,abc} - \mathbf{i}_{circ,abc}),
$$

\[4.20\]
\[ i_{\text{circ},abc,\text{ref},uf1} = 0.5 m_{abc} \odot \hat{i}_{abc}, \quad (4.20d) \]

\[ 0 = \frac{d^2 (i_{\text{circ},abc,\text{ref}} - i_{\text{circ},abc,\text{ref},uf2})}{dt^2} + 2\omega_n \delta_3 \frac{d(i_{\text{circ},abc,\text{ref},uf2})}{dt} + \omega_n^2 (i_{\text{circ},abc,\text{ref},uf2} - i_{\text{circ},abc,\text{ref},uf1}), \quad (4.20e) \]

\[ 0 = \frac{d^2 (i_{\text{circ},abc,\text{ref}} - i_{\text{circ},abc,\text{ref},uf2})}{dt^2} + 2\omega_n \delta_4 \frac{d(i_{\text{circ},abc,\text{ref}})}{dt} + \omega_n^2 (i_{\text{circ},abc,\text{ref}} - i_{\text{circ},abc,\text{ref},uf2}), \quad (4.20f) \]

\[ 0 = \frac{d^2 (0.5 \hat{v}_{c,abc,f} - 0.5 \hat{v}_{c,abc,f})}{dt^2} + 2\delta_1 \omega_n^2 \frac{d(0.5 \hat{v}_{c,abc,f})}{dt} + \omega_n^2 (0.5 \hat{v}_{c,abc,f} - 0.5 \hat{v}_{c,abc,f}), \quad (4.20g) \]

\[ i_{\text{circ},abc,\text{ref},v} = K_{pv} (0.5 \hat{v}_{c,abc,f} - v_{c,\text{ref}1}), \quad (4.20h) \]

\[ e_{i,abc} = (i_{\text{circ},abc,\text{ref}} + i_{\text{circ},abc,\text{ref},v} - \hat{i}_{\text{circ},abc}), \quad (4.20i) \]

\[ 0 = \frac{d^2 (y_{1,abc} - K_{p1} e_{i,abc})}{dt^2} - K_{i1} \frac{de_{i,abc}}{dt} + \omega_n^2 (y_{1,abc} - K_{p1} e_{i,abc}), \quad (4.20j) \]

\[ 0 = \frac{d^2 (y_{2,abc} - K_{p2} e_{i,abc})}{dt^2} - K_{i2} \frac{de_{i,abc}}{dt} + \omega_n^2 (y_{2,abc} - K_{p2} e_{i,abc}), \quad (4.20k) \]

\[ m_{\text{circ},abc} = \frac{1}{V_{dc}} (y_{1,abc} + y_{2,abc}). \quad (4.20l) \]

Considering only the ac components in (4.20j)-(4.20l) results in

\[ 0 = \frac{d^2 (\hat{y}_{1,abc,ac} - K_{p1} \hat{e}_{i,abc,ac})}{dt^2} - K_{i1} \frac{d\hat{e}_{i,abc,ac}}{dt} + \omega_n^2 (\hat{y}_{1,abc,ac} - K_{p1} \hat{e}_{i,abc,ac}), \quad (4.21a) \]

\[ 0 = \frac{d^2 (\hat{y}_{2,abc,ac} - K_{p2} \hat{e}_{i,abc,ac})}{dt^2} - K_{i2} \frac{d\hat{e}_{i,abc,ac}}{dt} + \omega_n^2 (\hat{y}_{2,abc,ac} - K_{p2} \hat{e}_{i,abc,ac}), \quad (4.21b) \]

\[ \hat{m}_{\text{circ},abc,ac} = \frac{1}{V_{dc}} (\hat{y}_{1,abc,ac} + \hat{y}_{2,abc,ac}). \quad (4.21c) \]

Applying Laplace transform to (4.21) results in

\[ \hat{Y}_{1,abc,ac}(s) = \frac{K_{p1}s^2 + K_{i1}s + K_{p1}\omega_n^2}{s^2 + \omega_n^2} \hat{E}_{i,abc,ac}(s), \quad (4.22a) \]

\[ \hat{Y}_{2,abc,ac}(s) = \frac{K_{p2}s^2 + K_{i2}s + K_{p2}\omega_n^2}{s^2 + \omega_n^2} \hat{E}_{i,abc,ac}(s), \quad (4.22b) \]
\[
\tilde{M}_{\text{circ},abc,ac} = \frac{1}{V_{\text{dc}}} \left( \tilde{Y}_{1,abc,ac}(s) + \tilde{Y}_{2,abc,ac}(s) \right).
\] (4.22c)

Similar to the approximation used in Section 4.2 on ac-side currents, the approximation

\[
i_{\text{circ},abc} \approx \tilde{i}_{\text{circ},abc}
\] (4.23)

is valid on the basis of the settling time of the circulating current control system being much greater than the settling time of the current filters. Subsequently,

\[
e_{i,abc} \approx (i_{\text{circ},abc,ref} + i_{\text{circ},abc,ref,v} - i_{\text{circ},abc}).
\] (4.24)

Moreover, considering only the ac components in \(e_{i,abc}\) gives rise to

\[
\tilde{e}_{i,abc,ac} = \tilde{i}_{\text{circ},abc,ref,ac} - \tilde{i}_{\text{circ},abc,ac}.
\] (4.25)

Applying Laplace transform to (4.25) and substituting the result in (4.22a) and (4.22b) results in

\[
\tilde{Y}_{1,abc,ac}(s) = \frac{K_{p1}s^{2} + K_{i1}s + K_{p1}\omega_{n3}^{2}}{s^{2} + \omega_{n3}^{2}} \left( \tilde{I}_{\text{circ},abc,ref,ac}(s) - \tilde{I}_{\text{circ},abc,ac}(s) \right),
\] (4.26a)

\[
\tilde{Y}_{2,abc,ac}(s) = \frac{K_{p2}s^{2} + K_{i2}s + K_{p2}\omega_{n4}^{2}}{s^{2} + \omega_{n4}^{2}} \left( \tilde{I}_{\text{circ},abc,ref,ac}(s) - \tilde{I}_{\text{circ},abc,ac}(s) \right).
\] (4.26b)

Separating the ac components of the circulating current into its two major components, namely, the second- and the fourth-harmonic components, and as Laplace transform is a linear operator, (4.26) is rewritten as

\[
\tilde{Y}_{1,abc,ac}(s) = \left( K_{p1} + \frac{K_{i1}s}{s^{2} + \omega_{n3}^{2}} \right) \left( \tilde{I}_{\text{circ},abc,ref,ac,2}(s) - \tilde{I}_{\text{circ},abc,ac,2}(s) \right) - K_{p1} \left( \tilde{I}_{\text{circ},abc,ref,ac,4}(s) - \tilde{I}_{\text{circ},abc,ac,4}(s) \right),
\] (4.27a)
\[ \tilde{Y}_{2,abc,ac}(s) = \left( K_{p2} + \frac{K_{i2}s}{s^2 + \omega_n^2} \right) \left( \tilde{I}_{circ,abc,ref,ac,4}(s) - \tilde{I}_{circ,abc,ac,4}(s) \right) - K_{p2} \left( \tilde{I}_{circ,abc,ref,ac,2}(s) - \tilde{I}_{circ,abc,ac,2}(s) \right), \tag{4.27b} \]

where \( \tilde{I}_{circ,abc,ac,k}(s) \) is the Laplace transform of \( k^{th} \)-harmonic in \( \tilde{i}_{circ,abc,ac} \). The resonant parts \( \frac{K_{i1}s}{s^2 + \omega_n^3} \) and \( \frac{K_{i2}s}{s^2 + \omega_n^4} \) in (4.27) have negligible impact on the fourth and second harmonic components, respectively. Substituting for \( \tilde{Y}_{1,abc,ac}(s) \) and \( \tilde{Y}_{2,abc,ac}(s) \) from (4.27) in (4.22c) and splitting \( \tilde{M}_{circ,abc,ac} \) into its corresponding two major components result in

\[ \tilde{M}_{circ,abc,ac} = \tilde{M}_{circ,abc,ac,2} + \tilde{M}_{circ,abc,ac,4}, \tag{4.28a} \]
\[ \tilde{M}_{circ,abc,ac,2} = \frac{1}{V_{dc}} \left( K_{p1} + K_{p2} + \frac{K_{i1}s}{s^2 + \omega_n^3} \right) \left( \tilde{I}_{circ,abc,ref,ac,2}(s) - \tilde{I}_{circ,abc,ac,2}(s) \right), \tag{4.28b} \]
\[ \tilde{M}_{circ,abc,ac,4} = \frac{1}{V_{dc}} \left( K_{p1} + K_{p2} + \frac{K_{i2}s}{s^2 + \omega_n^4} \right) \left( \tilde{I}_{circ,abc,ref,ac,4}(s) - \tilde{I}_{circ,abc,ac,4}(s) \right). \tag{4.28c} \]

Based on (4.2b), whenever \( \delta v_{c,j,dc}^\Delta \) becomes greater than zero, the first harmonic component of \( \tilde{i}_{circ,j,ac} \) increases. However, as shown in (4.2g), this results in the reduction of \( \delta v_{c,j,dc}^\Delta \), which in turn reduces the magnitude of \( \tilde{i}_{circ,j,ac} \). Therefore, \( v_{c,j,dc}^\Delta = \nabla_{c,j,dc}^\Delta + \delta v_{c,j,dc}^\Delta \) is always zero or close to zero. Therefore, \( \delta v_{c,j,dc}^\Delta \) can be neglected hereafter. Consequently, (4.2b) becomes

\[ L_o \frac{d\tilde{v}_{circ,j,ac}}{dt} + R_o \tilde{v}_{circ,j,ac} = \tilde{m}_{circ,j,ac} V_{dc} + \tilde{v}_{circ,source,j}, \tag{4.29} \]

where

\[ v_{circ,source,j} = -N \left( \frac{1}{2} - M_{circ,j} \right) \tilde{w}_{c,j,ac}^\Sigma + N \left( \frac{m_j \tilde{v}_{c,j,ac}^\Delta}{4} \right) + N \left( \frac{m_{cm} \tilde{v}_{c,j,ac}^\Delta}{4} \right). \]
The transfer function relating $\tilde{I}_{\text{circ},j,\text{ac}}(s)$ to $\tilde{M}_{\text{circ},j,\text{ac}}(s)$ is given by

$$\tilde{I}_{\text{circ},j,\text{ac}}(s) = \frac{V_{\text{dc}}}{sL_o + R_o} \tilde{M}_{\text{circ},j,\text{ac}}(s). \quad (4.30)$$

Separating the ac components of the circulating current into the second and fourth harmonic components, (4.30) is rewritten as

$$\tilde{I}_{\text{circ},j,\text{ac},2}(s) = \frac{V_{\text{dc}}}{sL_o + R_o} \tilde{M}_{\text{circ},j,\text{ac},2}(s), \quad (4.31a)$$

$$\tilde{I}_{\text{circ},j,\text{ac},4}(s) = \frac{V_{\text{dc}}}{sL_o + R_o} \tilde{M}_{\text{circ},j,\text{ac},4}(s). \quad (4.31b)$$

Substituting for $\tilde{M}_{\text{circ},j,\text{ac},2}(s)$ and $\tilde{M}_{\text{circ},j,\text{ac},4}(s)$ from (4.28) in (4.31) results in

$$\tilde{I}_{\text{circ},j,\text{ac},2}(s) = \frac{K_{\text{pt}}s^2 + K_{\text{i}1}s + K_{\text{pt}}\omega_{n3}^2}{L_o s^3 + (K_{\text{pt}} + R_o) s^2 + (K_{\text{i}1} + L_o \omega_{n3}^2) s + (K_{\text{pt}} + R_o) \omega_{n3}^2}, \quad (4.32a)$$

$$\tilde{I}_{\text{circ},j,\text{ac},4}(s) = \frac{K_{\text{pt}}s^2 + K_{\text{i}2}s + K_{\text{pt}}\omega_{n4}^2}{L_o s^3 + (K_{\text{pt}} + R_o) s^2 + (K_{\text{i}2} + L_o \omega_{n4}^2) s + (K_{\text{pt}} + R_o) \omega_{n4}^2}, \quad (4.32b)$$

where $K_{\text{pt}} = K_{\text{p}1} + K_{\text{p}2}$. The gains of the circulating current controller $K_{\text{pt}}$ and $K_{\text{i}1}$ are tuned using the characteristic equation $s^3 + \frac{(K_{\text{pt}} + R_o) s}{L_o} + \frac{(K_{\text{pt}} + R_o) \omega_{n3}^2}{L_o}$, and $K_{\text{i}2}$ is tuned using the characteristic equation $s^3 + \frac{(K_{\text{pt}} + R_o) s}{L_o} + \frac{(K_{\text{i}2} + L_o \omega_{n4}^2) s}{L_o} + \frac{(K_{\text{pt}} + R_o) \omega_{n4}^2}{L_o}$ such that the corresponding settling times are an order of magnitude greater than the settling time of the grid-side $qd$ current controllers.

Considering only the dc components in (4.20i)-(4.20l) and using $\dot{i}_{\text{circ},abc,dc} \approx i_{\text{circ},abc,dc}$ results in

$$\dot{e}_{i,abc,dc} = (i_{\text{circ},abc,ref,dc} + i_{\text{circ},abc,ref,v,dc} - i_{\text{circ},abc,dc}), \quad (4.33a)$$

$$\theta = \frac{d^2 (y_{1,abc,dc} - K_{\text{pt}} e_{i,abc,dc})}{dt^2} - K_{\text{i}1} \frac{de_{i,abc,dc}}{dt} + \omega_{n3}^2 (y_{1,abc,dc} - K_{\text{pt}} e_{i,abc,dc}), \quad (4.33b)$$
\[
0 = \frac{d^2 (y_{2,abc,dc} - K_{p2} e_{i,abc,dc})}{dt^2} - K_{i2} \frac{de_{i,abc,dc}}{dt} + \omega^2_{n4} (y_{2,abc,dc} - K_{p2} e_{i,abc,dc}),
\]
\[
m_{circ,abc,dc} = \frac{1}{V_{dc}} (y_{1,abc,dc} + y_{2,abc,dc}).
\]

Substituting for \(x_{dc} = X + \delta x_{dc}\) with \(x = e_{i,abc,dc}, i_{circ,abc,ref,v,dc}, i_{circ,abc,dc}, y_{1,abc,dc}\), and \(y_{2,abc,dc}\) in (4.33) results in

\[
\delta e_{i,abc,dc} = (\delta i_{circ,abc,ref,v,dc} - \delta i_{circ,abc,dc}),
\]
\[
0 = \omega^2_{n3} (\delta y_{1,abc,dc} - K_{p1} \delta e_{i,abc,dc}),
\]
\[
0 = \omega^2_{n4} (\delta y_{2,abc,dc} - K_{p2} \delta e_{i,abc,dc}),
\]
\[
\delta m_{circ,abc,dc} = \frac{1}{V_{dc}} (\delta y_{1,abc,dc} + \delta y_{2,abc,dc}),
\]

where \(\overline{E}_{i,abc,dc} = 0, \overline{I}_{circ,abc,ref,v,dc} = 0\), and \(\overline{I}_{circ,abc,dc} = i_{circ,abc,ref,dc}\). Substituting for \(\delta e_{i,abc,dc}\) from (4.34a) in (4.34b) and (4.34c) results in

\[
\delta y_{1,abc,dc} = K_{p1} (\delta i_{circ,abc,ref,v,dc} - \delta i_{circ,abc,dc}),
\]
\[
\delta y_{2,abc,dc} = K_{p2} (\delta i_{circ,abc,ref,v,dc} - \delta i_{circ,abc,dc}).
\]

Substituting for \(\delta y_{1,abc,dc}\) and \(\delta y_{2,abc,dc}\) from (4.35) in (4.34d) results in

\[
\delta m_{circ,abc,dc} = \frac{1}{V_{dc}} (K_{p1} + K_{p2}) (\delta i_{circ,abc,ref,v,dc} - \delta i_{circ,abc,dc}).
\]

Based on \(\hat{v}_{cy,abc,dc} \approx v_{cy,abc,dc} \forall y \in \{p, n\}, \hat{v}_{Sigma,f,dc} \approx \hat{v}_{Sigma,c,abc,dc}\), (4.20h) is modified to

\[
\delta i_{circ,abc,ref,v,dc} = 0.5 K_{pv} \delta v_{Sigma,c,abc,dc}.
\]
with \( \nabla_{c, abc, dc}^{\Sigma} = 2v_{c, ref}^{1} \). Substituting for \( \delta i_{\text{circ}, abc, ref, v, dc} \) from (4.37) in (4.36) results in

\[
\delta m_{\text{circ}, abc, dc} = \frac{1}{V_{dc}} (K_{p1} + K_{p2}) \left( 0.5K_{pv} \delta v_{c, abc, dc}^{\Sigma} - \delta i_{\text{circ}, abc, dc} \right). \tag{4.38}
\]

Based on (4.2c), (4.2e), and (4.38), the following per-phase state-space representation is derived:

\[
\frac{d}{dt} \begin{pmatrix} \delta i_{\text{circ}, j, dc} \\ \delta v_{c, j, dc}^{\Sigma} \end{pmatrix} = A \begin{pmatrix} \delta i_{\text{circ}, j, dc} \\ \delta v_{c, j, dc}^{\Sigma} \end{pmatrix}, \tag{4.39}
\]

where

\[
A = \begin{pmatrix}
-\frac{R_{o} + N (K_{p1} + K_{p2})}{L_{o}} & -\frac{1}{2N} - \frac{M_{\text{circ}, j}}{L_{o}} \\
\frac{V_{dc} + 2i_{dc}^{\frac{1}{3}} (K_{p1} + K_{p2}) - 2M_{\text{circ}, j}V_{dc}}{C_{SM}V_{dc}} & \frac{1}{R_{p}C_{SM}} - \frac{i_{dc} (K_{p1} + K_{p2}) K_{pv}}{3C_{SM}V_{dc}}
\end{pmatrix}.
\]

Based on (4.39), the proportional controller gain \( K_{pv} \) is chosen such that the settling time of the system of (4.39) is an order of magnitude greater than the settling time of the current/voltage filters. The aforementioned constraints have been implicitly used in the derivation of (4.39).

The mathematical procedure to prove that mitigation of the second-order harmonic component of the circulating current results in the reduction of the voltage ripple, is explained in detail in Appendix A.
5. CONTROL OF THE MMC UNDER VARIABLE-FREQUENCY OPERATION

As compared with the fixed-frequency operation, control of the MMC under variable-frequency constant-current operation has its unique challenges. The main challenges are the magnitude of the SM capacitor voltage ripple that is inversely proportional to the frequency and, if not properly and actively mitigated, introduces instability and increases power losses and component sizes of the MMC. Based on the developments of Chapter 3, in this chapter, the MMC system subject to variable-frequency operation is modeled and analyzed, and two new strategies to control its operation are proposed. A comprehensive analysis of the two proposed strategies is provided and an optimization problem to establish the Pareto-optimal front, given the circuit parameters, is formulated in this chapter.

5.1 Statement of the Problem under Low-Frequency Operation

Neglecting $R_p$ in (3.40c) and (3.40d), the derivative of the SM capacitor voltages of the upper and lower arms of phase-$j$ is given by

$$\frac{dv_{cp,j}}{dt} = \left( \frac{i_{circ,j} + \frac{i_j}{2}}{C_{SM}} \right) \left( \frac{1 - m_j - m_{cm}}{2} - m_{circ,j} \right), \quad (5.1a)$$

$$\frac{dv_{cn,j}}{dt} = \left( \frac{i_{circ,j} - \frac{i_j}{2}}{C_{SM}} \right) \left( \frac{1 + m_j + m_{cm}}{2} - m_{circ,j} \right). \quad (5.1b)$$
Assuming $m_{cm} = 0$ and $m_{circ,j} = 0$ in (5.1), the following expressions are obtained:

$$
\frac{dv_{cp,j}}{dt} = \frac{\left( i_{circ,j} + \frac{i_j}{2} \right)}{C_{SM}} \left( \frac{1 - m_j}{2} \right) = \frac{i_j}{4C_{SM}} - \frac{m_j i_{circ,j}}{2C_{SM}} - \frac{m_j i_j}{4C_{SM}} + \frac{i_{circ,j}}{2C_{SM}}, \quad (5.2a)
$$

$$
\frac{dv_{cn,j}}{dt} = \frac{\left( i_{circ,j} - \frac{i_j}{2} \right)}{C_{SM}} \left( \frac{1 + m_j}{2} \right) = -\frac{i_j}{4C_{SM}} + \frac{m_j i_{circ,j}}{2C_{SM}} - \frac{m_j i_j}{4C_{SM}} + \frac{i_{circ,j}}{2C_{SM}}. \quad (5.2b)
$$

Furthermore, assuming

$$
i_j = I_o \cos (\omega_r t + \phi), \quad (5.3a)$$

$$m_j = m \cos (\omega_r t), \quad (5.3b)$$

$$i_{circ,j} \approx \frac{i_{dc}}{3} = \frac{P_{dc}}{3V_{dc}} \approx \frac{P_{ac}}{3V_{dc}} \approx \frac{m I_o \cos \phi}{4}, \quad (5.3c)$$

in (5.2) and upon the subsequent integration of the modified equation, the peak-to-peak value of the SM capacitor voltage ripple is given by [75]

$$
\delta v_{c,pp} = \frac{I_o}{2C_{SM} \omega_r} \left( 1 - \left( \frac{m \cos \phi}{2} \right)^2 \right)^{\frac{3}{2}}. \quad (5.4)
$$

As shown in (5.4), the magnitude of the SM capacitor voltage ripple has inverse dependance on the ac-side frequency and direct dependance on the magnitude of the ac-side phase current. Consequently, in constant-torque applications, at low speeds, the magnitude of the voltage ripple becomes pronounced. This issue is less pronounced in quadrature-torque applications since the current magnitude is proportional to the frequency. Therefore, there is a need to actively mitigate the low-frequency components of the SM capacitor voltage ripple when the MMC is used in variable-speed constant-
torque applications, e.g., as the generator-side converter of the WECS during startup or whenever there is a need to build the turbine speed.

5.2 The Existing Capacitor Voltage Ripple Reduction Strategies and Their Limitations

In the technical literature, a few control strategies have been proposed/investigated to resolve the aforementioned issue [51–55]. Considering the common-mode voltage and the circulating current as two degrees of freedom, all of those solutions are based on injecting a common-mode voltage at the ac-side phase voltage and a circulating current in the phase-legs of the MMC to cancel the low-frequency components of the SM capacitor voltage ripple. In this chapter, the low-frequency components refer to the components whose frequencies are significantly smaller than the rated frequency of the machine.

5.2.1 Sine-Wave Strategy

A sinusoidal common-mode phase voltage and circulating current injection strategy is proposed in [51, 52, 54]. In this strategy, the common-mode phase voltage reference waveform and the reference for the circulating current are given by

$$m_{cm} = M_{cm} \sin (\omega_{cm} t) ,$$  \hspace{1cm} (5.5a)

$$i_{circ,j,ref} = i_j \left( \frac{1 - m_j^2}{M_{cm}} \right) \sin (\omega_{cm} t) + \frac{m_j i_j}{2} ,$$  \hspace{1cm} (5.5b)

where $M_{cm}$ and $\omega_{cm}$ are the magnitude and the angular frequency of the common-mode voltage, respectively. The reference waveforms used to control the voltages in
the upper and lower arms of phase-\(j\) to generate the common-mode voltage and the required circulating current are given by (3.1) and is repeated here for convenience:

\[
\begin{align*}
m_{p,j} &= \frac{1 - m_j - m_{cm}}{2} - m_{circ,j}, \quad (5.6a) \\
m_{n,j} &= \frac{1 + m_j + m_{cm}}{2} - m_{circ,j}. \quad (5.6b)
\end{align*}
\]

Substituting for \(m_{cm}\) from (5.5a), \(i_{circ,j} \approx i_{circ,j,ref}\) from (5.5b), and \(m_{p,j}\) from (5.6a) in (5.1a), the derivative of the upper-arm phase-\(j\) SM capacitor voltages is deduced as

\[
\frac{dv_{c_p,j}}{dt} = \frac{1}{C_{SM}} \left[ \left( -\frac{m_j M_{cm}}{4} - \frac{M_{cm}}{4} + \frac{(1 - m_j - m_j^2 + m_j^3)}{2M_{cm}} \right) i_j \sin(\omega_{cm}t) \right. \\
\left. + \frac{(1 - m_j^2)}{4} i_j \cos(2\omega_{cm}t) - m_{circ,j} \left( i_{circ,j} + \frac{i_j}{2} \right) \right]. \quad (5.7)
\]

The validity of \(i_{circ,j} \approx i_{circ,j,ref}\) is under the assumption of a sufficiently fast closed-loop circulating current controller. Typically, \(m_{circ,j}\) in (5.7) is extremely small and is neglected. Considering appropriate phase shifts, similar expressions can be concluded for the derivative of the lower-arm phase-\(j\) SM capacitor voltages. As may be noticed from (5.7), the derivative of the upper-arm SM capacitor voltages does not contain low-frequency components. Upon integration of (5.7), the capacitor voltage ripple of the upper-arm SMs can be obtained, which will have an inverse dependence on the frequency of the components present in the derivative of the SM capacitor voltages. Thus, the absence of the low-frequency components in the derivative of the SM capacitor voltages reduces the magnitude of the capacitor voltage ripple. A similar deduction can also be extended to the lower-arm SM capacitor voltages.

Although by the sine-wave strategy, the magnitude of the SM capacitor voltage ripple is reduced, the large magnitude of the circulating current increases the converter
power losses as well as the rating values of the components. To resolve this problem, a square-wave strategy has been proposed in [55] that is explained in the following section.

5.2.2 Square-Wave Strategy

As opposed to the sinusoidal common-mode voltage and circulating current injection, to reduce the peak and rms values of the circulating current, a square-wave common-mode voltage and circulating current injection strategy is proposed in [55]. The main drawback of the square-wave strategy lies in the control of the circulating currents. The circulating current in phase-\( j \), \( i_{\text{circ},j} \), of the MMC is controlled by the voltage across the arm inductor that is given by \( v_{\text{circ},j} = L_o \frac{di_{\text{circ},j}}{dt} \). To inject a square-wave circulating current, at certain instants \( v_{\text{circ},j} \rightarrow \infty \), which is impossible to attain. In reality, the maximum attainable \( v_{\text{circ},j} \) is limited and depends on the MMC circuit parameters. This limitation, consequently, impacts the control of the circulating current and the magnitude of the SM capacitor voltage ripple. Furthermore, because of the finite rise/fall time of the square-wave circulating current, additional harmonic components are introduced into the circulating current that would further impact the results. To resolve the above-mentioned issues associated with the sine-wave and square-wave strategies, in the following section, two new strategies are proposed.

5.3 The Proposed Strategies

The proposed strategies are based on injecting a square-wave common-mode phase voltage whose corresponding reference waveform is expressed by

\[
m_{\text{cm}} = \begin{cases} 
M_{\text{cm}} & \text{if } 0 < t' \leq \frac{1}{2f_{\text{cm}}} \\
-M_{\text{cm}} & \text{if } \frac{1}{2f_{\text{cm}}} < t' \leq \frac{1}{f_{\text{cm}}} 
\end{cases}, \tag{5.8}
\]
where $f_{cm}$ is the common-mode frequency and $t'$ is the remainder of time, $t$, divided by $\frac{1}{f_{cm}}$. The distinction between the two new proposed strategies lies in the circulating current that is used to mitigate the low-frequency components of the SM capacitor voltage ripple, as explained in the following sections.

### 5.3.1 Strategy I

In this strategy, the reference for the sinusoidal circulating current with components in the vicinity of the common-mode frequency, is given by

$$
\begin{align*}
i_{circ,j,ref} &= i_j \left(1 - \frac{m_j^2}{4 \pi M_{cm}}\right) \sin (\omega_{cm} t) + \frac{m_j i_j}{2}.
\end{align*}
\tag{5.9}
$$

The square-wave common-mode reference waveform in (5.8) can be expressed by its Fourier series expansion as

$$
\begin{align*}
m_{cm} &= \sum_{k=0}^{\infty} \frac{4 M_{cm}}{\pi (2k + 1)} \sin \{(2k + 1) \omega_{cm} t\}.
\end{align*}
\tag{5.10}
$$

Substituting for $m_{cm}$ from (5.10) in (5.6) results in

$$
\begin{align*}
m_{p,j} &= \frac{1 - m_j - \sum_{k=0}^{\infty} \frac{4 M_{cm}}{\pi (2k + 1)} \sin \{(2k + 1) \omega_{cm} t\}}{2} - m_{circ,j},
\end{align*}
\tag{5.11a}
$$

$$
\begin{align*}
m_{n,j} &= \frac{1 + m_j + \sum_{k=0}^{\infty} \frac{4 M_{cm}}{\pi (2k + 1)} \sin \{(2k + 1) \omega_{cm} t\}}{2} - m_{circ,j}.
\end{align*}
\tag{5.11b}
$$
Substituting for $m_{p,j}$ from (5.11a), and for $i_{\text{circ,j}} \approx i_{\text{circ,j,ref}}$ from (5.9) in (5.1a) results in

$$\frac{dv_{c,p,j}}{dt} = \frac{1}{C_{\text{SM}}} \left[ -m_{\text{circ,j}} \left( i_{\text{circ,j}} + \frac{i_j}{2} \right) + \frac{\pi}{8M_{\text{cm}}} i_j (1 - m_j) \left( 1 - m_j^2 \right) \sin (\omega_{\text{cm}} t) \right. + \frac{i_j}{4} (1 - m_j^2) \cos (2 \omega_{\text{cm}} t) - \frac{1}{2} \sum_{k=1}^{\infty} \frac{i_j \sin (\omega_{\text{cm}} t)}{2k + 1} \sin \{(2k + 1) \omega_{\text{cm}} t\} (1 - m_j^2) $$

$$- \frac{i_j}{4} (1 + m_j) \sum_{k=0}^{\infty} \frac{4M_{\text{cm}}}{\pi (2k + 1)} \sin \{(2k + 1) \omega_{\text{cm}} t\} \left. \right] \right). \quad (5.12)$$

As shown by (5.12), the frequency spectrum of the derivative of the upper-arm SM capacitor voltages is shifted to the vicinity of $f_{\text{cm}}$, which assists in reducing the magnitude of the upper-arm SM capacitor voltage ripple. A similar deduction can also be extended to the lower-arm SM capacitor voltage ripple.

### 5.3.2 Strategy II

In this strategy, the reference for the sinusoidal circulating current with components in the vicinity of the common-mode frequency and a third harmonic of the common-mode frequency, is given by

$$i_{\text{circ,j,ref}} = i_j \left( m_1 \sin (\omega_{\text{cm}} t) + m_3 \sin (3 \omega_{\text{cm}} t) \right) \left( \frac{1 - m_j^2}{4 M_{\text{cm}}} \right) + \frac{m_j i_j}{2}. \quad (5.13)$$

$m_1$ and $m_3$ in (5.13) are determined to minimize the rms value of circulating current and to mitigate the low-frequency components of the SM capacitor voltage ripple.
Substituting for $m_{p,j}$ from (5.11a), and for $i_{\text{circ},j} \approx i_{\text{circ,ref}}$ from (5.13) in (5.1a) results in
\[
\frac{dv_{c\text{p},j}}{dt} = -\frac{1}{C_{\text{SM}}} \left[ m_{\text{circ},j} \left( i_{\text{circ},j} + \frac{i_j}{2} \right) - \frac{i_j}{4} (1 + m_j) \sum_{k=0}^{\infty} \frac{4M_{\text{cm}}}{\pi (2k + 1)} \sin \left\{ (2k + 1) \omega_{\text{cm}t} \right\} \right. \\
+ (1 - m_j) \frac{\pi i_j (1 - m_j^2)}{8M_{\text{cm}}} (m_1 \sin (\omega_{\text{cm}t}) + m_3 \sin (3\omega_{\text{cm}t})) \\
+ \frac{i_j (1 - m_j^2)}{2} \left( \left( \frac{m_1}{3} - \frac{m_3}{2} \right) \cos (2\omega_{\text{cm}t}) + \left( \frac{m_1}{6} + \frac{m_3}{2} \right) \cos (4\omega_{\text{cm}t}) \right) \\
- \frac{i_j (1 - m_j^2)}{2} (m_1 \sin (\omega_{\text{cm}t}) + m_3 \sin (3\omega_{\text{cm}t})) \sum_{k=2}^{\infty} \frac{1}{(2k + 1)} \sin \left\{ (2k + 1) \omega_{\text{cm}t} \right\} \\
+ \frac{i_j (1 - m_j^2)}{2} \frac{m_3}{6} \cos (6\omega_{\text{cm}t}) + \frac{i_j (1 - m_j^2)}{4} \left( 1 - m_1 - \frac{m_3}{3} \right) \right].
\] \quad (5.14)

To mitigate the low-frequency components of the SM capacitor voltage ripple, the last term in (5.14) should be enforced to zero, i.e.,
\[
1 - m_1 - \frac{m_3}{3} = 0. \quad (5.15)
\]

Also, as shown by (5.13), to minimize the rms value of the circulating currents, $m_1^2 + m_3^2$ needs to be minimized. Therefore, the coefficients, $m_1$ and $m_3$, are determined by
\[
\text{Minimize } m_1^2 + m_3^2 \quad (5.16) \\
\text{subject to } m_1 + \frac{m_3}{3} = 1.
\]
Solving (5.16) gives \( m_1 = 0.9 \) and \( m_3 = 0.3 \). Substituting for \( m_1 \) and \( m_3 \) in (5.14), the derivative of the upper-arm SM capacitor voltages is given by

\[
\frac{dv_{c_p,j}}{dt} = -m_{circ,j} \left( i_{circ,j} + \frac{i_j}{2} \right) - \frac{i_j}{4} (1 + m_j) \sum_{k=0}^{\infty} \frac{4 M_{cm}}{\pi (2k + 1)} \sin \left\{ (2k + 1) \omega_{cm} t \right\} \\
+ (1 - m_j) \frac{\pi i_j (1 - m_j^2)}{8M_{cm}} (0.9 \sin (\omega_{cm} t) + 0.3 \sin (3\omega_{cm} t)) \\
+ \frac{i_j (1 - m_j^2)}{2} \left( 0.15 \cos (2\omega_{cm} t) + 0.3 \cos (4\omega_{cm} t) + 0.05 \cos (6\omega_{cm} t) \right) \\
- \frac{i_j (1 - m_j^2)}{2} \left( 0.9 \sin (\omega_{cm} t) + 0.3 \sin (3\omega_{cm} t) \right) \sum_{k=2}^{\infty} \frac{1}{(2k + 1)} \sin \left\{ (2k + 1) \omega_{cm} t \right\}.
\]

(5.17)

As indicated by (5.17), under low-frequency operation, the frequency spectrum of the derivative of the upper-arm SM capacitor voltages is shifted to the vicinity of \( f_{cm} \), thereby, reducing the magnitude of the upper-arm SM capacitor voltage ripple. A similar deduction can also be extended to the lower-arm SM capacitor voltage ripple.

### 5.3.3 Comparison of the Proposed Strategies with the Existing Strategy and Formulation of an Optimization Problem

As discussed in Section 5.2, the square-wave strategy in [55] does not provide the expected results. So the performance of the proposed strategies are compared against the sine-wave strategy in [51]. Assuming the same peak value for the common-mode voltage reference waveforms of the two proposed strategies and the sine-wave strategy, i.e., the same \( M_{cm} \), the resultant reduction in the peak value of the circulating current is 21.5 % and 33.8 %, respectively. The squared rms value of the circulating current, which is proportional to the conduction losses of the converter, is reduced by 38% and 44.2%, respectively. However, as compared to Strategy I, Strategy II requires a higher \( m_{circ,j} \), which, subsequently, limits the peak value of the common-mode voltage reference \( M_{cm} \). To determine the peak value of the common-mode voltage for each of
the proposed strategies, the following constraint that represents the viable range of the upper-arm reference waveform, should be satisfied:

\[ 0 \leq m_{p,j} \leq 1 \]
\[ \implies 0 \leq \frac{1 - m_j - m_{cm}}{2} - m_{circ,j} \leq 1. \]  
(5.18)

Based on (5.18), the limits of the common-mode voltage reference waveform and, subsequently, the peak and squared rms values of the circulating currents of the three strategies are shown in Table 5.1. The variable \( x \) in Table 5.1 is defined as

\[ x = \frac{4I_oL_o\omega_{cm}}{V_{dc}}. \]

**Table 5.1.**

Comparison of the two proposed strategies with the sine-wave strategy

<table>
<thead>
<tr>
<th>Strategy</th>
<th>( M_{cm} )</th>
<th>( I_{circ,j,peak} )</th>
<th>( I_{circ,j,rms}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy I</td>
<td>( \frac{(1 - m)}{2} \left( 1 + \sqrt{1 - 0.5\pi x} \right) )</td>
<td>( I_{cm,1,NM1} = \frac{2I_{cm1,NM1}}{4(1 - m)\left( 1 + \sqrt{1 - 0.5\pi x} \right)} )</td>
<td>( I_{cm1,NM1}^2 )</td>
</tr>
<tr>
<td>Strategy II</td>
<td>( \frac{(1 - m)}{2} \left( 1 + \sqrt{1 - 0.9\pi x} \right) )</td>
<td>( I_{cm,1,NM2} = \frac{1.84I_{cm1,NM2}}{4(1 - m)\left( 1 + \sqrt{1 - 0.9\pi x} \right)} )</td>
<td>( \frac{I_{cm1,NM2}^2}{0.9} )</td>
</tr>
<tr>
<td>Sine-Wave Strategy in [51]</td>
<td>( \frac{(1 - m)}{2} \left( 1 + \sqrt{1 - 2\pi} \right) )</td>
<td>( I_{cm1,sine} = \frac{2I_{cm1,sine}}{I_o} )</td>
<td>( I_{cm1,sine}^2 )</td>
</tr>
</tbody>
</table>

As shown in Table 5.1, the value of \( M_{cm} \), and the peak and squared rms values of the circulating current depend on the strategy and the common-mode frequency. Therefore, for variable-frequency operation of the MMC, a multi-objective optimization procedure is required to make a tradeoff among the various strategies and common-mode frequencies using the performance indices such as the magnitude
of SM capacitor voltage ripple and the peak/rms values of the circulating currents. That is,

\[
\mathbf{x} = \begin{pmatrix}
\text{strategy} \\
f_{cm}
\end{pmatrix}
\]

\[
\text{minimize } F(\mathbf{x}) = \begin{pmatrix}
\delta v_{c,pp}(\mathbf{x}) \\
i_{\text{circ},j,\text{rms}}(\mathbf{x})^2 \\
i_{\text{circ},j,\text{peak}}(\mathbf{x})
\end{pmatrix}
\]

subject to \(0 \leq m_{p,j}(\mathbf{x}) \leq 1\) and \(0 \leq m_{n,j}(\mathbf{x}) \leq 1\)

These performance indices are calculated from (5.5b), (5.7), (5.9), (5.12), (5.13), and (5.17) for the three different strategies. This multi-objective optimization leads to a Pareto-optimal front.

For a variable-speed constant-torque drive application, an offline optimization can be run at various operating ac-side low frequencies and for a given set of MMC parameters to generate the Pareto-optimal front at each operating frequency. From this Pareto front, the best strategy and the common-mode frequency at each operating ac-side frequency can be chosen depending upon the application requirements and saved in a look-up table. While the system runs, based on the operating ac-side frequency, the appropriate strategy and common-mode frequency can be selected from the look-up table. The block diagram of the MMC control system is shown in Fig. 5.1. The optimal circulating current and common-mode voltage reference generator and the control of circulating current and common-mode voltage are shown in Fig. 5.1. The block diagram of the machine \(qd\) current controller is shown in Fig. 5.2.

In the wind energy conversion system of Fig. 2.1 with the MMC as the generator-side converter, the aforementioned control system is required only during startup or whenever the turbine speed needs to be built up. Otherwise, the quadrature torque
helps keep the magnitude of SM capacitor voltage ripple under required constraints and the control system employed may resemble that described in Chapter 4.

5.4 Controller Design Methodology

The summary of the MMC control system to drive a machine during constant-torque low-speed operation is shown in Fig. 5.1. The block diagram of the machine qd current controller is shown in Fig. 5.2.
5.4.1 Machine Current Controller

Similar to (4.9) and (4.13) that describe the ac-side current dynamics in \( qd \) grid-reference frame, the dynamics of the ac-side currents of the MMC with machine load in \( qd \) rotor-reference frame, is given by

\[
L_{eq} \frac{di_{qd}^r}{dt} + R_{eq} i_{qd}^r = u_{qd}^r,
\]

(5.20)

where

\[
u_{qd}^r = m_{qd}^e \frac{V_{dc}}{2} - e_{qd}^r - \omega_r L_{eq} X_{1} i_{qd}^r,
\]

(5.21a)

\[
L_{eq} = \left( \frac{L_{load} + L_o}{2} \right),
\]

(5.21b)

\[
R_{eq} = \left( \frac{R_{load} + R_o}{2} \right).
\]

(5.21c)

Fig. 5.2. Block diagram of the machine \( qd \) current controllers.
With a balanced three-phase ac-side load,

\[ i_r^0 = m_r^0 = e_r^0 = 0. \tag{5.22} \]

The back-emf \( e_{abc} \) is given by

\[
e_{abc} = \begin{pmatrix}
\omega_r \lambda_m r \cos(\theta_r) \\
\omega_r \lambda_m r \cos\left(\theta_r - \frac{2\pi}{3}\right) \\
\omega_r \lambda_m r \cos\left(\theta_r + \frac{2\pi}{3}\right)
\end{pmatrix}.	ag{5.23}
\]

That is,

\[
e_{qd}^r = \begin{pmatrix}
\omega_r \lambda_m r \\
0
\end{pmatrix}.	ag{5.24}
\]

A standard PI controller given by

\[
K_p + \frac{K_i}{s}, \tag{5.25}
\]

is used to control the machine \( qd \) currents, as summarized in Fig. 5.2. The machine \( qd \) current controller is similar to the grid-side \( qd \) current controller. That is, the closed-loop machine \( qd \) current control system may be derived on the lines similar to the derivation in Section 4.2 of Chapter 4. The closed-loop machine \( qd \) current control system is shown in Fig. 5.3. The characteristic equation of the system in Fig. 5.3 is given by

\[
s^2 + \left( \frac{R_{eq} + K_p}{L_{eq}} \right)s + \left( \frac{K_i}{L_{eq}} \right).	ag{5.26}
\]
The settling time $t_s$ and damping constant $\delta$ of the system, whose characteristic function is defined by (5.26), are then given by

$$t_s = 8 \left( \frac{L_{eq}}{K_p + R_{eq}} \right), \quad (5.27a)$$

$$\delta = \frac{R_{eq} + K_p}{2 \sqrt{K_i L_{eq}}} \quad (5.27b)$$

Substituting a given settling time $t_{s,\text{out}}$ and damping constant $\delta_{\text{out}}$ in (5.27), the PI controller parameters in the machine $qd$ current controller are given by

$$K_p = 8 \left( \frac{L_{eq}}{t_{s,\text{out}}} \right) - R_{eq}, \quad (5.28a)$$

$$K_i = \frac{(R_{eq} + K_p)^2}{4 \delta_{\text{out}}^2 L_{eq}}. \quad (5.28b)$$

### 5.4.2 Circulating Current Controller

Based on the circulating current controller shown in Fig. 5.1, the output of the controller $m_{\text{circ,abc}}$ is given by

$$m_{\text{circ,abc}} = \frac{K_{p1}}{V_{dc}} \left( i_{\text{circ,abc,ref}} - \dot{i}_{\text{circ,abc}} \right), \quad (5.29a)$$

$$\theta = \frac{d^2 i_{\text{circ,abc}}}{dt^2} + 2 \omega_n \frac{d \dot{i}_{\text{circ,abc}}}{dt} + \omega_n^2 \left( i_{\text{circ,abc}} - \dot{i}_{\text{circ,abc}} \right), \quad (5.29b)$$
\[ O = \frac{d^2 \mathbf{v}_{cy,abc}}{dt^2} + 2 \omega_n \frac{d \mathbf{v}_{cy,abc}}{dt} + \omega_n^2 (\mathbf{v}_{cy,abc} - \mathbf{v}_{cy,abc}) , \quad y \in \{p, n\} ; \quad (5.29c) \]

\[ \mathbf{\dot{v}}_{c,abc}^{\Sigma} = \mathbf{\dot{v}}_{cp,abc} + \mathbf{\dot{v}}_{cn,abc} ; \quad (5.29d) \]

\[ i_{\text{circ},abc,\text{ref}} = K_{pv} \left( 0.5 \mathbf{\dot{v}}_{c,abc}^{\Sigma} - v_{c,\text{ref}} \mathbf{1} \right) + i_{\text{circ},abc,\text{ref,meth}} ; \quad (5.29e) \]

where \( i_{\text{circ},abc,\text{ref,meth}} \) depends upon the strategy chosen from Section 5.3 in constant torque low-speed operation. Approximating the impact of the filters, that is, assuming

\[ \dot{i}_{\text{circ}} \approx i_{\text{circ}}, \]

\[ \dot{\mathbf{v}}_{cy,abc} \approx \mathbf{v}_{cy,abc}, \quad y \in \{p, n\} \]

in (5.29) results in

\[ \mathbf{m}_{\text{circ},abc} = \frac{K_{pl}}{V_{dc}} \left( K_{pv} \left( 0.5 \mathbf{v}_{c,abc}^{\Sigma} - v_{c,\text{ref}} \mathbf{1} \right) + i_{\text{circ},abc,\text{ref,meth}} - i_{\text{circ},abc} \right) . \quad (5.31) \]

Substituting for \( x = \overline{x} + \delta x_{dc} + \tilde{x}_{ac} \) with \( x = \mathbf{m}_{\text{circ},abc}, i_{\text{circ},abc}, i_{\text{circ},abc,\text{ref,meth}}, \) and \( \mathbf{v}_{c,abc}^{\Sigma} \) in (5.31) results in

\[ \delta \mathbf{m}_{\text{circ},abc,dc} = \frac{K_{pl}}{V_{dc}} \left( 0.5 K_{pv} \delta \mathbf{v}_{c,abc,dc} - \delta \dot{i}_{\text{circ},abc,dc} \right) ; \quad (5.32a) \]

\[ \tilde{\mathbf{m}}_{\text{circ},abc,ac} = \frac{K_{pl}}{V_{dc}} \left( 0.5 K_{pv} \tilde{\mathbf{v}}_{c,abc,ac} + \tilde{i}_{\text{circ},abc,\text{ref,meth,ac}} - \tilde{i}_{\text{circ},abc,ac} \right) ; \quad (5.32b) \]

with \( \overline{\mathbf{M}}_{\text{circ},abc} = 0, \overline{\mathbf{I}}_{\text{circ},abc} = \overline{I}_{\text{circ},abc,\text{ref,meth}}, \) and \( \overline{\mathbf{V}}_{c,abc}^{\Sigma} = 2v_{c,\text{ref}} \mathbf{1}. \) Under the assumption that \( \tilde{\mathbf{v}}_{c,abc,ac}^{\Sigma} \) is small, (5.32b) can be rewritten as

\[ \tilde{\mathbf{m}}_{\text{circ},abc,ac} \approx \frac{K_{pl}}{V_{dc}} \left( \mathbf{\tilde{i}}_{\text{circ},abc,\text{ref,meth,ac}} - \mathbf{\tilde{i}}_{\text{circ},abc,ac} \right) . \quad (5.33) \]

Applying Laplace transform to (5.33) results in

\[ \tilde{\mathbf{M}}_{\text{circ},abc,ac}(s) = \frac{K_{pl}}{V_{dc}} \left( \tilde{\mathbf{I}}_{\text{circ},abc,\text{ref,meth,ac}}(s) - \tilde{\mathbf{I}}_{\text{circ},abc,ac}(s) \right) . \quad (5.34) \]
Fig. 5.4. Block diagram of the closed-loop control system of the ac components of the circulating currents.

The dynamics of the ac components of the circulating current is obtained from Section 4.3 in Chapter 4. The closed-loop control system of the ac components of the circulating currents, which is described by (5.34) and (4.30), is summarized in Fig. 5.4.

The transfer function of the closed-loop control system shown in Fig. 5.4, is given by

\[
\frac{K_{p1}}{sL_o + R_o + K_{p1}}. \tag{5.35}
\]

The settling time and time constant of the closed-loop circulating current control system described by (5.35) are given by

\[
t_{s,\text{int}} = \frac{5L_o}{R_o + K_{p1}}, \quad \text{and} \tag{5.36a}
\]
\[
T_{\text{con}} = \frac{L_o}{R_o + K_{p1}}, \quad \tag{5.36b}
\]

respectively. The design of the proportional controller gain \(K_{p1}\) depends upon the desired characteristics of the closed-loop circulating current control system that include:

1. The settling time of the closed-loop circulating current control system should satisfy

\[
t_{s,\text{filter}} \ll t_{s,\text{int}} \ll t_{s,\text{out}}, \tag{5.37}
\]
where \( t_{s,\text{filter}} \) represents the settling time of the current/voltage filters used to remove high-frequency measurement noise in the arm currents and/or SM capacitor voltages. The condition given by (5.37) ensures that the closed-loop control system of (5.35) settles much faster than the closed-loop machine \( qd \) current control system and much slower than the current/voltage filter.

2. The closed-loop control system should not attenuate the common-mode frequency components in the circulating currents. That is, the inverse of the time constant of the closed-loop circulating current control system is

\[
\frac{1}{T_{\text{con}}} = \frac{K_{p1} + R_o}{L_o} \gg 2\pi f_{\text{cm}}. \tag{5.38}
\]

Based on (5.37), the minimum and maximum settling times, \( t_{s,\text{int,max}} \) and \( t_{s,\text{int,min}} \) are defined as

\[
t_{s,\text{int,max}} = \frac{t_{s,\text{out}}}{5}, \tag{5.39a}
\]
\[
t_{s,\text{int,min}} = 5t_{s,\text{filter}}. \tag{5.39b}
\]

Let \( K_{p1,\text{min}} \) and \( K_{p1,\text{max}} \) be the proportional controller gains corresponding to \( t_{s,\text{int}} = t_{s,\text{int,min}} \) and \( t_{s,\text{int}} = t_{s,\text{int,max}} \), respectively. Then, based on (5.39) and (5.36a),

\[
K_{p1,\text{min}} = 5\frac{L_o}{t_{s,\text{out}}} - R_o, \tag{5.40a}
\]
\[
K_{p1,\text{max}} = 5\frac{L_o}{5t_{s,\text{filter}}} - R_o. \tag{5.40b}
\]

Based on (5.38), the maximum time constant of the closed-loop circulating current control system is defined as

\[
T_{\text{con,max}} = \frac{1}{10 \times 2\pi f_{\text{cm}}}. \tag{5.41}
\]
The corresponding proportional controller gain, $K_{p1,min_2}$, based on (5.41) and (5.36b), is

$$K_{p1,min_2} = 10 \times 2\pi f_{cm} L_o - R_o. \quad (5.42)$$

The constraints on $K_{p1}$ are given by

$$\max \{K_{p1,min_1}, K_{p1,min_2}\} < K_{p1} < K_{p1,max} \quad (5.43)$$

The control of the dc components of the circulating current and SM capacitor voltages is similar to the one described in Section 4.3 of Chapter 4, as may be noticed by comparing (5.32a) to (4.38). That is, if $K_{p1} + K_{p2}$ is replaced with $K_{p1}$ in (4.39), then the modified expression represents the closed-loop control system of the dc components of the circulating current and SM capacitor voltages. The aforementioned system may be used to choose $K_{pv}$ as was explained in Section 4.3 of Chapter 4.

The stability analysis of the MMC control system to drive a machine during constant-torque low-speed operation is performed in Appendix B.
6. OPTIMAL CONTROL

The controller gains of the MMC control system in Chapters 4 and 5 are designed such that the MMC system is stable. The design procedure utilizes the approximate per-phase MMC state-space model. Furthermore, it neglects (i) the higher-order terms in the Taylor series expansion of the aforementioned MMC state-space model, and (ii) the small terms in the Fourier series expansion of the linearized model. This controller design procedure may not generate the controller gains that lead to the optimal performance of the MMC system.

The optimization of the controller gains of a class of non-linear non-autonomous hybrid system is considered in this chapter. The system of MMC described by the advanced MMC state-space model and its controllers described in Chapters 4 and 5, are examples of the aforementioned class of the hybrid system.

Glossary of terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>States of the system</td>
<td>$x \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>States of the controller</td>
<td>$x_c \in \mathbb{R}^c$</td>
</tr>
<tr>
<td>Outputs of the controller</td>
<td>$u_1 \in \Omega^{u_1} = [-1, 1]^{u_1} \subset \mathbb{R}^{u_1}$</td>
</tr>
<tr>
<td></td>
<td>$u_2 \in \Omega^{u_2} = [-1, 1]^{u_2} \subset \mathbb{R}^{u_2}$</td>
</tr>
<tr>
<td></td>
<td>$u \in \Omega^u = [-1, 1]^u \subset \mathbb{R}^u$</td>
</tr>
<tr>
<td>Decision variables</td>
<td>$K \in \Omega^K \subset \mathbb{R}^K$</td>
</tr>
<tr>
<td>Cost function</td>
<td>$L : \mathbb{R}^n \to \mathbb{R}$</td>
</tr>
<tr>
<td>Total cost function</td>
<td>$J : \Omega^K \to \Omega \subset \mathbb{R}$</td>
</tr>
<tr>
<td>Tangent to state trajectory</td>
<td>$f : \mathbb{R}^n \times \Omega^u \times \mathbb{R} \to \mathbb{R}^n$</td>
</tr>
<tr>
<td>Controller state function</td>
<td>$g : \mathbb{R}^c \times \mathbb{R}^n \times \Omega^K \times \mathbb{Z} \to \mathbb{R}^c$</td>
</tr>
</tbody>
</table>
Controller output functions

\[ h_1 : \mathbb{R}^c \times \Omega^K \times \mathbb{Z} \rightarrow \Omega^{u_1} \]
\[ h_2 : \Omega^{u_1} \times \mathbb{R}^c \times \Omega^K \times \mathbb{Z} \rightarrow \Omega^{u_2} \]
\[ h : \Omega^{u_1} \times \Omega^{u_2} \rightarrow \Omega^u \]

Control period

\[ T_{sc} \]

6.1 Hybrid System and Cosimulation

In this chapter, a class of non-linear non-autonomous hybrid system with continuous-time system states and discrete-time control states is considered. The motivation to use discrete-time control states lies in the digital implementation of the controllers of many practical systems. Instead of a continuous-time system and control state-space model, the use of a hybrid system state-space model allows for parallel computation of the system and control states, which can increase the speed of simulation. The hybrid system state-space model also improves the accuracy of the calculated states as it represents a model closer to the real model.

To optimize the gains of the controller of the aforementioned class of hybrid system, the following variational quadratic regulator problem is considered:

\[
\min_{\mathbf{K}} J(\mathbf{K}) = \sum_{k=0}^{N_t} L(x_c[k]) T_{sc} \\
\text{subject to } \frac{dx(t)}{dt} = f(x(t), u[k], t), \ kT_{sc} \leq t < (k+1)T_{sc}, \\
x_c[k] = g(x_c[k-1], x[k-1], K, k), \\
u_1[k] = h_1(x_c[k], K, k), \\
u_2[k] = h_2(u_1[k], x_c[k], K, k), \\
u[k] = h(u_1[k], u_2[k]).
\]

The constraints in the optimization problem in (6.1), that is (6.1b)-(6.1f), define the dynamics of the hybrid system. The optimization problem in (6.1) is solved using gradient-based optimization algorithms that require determination of the gradient of the cost function defined in (6.1). The gradient-based optimization algorithms also require an initial guess for the gains of the controller (the decision variable) that al-
allows stable operation of the system. Assuming a continuous-time system and control state-space model, the initial guess may be determined based on the application of Lyapunov analysis of singularly perturbed systems to the continuous-time state-space model. Typically, the discrete-time control states are obtained based on discretization of continuous-time control states, which may be used in the aforementioned continuous-time state-space model to determine the initial guess. The aforementioned method to determine the initial guess provides local exponential stability [76].

6.1.1 Gradient of Cost Function

**Assumptions 1** The optimization problem in (6.1) assumes the following:

1. \( L \) is twice continuously differentiable.

2. \( f \) is continuously differentiable in \( \mathbb{R}^n \times \Omega^u \) at any time \( t \).

3. \( g \) is continuously differentiable in \( \mathbb{R}^c \times \mathbb{R}^n \times \Omega^K \) for any \( k \).

4. \( h_1, h_2, \) and \( h \) are continuously differentiable in \( \mathbb{R}^c \times \Omega^K, \mathbb{R}^{u_1} \times \mathbb{R}^c \times \Omega^K, \) and \( \mathbb{R}^{u_1} \times \mathbb{R}^{u_2} \), respectively, for any \( k \).

**Lemma 1** Let \( K_1 \) and \( K_2 \) be two decision variables for the optimization problem in (6.1). Let the corresponding states of the system be \( x_{K_1}(t) \) and \( x_{K_2}(t) \), states of the controller be \( x_{c,K_1}[k] \) and \( x_{c,K_2}[k] \), and outputs of the controller be \( u_{K_1}[k] = h(u_{1,K_1}[k], u_{2,K_1}[k]) \) and \( u_{K_2}[k] = h(u_{1,K_2}[k], u_{2,K_2}[k]) \). Moreover, let

\[
\delta K = K_1 - K_2, \tag{6.2a}
\]

\[
\Delta x_{8K}(t) = x_{K_1}(t) - x_{K_2}(t), \tag{6.2b}
\]
\[ \Delta x_{c, K}[k] = x_{c, K_1}[k] - x_{c, K_2}[k], \quad (6.2c) \]
\[ \Delta u_{1, K}[k] = u_{1, K_1}[k] - u_{1, K_2}[k], \quad (6.2d) \]
\[ \Delta u_{2, K}[k] = u_{2, K_1}[k] - u_{2, K_2}[k], \quad (6.2e) \]
\[ \Delta u_{\delta K}[k] = u_{K_1}[k] - u_{K_2}[k]. \quad (6.2f) \]

Under the conditions that \( \Delta x_{0}(0) = \Delta x_{c, K}[0] = \Delta u_{1, K}[0] = \Delta u_{2, K}[0] = \Delta u_{\delta K}[0] = 0 \) and based on Assumptions 1, the following are true:

\[ \Delta x_{\delta K}(t) = O(\|\delta K\|) \quad \forall t, \quad (6.3a) \]
\[ \Delta x_{c, \delta K}[k] = O(\|\delta K\|) \quad \forall k, \quad (6.3b) \]
\[ \Delta u_{1, \delta K}[k] = O(\|\delta K\|) \quad \forall k, \quad (6.3c) \]
\[ \Delta u_{2, \delta K}[k] = O(\|\delta K\|) \quad \forall k, \quad (6.3d) \]
\[ \Delta u_{\delta K}[k] = O(\|\delta K\|) \quad \forall k, \quad (6.3e) \]

where \( O \) is defined by [77]

\[ l(x) = O(g(x)) \iff \exists K > 0, \delta > 0 : \text{if } \|x\| < \delta, \frac{\|l(x)\|}{|g(x)|} \leq K. \quad (6.4) \]

**Proof** Proof by induction. Given that \( \Delta x_{\delta K}(0) = \Delta x_{c, \delta K}[0] = \Delta u_{1, \delta K}[0] = \Delta u_{2, \delta K}[0] = \Delta u_{\delta K}[0] = 0 \) and Assumptions 1 is valid, then

\[ \Delta x_{\delta K}(t) = 0 \quad \forall t \in [0, T_{sc}], \quad (6.5a) \]
\[ \Delta x_{c, \delta K}[1] = J_{g}(K)|_{K_2} \cdot \delta K + o(\|\delta K\|) = O(\|\delta K\|), \quad (6.5b) \]
\[ \Delta u_{1, \delta K}[1] = J_{h_1}\left(x_{c, K_2}[1]\right) \cdot \Delta x_{c, \delta K}[1] + J_{h_1}(K)|_{K_2} \cdot \delta K \]
\[ + o(\|\Delta x_{c, \delta K}[1]\|) + o(\|\delta K\|) = O(\|\delta K\|), \quad (6.5c) \]
\[ \Delta u_{2,\delta K}[1] = J_{h_2}(u_1[k])|_{u_1,K_2[1]} \cdot \Delta u_{1,\delta K}[1] + J_{h_2}(x_c[k])|_{x_c,K_2[1]} \cdot \Delta x_{c,\delta K}[1] \]
\[ + J_{h_2}(K)|_{K_2} \cdot \delta K + o \left( \| \Delta x_{c,\delta K}[1] \| \right) + o \left( \| \Delta u_{1,\delta K}[1] \| \right) + o \left( \| \delta K \| \right) \]
\[ = O \left( \| \delta K \| \right) , \quad (6.5d) \]
\[ \Delta u_{\delta K}[1] = J_h(u_1[k])|_{u_1,K_2[1]} \cdot \Delta u_{1,\delta K}[1] + J_h(u_2[k])|_{u_2,K_2[1]} \cdot \Delta u_{2,\delta K}[1] \]
\[ + o \left( \| \Delta u_{1,\delta K}[1] \| \right) + o \left( \| \Delta u_{2,\delta K}[1] \| \right) \]
\[ = O \left( \| \delta K \| \right) , \quad (6.5e) \]

where \( o \) is defined by [77]
\[ l(x) = o(g(x)) \iff \lim_{x \to \theta} \frac{\| l(x) \|}{| g(x) |} = 0, \quad (6.6) \]
and \( J_g(K) \) is defined as the Jacobian of \( g \) with respect to \( K \). That is, the validity of the lemma for \( 0 \leq t \leq T_{sc} \) is shown in (6.5).

Next, assuming the lemma to be true for \( (k-1)T_{sc} \leq t \leq kT_{sc} \), the following are true:
\[ \Delta x_{\delta K}(t) = O \left( \| \delta K \| \right) \forall t \in [(k-1)T_{sc},kT_{sc}] , \quad (6.7a) \]
\[ \Delta x_{c,\delta K}[k] = O \left( \| \delta K \| \right) , \quad (6.7b) \]
\[ \Delta u_{1,\delta K}[k] = O \left( \| \delta K \| \right) , \quad (6.7c) \]
\[ \Delta u_{2,\delta K}[k] = O \left( \| \delta K \| \right) , \quad (6.7d) \]
\[ \Delta u_{\delta K}[k] = O \left( \| \delta K \| \right) . \quad (6.7e) \]

In the following few lines, the lemma is proved for \( kT_{sc} \leq t < (k+1)T_{sc} \). Since \( f \) is continuously differentiable on \( \mathbb{R}^n \times \Omega^u \), by Taylor’s theorem
\[ \frac{d \Delta x_{\delta K}}{dt} = f(x_{K_1},u_{K_1}[k],t) - f(x_{K_2},u_{K_2}[k],t) \]
\[ = J_f(x)|_{x_{K_2}} \Delta x_{\delta K} + J_f(u[k])|_{u_{K_2}[k]} \Delta u_{\delta K}[k] \]
\[ + o \left( \| \Delta x_{\delta K} \| \right) + o \left( \| \Delta u_{\delta K}[k] \| \right) . \quad (6.8) \]
Using
\[ o(∥\Delta x_\delta K∥) \subset O(∥\Delta x_\delta K∥) \Leftrightarrow o(∥\Delta x_\delta K∥) \leq L ∥\Delta x_\delta K∥, L \in \mathbb{R}, L > 0 \] (6.9)
in (6.8), the following is obtained:
\[
\frac{d\Delta x_\delta K}{dt} \leq \left( J_f(x)|_{x K_2} + L \right) \Delta x_\delta K + J_f(u[k])|_{u K_2[k]} \Delta u_\delta K[k] \\
+ o(∥\Delta u_\delta K[k]∥) \] (6.10)

Integrating (6.10) results in
\[
\Delta x_\delta K(t) \leq \Delta x_\delta K(kT_{sc}) + \int_{kT_{sc}}^{t} \Phi(t, \tau) B d\tau, \] (6.11a)
\[
B = \left( J_f(u[k])|_{u K_2[k]} \Delta u_\delta K[k] + o(∥\Delta u_\delta K[k]∥) \right). \] (6.11b)

where \( \Phi(t, \tau) \) is the state transition matrix corresponding to the matrix \( J_f(x)|_{x K_2} + L \). Based on (6.7) and (6.11), the following is deduced:
\[
\Delta x_\delta K(t) = O(∥\delta K∥), \forall t \in [kT_{sc}, (k+1)T_{sc}]. \] (6.12)

Since \( g \) is continuously differentiable on \( \mathbb{R}^c \times \Omega^K \), by Taylor’s theorem
\[
\Delta x_{c,\delta K}[k + 1] = J_g(x_c[k])|_{x_c,K_2[k]} \cdot \Delta x_{c,\delta K}[k] \\
+ J_g(x[k])|_{x K_2[k]} \cdot \Delta x_\delta K[k] + J_g(K)|_{K_2} \cdot \delta K \\
+ o(∥\Delta x_{c,\delta K}[k]∥) + o(∥\Delta x_\delta K[k]∥) + o(∥\delta K∥). \] (6.13)

Using \( o(y) \subset O(y), y \in \mathbb{R}, y > 0 \) in (6.13), and based on (6.7), the following is deduced:
\[
\Delta x_{c,\delta K}[k + 1] = O(∥\delta K∥). \] (6.14)
Using similar arguments on $\Delta u_{1,\delta K}[k+1]$, $\Delta u_{2,\delta K}[k+1]$, and $\Delta u_{\delta K}[k+1]$, the following results are obtained:

$$\Delta u_{1,\delta K}[k+1] = O(\|\delta K\|),$$  \hspace{1cm} (6.15a)

$$\Delta u_{2,\delta K}[k+1] = O(\|\delta K\|),$$  \hspace{1cm} (6.15b)

$$\Delta u_{\delta K}[k+1] = O(\|\delta K\|).$$  \hspace{1cm} (6.15c)

Equations (6.12), (6.14), and (6.15) prove the lemma for $kT_{sc} \leq t \leq (k+1)T_{sc}$. This completes the proof of Lemma 1 by induction.

**Theorem 6.1.1** Based on Assumption 1 and Lemma 1, the gradient of the total cost of the optimization problem in (6.1), may be defined as

$$\nabla_K J = \sum_{k=0}^{N_T} \left( \frac{d\mathbf{x}_c[k]}{d\mathbf{K}} \right)^T \left( \nabla_{\mathbf{x}_c[k]} L \right) T_{sc},$$  \hspace{1cm} (6.16)

where

$$\frac{d}{dt} \left( \frac{dx(t)}{d\mathbf{K}} \right) = J_f(x) \frac{dx(t)}{d\mathbf{K}} + J_f(u[k]) \frac{du[k]}{d\mathbf{K}}, \hspace{1cm} kT_{sc} \leq t < (k+1)T_{sc},$$  \hspace{1cm} (6.17a)

$$\frac{dx_c[k]}{d\mathbf{K}} = J_g(x_c[k-1]) \frac{dx_c[k-1]}{d\mathbf{K}} + J_g(x[k-1]) \frac{dx[k-1]}{d\mathbf{K}} + J_g(\mathbf{K}),$$  \hspace{1cm} (6.17b)

$$\frac{du_1[k]}{d\mathbf{K}} = J_{h_1}(x_c[k]) \frac{dx_c[k]}{d\mathbf{K}} + J_{h_1}(\mathbf{K}),$$  \hspace{1cm} (6.17c)

$$\frac{du_2[k]}{d\mathbf{K}} = J_{h_2}(u_1[k]) \frac{du_1[k]}{d\mathbf{K}} + J_{h_2}(x_c[k]) \frac{dx_c[k]}{d\mathbf{K}} + J_{h_2}(\mathbf{K}),$$  \hspace{1cm} (6.17d)

$$\frac{du[k]}{d\mathbf{K}} = J_{h}(u_1[k]) \frac{du_1[k]}{d\mathbf{K}} + J_{h}(u_2[k]) \frac{du_2[k]}{d\mathbf{K}},$$  \hspace{1cm} (6.17e)

and $J$ is the Jacobian matrix.

**Proof** The gradient of the total cost function of (6.1) is given by

$$\nabla_K J = \left( \frac{\partial J}{\partial K_1} \frac{\partial J}{\partial K_2} \ldots \frac{\partial J}{\partial K_K} \right)^T,$$  \hspace{1cm} (6.18a)

$$\mathbf{K} = \left( K_1 \ K_2 \ldots \ K_K \right)^T,$$  \hspace{1cm} (6.18b)
The derivation of $\frac{\partial J}{\partial K_1}$ is shown here and it can be easily extended to any $\frac{\partial J}{\partial K_i}$, $i \in \{2, 3, \ldots, K\}$.

Let

$$\Delta J_{\delta K_1} = J(K_1) - J(K_2)$$

$$= \sum_{k=0}^{N_t} (L(x_{c,K_1+\delta K_1}[k]) - L(x_{c,K_1}[k])) T_{sc}, \quad (6.19)$$

where $K_1 = (K_1 + \delta K_1 \ K_2 \ \ldots \ K_K)^T$, $K_2 = (K_1 \ K_2 \ \ldots \ K_K)^T$, $\delta K_1 > 0$, and $x_{c,K_1+\delta K_1}$ and $x_{c,K_1}$ are the corresponding states of the control system. Then, by mean value theorem, (6.19) is modified to

$$\Delta J_{\delta K_1} = \sum_{k=0}^{N_t} \frac{\partial L}{\partial x_c}(x_{c,K_1}[k] + s[k] \Delta x_{c,\delta K_1}[k]) \Delta x_{c,\delta K_1}[k] T_{sc}, \quad (6.20a)$$

$$\Delta x_{c,\delta K_1}[k] = x_{c,K_1+\delta K_1}[k] - x_{c,K_1}[k], \quad (6.20b)$$

where $s[k] \in (0, 1)$. Since $L$ is twice continuous differentiable,

$$\left\| \frac{\partial L}{\partial x_c}(x_{c,K_1}[k] + s[k] \Delta x_{c,\delta K_1}[k]) - \frac{\partial L}{\partial x_c}(x_{c,K_1}[k]) \right\| \leq K' \left\| \Delta x_{c,\delta K_1}[k] \right\|, K' > 0. \quad (6.21)$$

Using Lemma 1 in (6.21), the following is obtained:

$$\left\| \left( \frac{\partial L}{\partial x_c}(x_{c,K_1}[k] + s[k] \Delta x_{c,\delta K_1}[k]) - \frac{\partial L}{\partial x_c}(x_{c,K_1}[k]) \right) \Delta x_{c,\delta K_1}[k] \right\|$$

$$\leq K' \left\| \Delta x_{c,\delta K_1}[k] \right\|^2 \leq K'' \delta K_1^2, K'' > 0. \quad (6.22)$$

Based on (6.20a) and (6.22), the following is obtained:

$$\Delta J_{\delta K_1} = \sum_{k=0}^{N_t} \frac{\partial L}{\partial x_c}(x_{c,K_1}[k]) \Delta x_{c,\delta K_1}[k] T_{sc} + o(\delta K_1). \quad (6.23)$$
Based on (6.1) and (6.20b), the following is deduced:

\[
\lim_{\delta K_1 \to 0} \frac{\Delta J_{\delta K_1}}{\delta K_1} = \frac{\partial J}{\partial K_1}
= \sum_{k=0}^{N_c} \frac{\partial L}{\partial x_c[k]} \Delta x_c[k] T_{sc}.
\]  

(6.24)

Based on (6.1) and (6.20b), the following is deduced:

\[
\frac{d\Delta x_{\delta K_1}(t)}{dt} = \frac{d\left(x_{K_1+\delta K_1}(t) - x_{K_1}(t)\right)}{dt}
= f\left(x_{K_1+\delta K_1}, u_{K_1+\delta K_1}[k], t\right) - f\left(x_{K_1}, u_{K_1}[k], t\right), \; kT_{sc} \leq t < (k+1)T_{sc},
\]  

(6.25a)

\[
\Delta x_{c,\delta K_1}[k] = g\left(x_{c,K_1+\delta K_1}[k-1], x_{K_1+\delta K_1}[k-1], \mathbf{K}_1, k\right)
- g\left(x_{c,K_1}[k-1], x_{K_1}[k-1], \mathbf{K}_2, k\right),
\]  

(6.25b)

\[
\Delta u_{1,\delta K_1}[k] = u_{1,K_1+\delta K_1}[k] - u_{1,K_1}[k]
= h_1\left(x_{c,K_1+\delta K_1}[k], \mathbf{K}_1, k\right) - h_1\left(x_{c,K_1}[k], \mathbf{K}_2, k\right),
\]  

(6.25c)

\[
\Delta u_{2,\delta K_1}[k] = u_{2,K_1+\delta K_1}[k] - u_{2,K_1}[k]
= h_2\left(u_{1,K_1+\delta K_1}[k], x_{c,K_1+\delta K_1}[k], \mathbf{K}_1, k\right) - h_2\left(u_{1,K_1}[k], x_{c,K_1}[k], \mathbf{K}_2, k\right),
\]  

(6.25d)

\[
\Delta u_{\delta K_1}[k] = u_{K_1+\delta K_1}[k] - u_{K_1}[k]
= h\left(u_{1,K_1+\delta K_1}[k], u_{2,K_1+\delta K_1}[k]\right) - h\left(u_{1,K_1}[k], u_{2,K_1}[k]\right).
\]  

(6.25e)

Since \( f, g, h_1, h_2, \) and \( h \) are continuously differentiable in \( \mathbb{R}^n \times \Omega^u, \mathbb{R}^c \times \mathbb{R}^n \times \Omega^K, \mathbb{R}^c \times \Omega^K, \Omega^u_1 \times \mathbb{R}^c \times \Omega^K, \) and \( \Omega^u_1 \times \Omega^u_2, \) respectively, by Taylor’s theorem,

\[
\frac{d\Delta x_{\delta K_1}(t)}{dt} = J_f\left(x_{K_1}\right) \Delta x_{\delta K_1}(t) + J_f\left(u[k]\right) \Delta u_{\delta K_1}[k]
+ o(||\Delta x_{\delta K_1}||) + o(||\Delta u_{\delta K_1}[k]||), \; kT_{sc} \leq t < (k+1)T_{sc},
\]  

(6.26a)
With \( \Delta \) Lemma 1, the following results are obtained:

\[
\begin{align*}
\Delta x_{c,\delta K_1}[k] &= J_g(x_c[k-1]) \| x_{c,K_1[k-1]} \| \Delta x_{c,\delta K_1}[k-1] \\
& \quad + J_g(x[k-1]) \| x_{K_1[k-1]} \| \Delta x_{\delta K_1}[k-1] + J_g(K_1) \delta K_1 \\
& \quad + o(\| \Delta x_{c,\delta K_1}[k] \|) + o(\| \Delta x_{\delta K_1}[k] \|) + o(\delta K_1),
\end{align*}
\]

(6.26b)

\[
\begin{align*}
\Delta u_{1,\delta K_1}[k] &= J_{h_1}(x_c[k]) \| x_{c,K_1[k]} \| \Delta x_{c,\delta K_1}[k] + J_{h_1}(K_1) \delta K_1 \\
& \quad + o(\| \Delta x_{c,\delta K_1}[k] \|) + o(\delta K_1),
\end{align*}
\]

(6.26c)

\[
\begin{align*}
\Delta u_{2,\delta K_1}[k] &= J_{h_2}(u_1[k]) \| u_{1,K_1[k]} \| \Delta u_{1,\delta K_1}[k] + J_{h_2}(x_c[k]) \| x_{c,K_1[k]} \| \Delta x_{c,\delta K_1}[k] \\
& \quad + J_{h_2}(K_1) \delta K_1 + o(\| \Delta x_{c,\delta K_1}[k] \|) + o(\| \Delta u_{1,\delta K_1}[k] \|) + o(\delta K_1),
\end{align*}
\]

(6.26d)

\[
\begin{align*}
\Delta u_{\delta K_1}[k] &= J_h(u_1[k]) \| u_{1,K_1[k]} \| \Delta u_{1,\delta K_1}[k] + J_h(u_2[k]) \| u_{2,K_1[k]} \| \Delta u_{2,\delta K_1}[k] \\
& \quad + o(\| \Delta u_{1,\delta K_1}[k] \|) + o(\| \Delta u_{2,\delta K_1}[k] \|).
\end{align*}
\]

(6.26e)

With \( \Delta x_{\delta K_1}(0) = \Delta x_{c,\delta K_1}[0] = \Delta u_{1,\delta K_1}[0] = \Delta u_{2,\delta K_1}[0] = \Delta u_{\delta K_1}[0] = 0 \) and using Lemma 1, the following results are obtained:

\[
\begin{align*}
\| \Delta x_{\delta K_1}(t) \| &\leq K'''' \delta K_1, \forall t \in [(k - 1)T_{sc}, kT_{sc}], \forall k, K'''' > 0, \\
\| \Delta x_{c,\delta K_1}[k] \| &\leq K'''' \delta K_1, \forall k, K'''' > 0, \\
\| \Delta u_{1,\delta K_1}[k] \| &\leq K'''' \delta K_1, \forall k, K'''' > 0, \\
\| \Delta u_{2,\delta K_1}[k] \| &\leq K'''' \delta K_1, \forall k, K'''' > 0, \\
\| \Delta u_{\delta K_1}[k] \| &\leq K'''' \delta K_1, \forall k, K'''' > 0.
\end{align*}
\]

(6.27a) - (6.27e)

Based on (6.26) and (6.27), the following are obtained:

\[
\begin{align*}
\frac{d\Delta x_{\delta K_1}(t)}{dt} &= J_f(x) \| x_{K_1(t)} \| \Delta x_{\delta K_1}(t) + J_f(u[k]) \| u_{K_1[k]} \| \Delta u_{\delta K_1}[k] + o(\delta K_1), \\
& \quad kT_{sc} \leq t < (k + 1)T_{sc},
\end{align*}
\]

(6.28a)

\[
\begin{align*}
\Delta x_{c,\delta K_1}[k] &= J_g(x_c[k-1]) \| x_{c,K_1[k-1]} \| \Delta x_{c,\delta K_1}[k-1] \\
& \quad + J_g(x[k-1]) \| x_{K_1[k-1]} \| \Delta x_{\delta K_1}[k-1] + J_g(K_1) \delta K_1 + o(\delta K_1),
\end{align*}
\]

(6.28b)
\[ \Delta u_{1,\delta K_1}[k] = J_{h_1}(x_c[k]) \Delta x_{c,\delta K_1}[k] + J_{h_1}(K_1) \delta K_1 + o(\delta K_1), \quad (6.28c) \]
\[ \Delta u_{2,\delta K_1}[k] = J_{h_2}(u_1[k]) \Delta u_{1,\delta K_1}[k] + J_{h_2}(x_c[k]) \Delta x_{c,\delta K_1}[k] \]
\[ + J_{h_2}(K_1) \delta K_1 + o(\delta K_1), \quad (6.28d) \]
\[ \Delta u_{\delta K_1}[k] = J_h(u_1[k]) \Delta u_{1,\delta K_1}[k] + J_h(u_2[k]) \Delta u_{2,\delta K_1}[k] + o(\delta K_1). \quad (6.28e) \]

Dividing (6.28) by \( \delta K_1 \) and applying the limiting case of \( \delta K_1 \to 0 \) in (6.28) results in

\[ \frac{d}{dt} \left( \frac{dx(t)}{dK_1} \right) = J_f(x) \frac{dx}{dK_1} + J_f(u[k]) \frac{du[k]}{dK_1}, \quad kT_{sc} \leq t < (k + 1)T_{sc}, \quad (6.29a) \]
\[ \frac{dx_c[k]}{dK_1} = J_g(x_c[k-1]) \frac{dx_c[k-1]}{dK_1} + J_g(x[k-1]) \frac{dx[k-1]}{dK_1} + J_g(K_1) \quad (6.29b) \]
\[ \frac{du_1[k]}{dK_1} = J_{h_1}(x_c[k]) \frac{dx_c[k]}{dK_1} + J_{h_1}(K_1), \quad (6.29c) \]
\[ \frac{du_2[k]}{dK_1} = J_{h_2}(u_1[k]) \frac{du_1[k]}{dK_1} + J_{h_2}(x_c[k]) \frac{dx_c[k]}{dK_1} + J_{h_2}(K_1), \quad (6.29d) \]
\[ \frac{du[k]}{dK_1} = J_h(u_1[k]) \frac{du_1[k]}{dK_1} + J_h(u_2[k]) \frac{du_2[k]}{dK_1}. \quad (6.29e) \]

For the sake of generalization, the subscript \( K_1 \) has been dropped in all the variables in (6.29). Expressions similar to (6.24) and (6.29) may be obtained for any \( K_i, i \in \{2, 3, ..., K\} \). Combination of aforementioned expressions for any \( K_i \) leads to (6.16) and (6.17).

### 6.1.2 Gradient-based Cosimulation

The algorithm used to solve the optimization problem of (6.1) is based on the gradient-descent algorithm, summarized as:

**Step-1** Initialize the decision variable \( K^1 \) based on the Lyapunov analysis of singularly perturbed systems, as discussed earlier. Set a counter \( i = 1 \).
Step-2 Set the initial values of the states of the system \( x(0) \), states of the controller \( x_c[0] \), and outputs of the controller \( u_1[0] \) and \( u_2[0] \). Set the initial values of \( \frac{dx(t)}{dK}, \frac{dx_c[k]}{dK} \), and \( \frac{du[k]}{dK} \). Set a counter \( k = 0 \). Set \( J^i = 0 \) and \( \nabla_K J^i = 0 \).

Step-3 Using the decision variable \( K^i \), perform the following tasks:

Step-3a Simulate the states of the system \( x(t) \) given by (6.1b) for \( kT_{sc} \leq t < (k+1)T_{sc} \). Simultaneously, simulate \( \frac{dx(t)}{dK} \) during the control period based on (6.17a).

Step-3b In parallel, evaluate the states of the controller \( x_c[k] \) and outputs of the controller \( u_1[k], u_2[k], \) and \( u[k] \) given by (6.1c)-(6.1f), respectively, in the present control period. Moreover, evaluate \( \frac{dx_c[k]}{dK}, \frac{du_1[k]}{dK}, \frac{du_2[k]}{dK} \), and \( \frac{du[k]}{dK} \) given by (6.17b)-(6.17e), respectively, in the present control period.

Step-4 Evaluate the cost function \( L \) and gradient of the cost function \( \nabla_{x_c[k]} L \) in the present control period. Using the cost function, increment the existing total cost \( J^i \) based on (6.1a). Similarly, utilizing the gradient of the cost function, increment the gradient of the total cost \( \nabla_K J^i \) based on (6.16).

Step-5 Increment \( k \) by one and repeats steps 3-5 until \( t = N_tT_{sc} \).

Step-6 If \( \nabla_K J^i < \epsilon_0 \), stop. Otherwise, reinitialize \( K^{i+1} = K^i - \alpha \nabla_K J^i \), increment \( i \) by one, and repeat steps 2-6.

In the aforementioned algorithm, \( \alpha \) and \( \epsilon_0 \) are the gradient-descent algorithm parameters that are chosen based on the accuracy and convergence rate required in the algorithm [77].

6.2 Application to The MMC System

Application of the aforementioned gradient-based cosimulation algorithm to optimize the controller gains of an MMC system requires a continuous-time state-space
model to describe the dynamics of the states of the MMC and a discrete-time state-space model of the control system. The continuous-time state-space model to accurately predict the dynamics of the states of the MMC is given by the advanced MMC state-space model in (3.35). However, the tangent to the state trajectory function in (3.35) is not continuously differentiable in \( \mathbb{R}^n \times \Omega^u \) due to the presence of \( \text{sgn} \) and absolute value functions. Thus, it does not satisfy the properties described in Assumptions 1. To satisfy the Assumptions 1, the following approximations are made to the tangent to the state trajectory function in (3.35):

\[
\text{sgn} (b) \approx \tan^{-1} \left( \frac{b}{\epsilon} \right), \tag{6.30a}
\]

\[
|b| = b \cdot \text{sgn} (b) \approx b \cdot \tan^{-1} \left( \frac{b}{\epsilon} \right), \tag{6.30b}
\]

where \( b \) is the variable and \( \epsilon \) is chosen so as to enhance the simulation accuracy while avoiding simulation jitters.

The control system to control the MMC in variable-frequency operations is described by (4.3) and (5.29). The aforementioned control system is implemented through the standard Runge-Kutta order-4 discretization that yields (6.1c)-(6.1f) with

\[
\begin{align*}
\mathbf{u}_1 &= \mathbf{m}_{abc}, \tag{6.31a} \\
\mathbf{u}_2 &= \mathbf{m}_{\text{circ,abc}}, \tag{6.31b} \\
\mathbf{u} &= \left( \mathbf{m}_{p,abc} \quad \mathbf{m}_{n,abc} \right)^T, \tag{6.31c} \\
\mathbf{x}_c &= \left( \mathbf{x}_{c1} \quad \frac{d}{dt} \left( 0.5 \mathbf{v}^\Sigma_{c,abc} \right) \quad \mathbf{i}_{\text{circ,abc}} \quad \frac{d}{dt} \mathbf{i}_{\text{circ,abc}} \right)^T, \tag{6.31d} \\
\mathbf{x}_{c1} &= \left( \int T \left( \mathbf{i}_{\text{abc,ref}} - \mathbf{i}_{abc} \right) \quad \mathbf{i}_{abc} \quad \frac{d}{dt} \mathbf{i}_{abc} \quad 0.5 \mathbf{v}^\Sigma_{c,abc} \right)^T. \tag{6.31e}
\end{align*}
\]
and the forms of $g$, $h_1$, and $h_2$ are based on the Runge-Kutta discretization of (4.3) and (5.29). The form of $h$ is given by (3.1). The decision variable $K$ in the variable-frequency operation of MMC is given by

$$K = \begin{pmatrix} K_p & K_i & K_{p1} & K_{p2} \end{pmatrix}^T.$$  \hspace{1cm} (6.32)

The control system used to control the MMC in fixed-frequency operations is described by (4.3) and (4.20). The aforementioned control system is implemented through the standard Runge-Kutta order-4 discretization that yields (6.1c)-(6.1f) with

\begin{align*}
\mathbf{u}_1 &= \mathbf{m}_{abc}, \quad \tag{6.33a} \\
\mathbf{u}_2 &= \mathbf{m}_{\text{circ},abc}; \quad \tag{6.33b} \\
\mathbf{u} &= \begin{pmatrix} \mathbf{m}_{p,abc} & \mathbf{m}_{n,abc} \end{pmatrix}^T, \quad \tag{6.33c} \\
\mathbf{x}_c &= \begin{pmatrix} \mathbf{x}_{c1} & \mathbf{x}_{c2} & \mathbf{x}_{c3} & \mathbf{x}_{c4} \end{pmatrix}^T; \quad \tag{6.33d} \\
\mathbf{x}_{c1} &= \begin{pmatrix} \int T \left( \hat{i}_{abc,\text{ref}} - \hat{i}_{abc} \right) & \hat{i}_{abc} \frac{d\hat{i}_{abc}}{dt} & 0.5\hat{v}_{\Sigma,c,abc} \end{pmatrix}^T, \quad \tag{6.33e} \\
\mathbf{x}_{c2} &= \begin{pmatrix} 0.5\hat{v}_{\Sigma,c,abc,f} & \frac{d\left(0.5\hat{v}_{\Sigma,c,abc,f}\right)}{dt} & \hat{i}_{\text{circ},abc} & \frac{d\hat{i}_{\text{circ},abc}}{dt} \end{pmatrix}^T, \quad \tag{6.33f} \\
\mathbf{x}_{c3} &= \begin{pmatrix} \mathbf{y}_{1,abc} & \frac{d\mathbf{y}_{1,abc}}{dt} \mathbf{y}_{2,abc} & \frac{d\mathbf{y}_{2,abc}}{dt} \hat{i}_{\text{circ},abc,\text{ref},uf2} \end{pmatrix}^T, \quad \tag{6.33g} \\
\mathbf{x}_{c4} &= \begin{pmatrix} \frac{d\hat{i}_{\text{circ},abc,\text{ref},uf2}}{dt} \hat{i}_{\text{circ},abc,\text{ref}} \frac{d\hat{i}_{\text{circ},abc,\text{ref}}}{dt} \end{pmatrix}^T. \quad \tag{6.33h}
\end{align*}

and the forms of $g$, $h_1$, and $h_2$ are based on the Runge-Kutta discretization of (4.3) and (4.20). The form of $h$ is given by (3.1). The decision variable $K$ in the fixed-frequency operation of MMC is given by

$$K = \begin{pmatrix} K_p & K_i & K_{p1} & K_{i1} & K_{p2} & K_{i2} & K_{pv} \end{pmatrix}^T. \quad \hspace{1cm} (6.34)$$
The initial value of the decision variables in the fixed-frequency and variable-frequency operation of the MMC are determined based on the design procedure described in Chapters 4 and 5, respectively.
7. EXPERIMENTAL RESULTS

In this chapter, experimental results are provided to (i) verify the developed MMC models, (ii) substantiate the performance of the proposed modulation strategy, and (iii) validate the performance of the proposed control systems for fixed-frequency and variable-frequency operations of the MMC.

7.1 Hardware Prototype

An overview of the hardware prototype is provided in this section that includes details on the design and development of a 2 kVA laboratory-scale prototype of MMC and the implementation of the control system in OP5600 system of Opal-RT.

7.1.1 Design of the MMC Prototype

The design of the MMC involves the determination of the number of SMs in each arm, size of the SM capacitor, size of the inductor, and the voltage/current rating of the IGBTs/diodes used in the half-bridge. The number of SMs in each arm is determined based on the ac-side current/voltage total harmonic distortion (THD) requirements. In the prototype developed, the number of SMs in each arm is set to 4. The size of the SM capacitor is determined based on the constraints on its voltage ripple. The voltage ripple on the SM capacitor is given by (5.4). Substituting for

\[ I_o = \frac{4P_n}{3mV_{dc} \cos(\phi)} \]  \hspace{1cm} (7.1)
Table 7.1.
MMC Design

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>2 kVA</td>
</tr>
<tr>
<td>Nominal net dc voltage $V_{dc}$</td>
<td>200 V</td>
</tr>
<tr>
<td>$L_o$</td>
<td>2.2 mH</td>
</tr>
<tr>
<td>SM capacitance $C_{SM}$</td>
<td>1.41 mF</td>
</tr>
<tr>
<td>Number of SMs per arm $N$</td>
<td>4</td>
</tr>
</tbody>
</table>

in (5.4) and given a voltage ripple $\delta v_{c,pp,op}$ under the rated operating conditions of the MMC, the size of the SM capacitor is given by

$$C_{SM} = \frac{2P_n}{3mV_{dc}\omega \cos(\phi) \delta v_{c,pp,op}} \left(1 - \left(\frac{m \cos(\phi)}{2}\right)^2\right)^{\frac{3}{2}}, \quad (7.2)$$

where $P_n$ is the nominal power. With a 10% voltage ripple, 200 V dc link voltage, $m = 0.9$ at rated operating conditions, and $\cos(\phi) = 0.95$ results in $C_{SM} = 1.53$ mF. Based on the electrolytic capacitors available in the market, $C_{SM} = 1.41$ mF is chosen. The inductor is sized based on the limits imposed on the high-frequency ripple of the arm currents [78]. The inductor is sized as $L_o = 2.2$ mH. The voltage across the inductor may contain switching frequency harmonics due to the circulating current control strategies. Therefore, to minimize the stray inductances at high frequencies, an air-core inductor is used. The half-bridge circuit in the SMs are implemented using IXYS FII40-06D that allow sufficiently high device current and blocking voltage to allow the operation of a 10 kVA MMC prototype. The design of the MMC is summarized in Table 7.1.

### 7.1.2 Sensing Circuits

Each arm of the MMC has a current sensor and each SM has a voltage sensor to measure its capacitor voltage. Hall effect-based LEM voltage/current sensors that
provide isolation and have a bandwidth of 50 kHz, are used. A resistor $R_p = 20 \, \text{k}\Omega$ is used as the measuring resistance in the primary side of the voltage sensor. The measured signals from the sensors are filtered using simple RC networks to remove the high-frequency noise in the range of 1 MHz or higher that were noticed during the experiments.

### 7.1.3 Development of the MMC Prototype

Based on the designed MMC and the required sensing circuits, PCBs are designed for each SM and for each inductor. The SM board consists of the half-bridge, capacitor(s), gate-drive circuit, and the capacitor-voltage sensor circuit. The inputs to the gate-drive circuit include two digital signals: (i) status of the upper switch, and (ii) shutdown signal. The shutdown signal is implemented for emergency shutdown using the software that will be explained in detail in Section 7.1.5. Upon inversion of the status of the upper switch, the status of the lower switch is obtained. The gate-drive circuit introduces a dead-time delay in the gating signals of the upper and lower switches using an RC network. It also optically isolates the gating signals. Isolation is necessary due to the cascaded structure of the topology that require floating local references. The floating local references are produced with the help of isolated dc-dc converters. The implementation of the gate-drive circuit is summarized in Fig. 7.1. The inductor board consists of the arm inductor and the current sensor circuit. The SM board and the MMC prototype are shown in Fig. 7.2.

### 7.1.4 Three-phase Load

The load considered in the experimental case studies include a resistor-inductor (RL) load and a permanent magnet synchronous machine (PMSM).
The control system of the MMC is implemented in one of the cores of OP5600 of Opal-RT. The implementation also uses the Spartan 3 FPGA present in OP5600. The main processing unit, consisting of one of the cores of OP5600, implements the current and voltage controllers, SM modulation index generator, and SM capacitor voltage balancing algorithm. The inputs to the main processing unit are the processed voltage and current signals from the FPGA and the user input signals from the host.
computer. The outputs of the main processing unit are the individual SM modulation indices that are fed as input to the FPGA.

The inputs to the control system of the MMC include the measured SM capacitor voltages and arm currents that are interfaced to the main processing unit through the analog-to-digital converters (A/Ds) and the FPGA. The outputs of the control system include the status of the upper switch of each SM and the shutdown signal that are produced in the FPGA. The status of the upper switch of each SM is produced in the FPGA based on the corresponding individual SM modulation index. The shutdown signal is activated when either the measured voltage or current exceeds a pre-set value. The pre-set value is based on the rating of the half-bridges, the capacitors, and the inductors. The structure of the controller architecture is summarized in Fig. 7.3.
7.2 MMC Model Validation

The MMC models developed in Chapter 3 are validated with experimental results on the developed MMC system, which feeds (i) an RL load with resistance $R_{\text{load}} = 8 \, \Omega$ and inductance $L_{\text{load}} = 1.1 \, \text{mH}$, and (ii) PMSM load. The parameters of the MMC system and PMSM load are listed in Tables 7.2 and 7.3, respectively. The resistor $R_o$ is determined by measuring the ESR of the inductor. The capacitor $C_{\text{SM}}$ is estimated from the datasheet based on the frequency of its current ripple. The IGBT/diode voltage drop and resistance are obtained from their respective datasheets. The dead-
### Table 7.2.
MMC Parameters

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_o$</td>
<td>800 mΩ</td>
</tr>
<tr>
<td>Estimated SM capacitance $C_{SM}$</td>
<td>1.24 mF</td>
</tr>
<tr>
<td>IGBT voltage drop</td>
<td>1.05 V</td>
</tr>
<tr>
<td>IGBT resistance</td>
<td>33.33 mΩ</td>
</tr>
<tr>
<td>Diode voltage drop</td>
<td>0.95 V</td>
</tr>
<tr>
<td>Diode resistance</td>
<td>20 mΩ</td>
</tr>
<tr>
<td>Dead-time $t_d$</td>
<td>1 us</td>
</tr>
<tr>
<td>Carrier frequency $f_c$</td>
<td>9 kHz</td>
</tr>
<tr>
<td>Sampling time $f_s = \frac{1}{T_s}$</td>
<td>9 kHz</td>
</tr>
</tbody>
</table>

7.2.1 Case Study-I

The simulation results (based on the advanced MMC state-space model) and the experimental results for the aforementioned MMC system with $i_{q, \text{ref}} = 9.5$ A, $i_{d, \text{ref}} = 0$ A, and $f = 60$ Hz is shown in Fig. 7.4. The phase-$a$ ac-side current, circulating current, and upper- and lower-arm SM capacitor voltages are shown in Figs. 7.4(a)-
As shown in the figures, the simulation results closely follow the experimental results for all the MMC states.

To quantify the corresponding differences, the normed errors between the simulation and experimental results are listed in Table 7.4. Two different MMC models are
considered: (i) advanced MMC state-space model, and (ii) approximate MMC state-space model. As may be noticed from the table, compared with the approximate model, the advanced MMC state-space model improves the accuracy of the simulated states of the MMC system.

While the time taken to simulate 5 s of the aforementioned MMC system using the advanced MMC state-space model is 268 s, the time taken to simulate the same duration of the aforementioned MMC system using a detailed MMC model in PSCAD/EMTDC is 1181 s. That is, the advanced MMC state-space model is around 4 times faster than the detailed model, while capturing the essential details.

For a step change in the ac-side $q$-axis current reference from $i_{q, \text{ref}} = 9.5$ A to $i_{q, \text{ref}} = 4$ A, the simulation and experimental results are shown in Fig. 7.5. The simulation is performed using the advanced MMC state-space model. The step change happens at $t = 5.238$ s. The remarkable qualitative similarity for all the states of the MMC system between the simulation and experimental results is noticed in Fig. 7.5.

### Table 7.4.

**Accuracy Comparison**

<table>
<thead>
<tr>
<th>Model</th>
<th>Errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$i_a$</td>
</tr>
<tr>
<td>Advanced MMC state-space model</td>
<td>0.7762</td>
</tr>
<tr>
<td>Approximate MMC state-space model</td>
<td>1.0687</td>
</tr>
</tbody>
</table>

### Table 7.5.

**PWM & Capacitor Voltage Balancing Algorithm Parameters**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency $f_c$</td>
<td>9 kHz</td>
</tr>
<tr>
<td>Sampling time $f_s = \frac{1}{T_s}$</td>
<td>9 kHz</td>
</tr>
<tr>
<td>$N_{\text{shift}}$</td>
<td>6</td>
</tr>
<tr>
<td>Capacitor voltage &amp; arm current sampling time $f_{s, \text{cap}} = \frac{1}{T_{s, \text{cap}}}$</td>
<td>1.8 kHz</td>
</tr>
</tbody>
</table>
Fig. 7.5. MMC experimental and simulation waveforms for a step change in ac-side $q$-axis current reference: (a) phase-$a$ ac-side current, (b) phase-$a$ circulating current, (c) phase-$a$ upper-arm SM capacitor voltage, and (d) phase-$a$ lower-arm SM capacitor voltage.

7.2.2 Case Study-II

The simulation and experimental results of the MMC-based PMSM-drive with a change in torque from $T_{e,ref} = -2$ Nm to $T_{e,ref} = -1$ Nm at $\omega_{rm} = -480$ rpm
Fig. 7.6. MMC experimental and simulation waveforms for a step change in ac-side $q$-axis current reference: (a) phase-$a$ ac-side current, (b) phase-$a$ circulating current, (c) phase-$a$ upper-arm SM capacitor voltage, and (d) phase-$a$ lower-arm SM capacitor voltage.

are shown in Fig. 7.6. The simulation is performed using the advanced MMC state-space model and the mechanical dynamics of the PMSM obtained from experimental results. The phase-$a$ ac-side current, circulating current, and upper- and lower-arm
SM capacitor voltages are shown in Figs. 7.6(a)-(d), respectively. As shown in the figures, the simulation results closely follow the experimental results for all the MMC states.

7.3 Proposed Modulation Strategy

This section validates the performance of the proposed modulation strategy through experimental results of a study MMC system. The study MMC system comprises a three-phase RL load with \( R_{\text{load}} = 25 \, \Omega \) and \( L_{\text{load}} = 40 \, \text{mH} \) connected to the developed MMC. The parameters of the DPWM strategy are listed in Table 7.5.

The experimental results of the study MMC system with peak phase current of 2 A and ac-side frequency of 60 Hz are shown in Fig. 7.7. The phase currents of the MMC are shown in Fig. 7.7(a). The line-to-line voltage \( v_{ab} \) of the MMC is shown in Fig. 7.7(b). As expected, the line-to-line voltage exhibits a seven-level voltage waveform. The phase-\( a \) SM capacitor voltages of the MMC are shown in Fig. 7.7(c). The average and peak-to-peak values of the SM capacitor voltages are 50 V and 4 V, respectively. The phase-\( a \) arm currents are shown in Fig. 7.7(d). The experimental results show the successful operation of the proposed modulation strategy.

The state of the SMs in an MMC can be determined by the state of the switches \( S_{yk1,j}, y \in \{p,n\}, k \in \{1,2,..,N\}, j \in \{a,b,c\} \). The switching signals, \( S_{pk1,a} \) and \( S_{nk1,a} \), are shown in Fig. 7.8. The switching signals show that the simultaneous switching of the devices is largely limited and only one switching transition occurs at any instant, except for two instances within a fundamental cycle when two switches change their states. The advantage of this type of switching strategy over the conventional strategies is the reduced EMI and reduced number of unnecessary switching transitions due to the SM capacitor voltage balancing algorithm, thereby reducing the switching losses.
Fig. 7.7. MMC experimental waveforms with the proposed modulation strategy for a peak ac-side current of 2 A and $f = 60$ Hz: (a) phase currents, (b) line-to-line voltage $v_{ab}$, (c) phase-a SM capacitor voltages of MMC, and (d) phase-a arm currents of MMC.
Fig. 7.8. The experimental switching signals to phase-\(a\) SMs for a peak ac-side current of 2 A and \(f = 60\) Hz: (a) \(S_{p_{11,a}}\), (b) \(S_{p_{21,a}}\), (c) \(S_{p_{31,a}}\), (d) \(S_{p_{41,a}}\), (e) \(S_{n_{11,a}}\), (f) \(S_{n_{21,a}}\), (g) \(S_{n_{31,a}}\), and (h) \(S_{n_{41,a}}\).

### 7.4 Comparison of the Proposed Strategies for Low-Frequency Operation of the MMCs

The performance of the proposed strategies for low-frequency operation of the MMCs is verified through experiments on the developed MMC prototype with a PMSM and inductor load. The parameters of the PMSM and inductor load and the DPWM strategy are listed in Tables 7.6 and 7.7, respectively. Three case studies are presented in this section: (a) steady-state performance to validate the superiority of the proposed strategies over the existing sine strategy, (b) startup of the PMSM, and (c) step change in torque reference. The final two case studies validate the stability of
the proposed strategies and the controller design methodology studied in Chapter 5.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>2 kVA</td>
</tr>
<tr>
<td>Rated voltage (line-to-line)</td>
<td>109 V</td>
</tr>
<tr>
<td>Rated electrical frequency ( f_r )</td>
<td>120 Hz</td>
</tr>
<tr>
<td>( R_{load} )</td>
<td>0.22 ( \Omega )</td>
</tr>
<tr>
<td>( L_{load} )</td>
<td>6.03 mH</td>
</tr>
<tr>
<td>Number of poles pairs (( P/2 ))</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency ( f_c )</td>
<td>3.6 kHz</td>
</tr>
<tr>
<td>Sampling time ( f_s = \frac{1}{T_s} )</td>
<td>18 kHz</td>
</tr>
<tr>
<td>( N_{shift} )</td>
<td>6</td>
</tr>
<tr>
<td>Capacitor voltage &amp; arm current sampling time ( f_{s,cap} = \frac{1}{T_{s,cap}} )</td>
<td>1.8 kHz</td>
</tr>
</tbody>
</table>

7.4.1 Steady-state

The experimental results of the MMC system driving the PMSM at 240 rpm speed with the motor \( qd \) current references of \( i_{q,ref} = 4.24 \) A and \( i_{d,ref} = 0 \) A using the sine-wave strategy and the proposed Strategies I and II are shown in Figs. 7.9 to 7.11, respectively. The common-mode frequency used in all the strategies is \( f_{cm} = 30 \) Hz. One phase-\( \alpha \) upper-arm SM capacitor voltage and one phase-\( \alpha \) lower-arm SM capacitor voltage for the three strategies are shown in Figs. 7.9(a) to 7.11(a). As shown in Figs. 7.9(a) to 7.11(a), the peak-to-peak ripple of the SM capacitor voltages for the sine-wave strategy, Strategy I, and Strategy II is maintained within 22 V,
19 V, and 16 V, respectively. The phase-a arm currents for the three strategies are shown in Figs. 7.9(b) to 7.11(b). As shown in Figs. 7.9(b) to 7.11(b), the peak value of the circulating current for the sine-wave strategy, Strategy I, and Strategy II are 10 A, 7.5 A, and 6 A, respectively. The ac-side currents for the three strategies are shown in Figs. 7.9(c) to 7.11(c). The line-to-line voltage $v_{ab}$ is shown in Figs. 7.9(d) to 7.11(d). The experimental results show the superior performance of the proposed strategies over the sine-wave strategy, in terms of the peak-to-peak ripple of the SM capacitor voltage and the peak value of the circulating current.

### 7.4.2 Startup

The startup of the PMSM involves the acceleration of the PMSM from zero to 240 rpm with motor $q_d$ current references of $i_{q,\text{ref}} = 2.12$ A and $i_{d,\text{ref}} = 0$ A. The startup process is performed by both of the proposed strategies using $f_{cm} = 90$ Hz.

The experimental results of the MMC system during startup of the PMSM using Strategies I and II are shown in Figs. 7.12 and 7.13. Startup of the PMSM with Strategies I and II is initiated at $t = 0.15$ s. One phase-a upper-arm SM capacitor voltage and one phase-a lower-arm SM capacitor voltage are shown in Figs. 7.12(a) and 7.13(a). As shown in Figs. 7.12(a) and 7.13(a), the peak-to-peak ripple of the SM capacitor voltages during startup process using Strategies I and II is maintained within 10 V and 13 V, respectively. The phase-a arm currents during the startup process using Strategies I and II are shown in Figs. 7.12(b) and 7.13(b). In addition to the low-frequency ac-side motor current, a high-frequency circulating current is observed in the arm currents during the startup process using Strategies I and II. The ac-side motor currents during the startup process are shown in Figs. 7.12(c) and 7.13(c). The line-to-line voltage $v_{ab}$ during the startup process using Strategies I and II are shown in Figs. 7.12(d)-7.13(d).
Fig. 7.9. MMC experimental waveforms for the sine-wave strategy in steady-state: (a) phase-\(a\) SM capacitor voltages, (b) phase-\(a\) arm currents, (c) ac-side currents, and (d) line-to-line voltage.

### 7.4.3 Step Change in Torque

A step change in the torque reference is equivalent to a step change in \(i_{q,\text{ref}}\) [72]. For a change in \(i_{q,\text{ref}}\) from 2.82 A to 1.41 A and with \(i_{d,\text{ref}} = 0\) A, the experimental
Fig. 7.10. MMC experimental waveforms for Strategy I in steady-state: (a) phase-a SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d) line-to-line voltage.

results of the MMC system operating with both of the proposed strategies and using $f_{cm} = 90$ Hz are shown and explained in this section.

The experimental results of the MMC system with a step change in the torque reference of the PMSM using the Strategies I and II are shown in Figs. 7.14 and 7.15.
Fig. 7.11. MMC experimental waveforms for Strategy II in steady-state: (a) phase-\(a\) SM capacitor voltages, (b) phase-\(a\) arm currents, (c) ac-side currents, and (d) line-to-line voltage.

The step change in the torque occurs at \(t = 0.35 \text{ s}\). One phase-\(a\) upper-arm SM capacitor voltage and one phase-\(a\) lower-arm SM capacitor voltage subsequent to the step change in the torque using Strategies I and II are shown in Figs. 7.14(a) and 7.15(a). As shown in Figs. 7.14(a) and 7.15(a), the peak-to-peak ripple of the SM
capacitor voltages is well maintained during the transience associated with the step change in the torque. The phase-a arm currents during the step change in the torque using Strategies I and II are shown in Figs. 7.14(b) and 7.15(b). The ac-side motor currents subsequent to the step change in the torque using Strategies I and II are
shown in Figs. 7.14(c) and 7.15(c). The line-to-line voltage $v_{ab}$ during step change in torque using Strategies I and II are shown in Figs. 7.14(d)-7.15(d).

In both the startup and the step change in torque case studies, the SM capacitor voltages have a low-frequency component which has not been completely suppressed.
as shown in Figs. 7.12(a) to 7.15(a). The reason behind the incomplete suppression of the low-frequency components of the SM capacitor voltage ripple is the inadequate circulating current controller gain for $f_{cm} = 90$ Hz, which results in a steady-state error in the circulating current. Due to the limits on the circulating current controller
Fig. 7.15. MMC experimental waveforms for Strategy II during step change in the torque: (a) phase-a SM capacitor voltages, (b) phase-a arm currents, (c) ac-side currents, and (d) line-to-line voltage.

gain given by (5.40) and (5.43), the gain can not be increased further. Nonetheless, as Figs. 7.12(a) to 7.15(a) show, the SM capacitor voltage ripple is adequately controlled.
7.5 MMC-based Drives

The optimization of the controller gains of the control system of the MMC-based drive based on the algorithm described in Chapter 6 and the corresponding experimental results on the developed MMC system with a PMSM load, are demonstrated in this section. The parameters of the DPWM strategy and the PMSM load are listed in Tables 7.8 and 7.3, respectively.

Table 7.8.
PWM & Capacitor Voltage Balancing Algorithm Parameters

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency $f_c$</td>
<td>9 kHz</td>
</tr>
<tr>
<td>Sampling time $f_s = \frac{1}{T_s}$</td>
<td>9 kHz</td>
</tr>
<tr>
<td>$N_{shift}$</td>
<td>6</td>
</tr>
<tr>
<td>Capacitor voltage &amp; arm current sampling time $f_{s,cap} = \frac{1}{T_{s,cap}}$</td>
<td>9 kHz</td>
</tr>
</tbody>
</table>

7.5.1 Low-frequency Operation

The solution of the optimization problem of (6.1) for the MMC-based drive system during low-frequency operation at $T_e, \text{ref} = -2 \text{ Nm} \ (i_{q,\text{ref}} = -5.65 \text{ A})$ and $\omega_{rm} = -480 \text{ rpm}$, is

$$K = \begin{pmatrix} 14.78 & 2656.63 & 10.05 & -0.792 \end{pmatrix}^T,$$

(7.3)
with

\[ L(x_c) = (x_{c,\text{ref}} - x_c)^T Q (x_{c,\text{ref}} - x_c), \quad (7.4a) \]

\[ Q = \text{diag} \left( v_3 \ 50 v_3 \ 0.1 v_3 \ 0 \ 2 v_3 \ 0 \right)^T, \quad (7.4b) \]

\[ v_n = \text{ones}(1, n), \quad (7.4c) \]

\[ o_n = \text{zeros}(1, n). \quad (7.4d) \]

The choice of the cost function in (7.3) not only ensures minimum steady-state error in the MMC states but also ensures minimum rise time of the ac-side current. The minimum rise time of the ac-side current is indirectly obtained through minimization of the integral of the ac-side \( qd0 \) current error. The rest of the controller parameters are listed in Table 7.9. The controller gains obtained from the optimization algorithm, results in 10 times reduction in the total cost function when compared to the initial guess of the controller gains.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_n )</td>
<td>( 10 \times 10^3 )</td>
<td>( f_{cm} )</td>
<td>60 Hz</td>
</tr>
<tr>
<td>( \omega_{n1} )</td>
<td>( 10 \times 10^3 )</td>
<td>Strategy</td>
<td>I</td>
</tr>
<tr>
<td>( f_s )</td>
<td>18 kHz</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The experimental results of the MMC-based drive during startup of the PMSM with \( T_{e,\text{ref}} = -2 \text{ Nm} \) are shown in Fig. 7.16. During startup, the reference torque slowly changes from 0 Nm to -2 Nm to avoid high ripple in the SM capacitor voltages. The maximum speed it reaches is \( \omega_{\text{rm}} = -480 \text{ rpm} \). The phase-\( a \) ac-side current, circulating current, and SM capacitor voltages are shown in Figs. 7.16(a)-(c), respectively. The states of the MMC show a stable startup and steady-state operation of the MMC-based drive.
7.5.2 High-frequency Operation

The MMC-based drive system under high-frequency operation implements the circulating current controller described in Section 4.3 of Chapter 4. The solution of the optimization problem of (6.1) for the MMC-based drive system under high-frequency operation at $T_{e,\text{ref}} = -2 \text{ Nm}$ and $\omega_{\text{rm}} = -1800 \text{ rpm}$, is given in Table 7.10.
The other controller parameters are also shown in Table 7.10. The cost function used in the optimization algorithm is given by

\[ L(x_c) = (x_{c,ref} - x_c)^T Q (x_{c,ref} - x_c), \]  
\[ Q = \text{diag}\left(v_3, 10v_3, 0_9, v_3, 0_3, 10v_3, 0_{27}\right)^T. \]

The choice of the cost function is similar to the low-frequency operation case.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_p)</td>
<td>3.75</td>
<td>(\omega_n)</td>
<td>(10 \times 10^3)</td>
</tr>
<tr>
<td>(K_i)</td>
<td>2730</td>
<td>(\omega_n)</td>
<td>(10 \times 10^3)</td>
</tr>
<tr>
<td>(K_{p1})</td>
<td>1</td>
<td>(\omega_{n1})</td>
<td>(10 \times 10^3)</td>
</tr>
<tr>
<td>(K_{i1})</td>
<td>500</td>
<td>(\omega_{n2})</td>
<td>(2\omega_{rm})</td>
</tr>
<tr>
<td>(K_{p2})</td>
<td>1</td>
<td>(\omega_{n3})</td>
<td>(2\omega_{rm})</td>
</tr>
<tr>
<td>(K_{i2})</td>
<td>1000</td>
<td>(\omega_{n4})</td>
<td>(4\omega_{rm})</td>
</tr>
<tr>
<td>(K_{pv})</td>
<td>-0.25</td>
<td>(\omega_{n5})</td>
<td>(2\pi 40 \text{ rad/s})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\omega_{n6})</td>
<td>(2\omega_{rm})</td>
</tr>
</tbody>
</table>

The experimental results of the MMC-based drive with \(T_{e,ref} = -2 \text{ Nm}\) and \(\omega_{rm} = -1800 \text{ rpm}\) is shown in Fig. 7.17. The phase-\(a\) ac-side current, circulating current, and SM capacitor voltages, are shown in Figs. 7.17(a)-(c), respectively. The ac-side current is tracked well and the ac components in the circulating current are reduced, as shown in Fig. 7.17. This case study shows both the high-frequency operation of an MMC-based drive as well as emulates a grid-connected MMC.
Fig. 7.17. MMC experimental waveforms driving a PMSM at $\omega_{\text{rm}} = -1800$ rpm and $T_{e,\text{ref}} = -2$ Nm: (a) phase-a ac-side current, (b) phase-a circulating current, and (c) phase-a SM capacitor voltages.
8. CONTROL OF MMC-BASED WIND ENERGY
CONVERSION SYSTEM

The control of an MMC-based WECS is explained and investigated in this chapter. The WECS considered in this chapter is a PMSG-based direct-drive WECS explained in Chapter 2. The WECS consists of a back-to-back MMC, with a grid-side MMC under fixed-frequency operation and a generator-side MMC under variable-frequency operation. The control system developed in this chapter is based on the developments in Chapters 4 and 5. Moreover, the startup charging procedure of the back-to-back MMC capacitors from a de-energized state is described in this chapter. The performance of the developed control systems of the MMC-based WECS are validated under various operating conditions through simulation studies in the PSCAD/EMTDC software environment.

8.1 Back-to-back MMC-based WECS

8.1.1 Structure

The single-line schematic diagram of an MMC-based WECS is shown in Fig. 8.1. MMC-1 refers to the generator-side MMC and MMC-2 refers to the grid-side MMC.

8.1.2 Modes of Operation

There are three modes of operation of the back-to-back MMC-based WECS, namely

1. MMC capacitor startup charging: In this operating mode, the capacitors in the back-to-back MMC are charged from de-energized state such that the generator
is blocked and the currents in the arms and ac side are within their respective constraints.

2. WECS startup: In the WECS startup operating mode, the PMSG is operated in motor mode with constant torque to build up the turbine speed. As explained in Section 2.5 of Chapter 2, this mode is required during the startup of wind turbine or whenever there is a need to build the turbine speed.

3. Normal WECS operation: The normal WECS operation is the mode in which the WECS extracts maximum available power from the wind and transfers it to the grid.
In the following sections, the control system used in the aforementioned modes of operation is explained in detail.

### 8.2 MMC Capacitor Startup Charging

The objective of the MMC capacitor startup charging mode is to charge the SM capacitors in the back-to-back MMC, while limiting the inrush arm currents of the MMCs and blocking the PMSG. To achieve this goal, the proposed procedure performs the charging of the SM capacitors of the back-to-back MMC in the following five regions:

1. **Uncontrolled region**: The voltage required to operate the gate-drive circuit is provided by the SM capacitors. As long as the SM capacitors do not reach an initial voltage $V_1$, which is typically 15 V, the gate-drive circuits do not operate. Therefore, in the uncontrolled region, all the SM capacitors are in the blocked state. Additionally, there is a resistor connected in series with each ac-side phase of the grid-side MMC. The resistor is required to limit the initial inrush current.

2. **Resistor control region**: Once the SM capacitor voltages reach the initial voltage $V_1$, the gate drive circuits begin to operate. The SMs of the back-to-back MMCs are controlled such that the difference between the SM capacitor voltages and their corresponding references is minimized with constraints placed on the arm currents. The constraints on the arm currents are based on the rating of the devices and capacitors of the MMC. In this region, the resistors connected in series to the phases of the grid-side MMC, are still in the circuit.

3. **Resistor-less control region**: Once the SM capacitor voltages of the grid-side MMC reach a voltage of $V_2 = \frac{V}{N} \sqrt{\frac{2}{3}}$, where $V$ is the rms value of the line-to-line grid-side voltage, the series resistors are bypassed. The series resistors are bypassed as the arm currents can be controlled and constrained within their
limits once the SM capacitor voltages of the grid-side MMC reach \( V_2 \). The SMs of the back-to-back MMCs are still controlled such that the difference between the SM capacitor voltages and their corresponding references is minimized with constraints placed on the arm currents.

4. Dc current region: Once the SM capacitor voltages of the grid-side MMC reach a voltage of \( V_3 \), SMs of the back-to-back MMCs are controlled such that the difference between the SM capacitor voltages and their corresponding references is minimized with constraints on the arm, dc-link, and grid-side currents, and the change in the state of the SMs in the generator-side MMC. A lower limit is placed on the dc-link current based on the constraints on the arm currents. The additional constraint of a lower limit on the dc-link current is placed to accelerate the charging of the SM capacitors in the generator-side MMC. A lower limit is placed on the grid-side \( q \)-axis current such that, in addition to charging the SM capacitors of the generator-side MMC, there is enough power to charge the SM capacitors of grid-side MMC. The \( d \)-axis current is imposed to zero to ensure that power is transferred from the grid at unity power factor. The change in the state of the SMs in the generator-side MMC is limited such that only one SM may change its state at any instant. The constraint on the change in the state of the SMs in the generator-side MMC helps reduce the switching frequency and hence, the switching losses.

5. Tail-end region: Once the SM capacitor voltages of the generator-side MMC reach a voltage of \( V_4 \), the lower limit of the dc-link current is exponentially reduced to zero. The SMs of the back-to-back MMC are controlled such that the difference between the SM capacitor voltages and their references is minimized, power is transferred from the grid at unity power factor, the state of only one SM is changed in the generator-side MMC, and the arm currents are constrained. As the name of the region suggests, the difference between the SM capacitor voltages and their references is expected to tail off.
In the aforementioned procedure, the voltages $V_3$ and $V_4$ are chosen such that the SM capacitors are charged in minimum time without violating the constraints imposed on the arm currents.

In each of the regions of the proposed procedure, $n_{c,1}$ ($n_{c,1} \in \{0, 1, 2, ..., N\}$) SMs are inserted in each arm of the MMC-1 to avoid any impact of the startup procedure on the PMSG. By maintaining the same number of inserted SMs in the upper and lower arms of MMC-1, the generator-side voltage is maintained at zero, thereby, insulating the PMSG from any impact of the startup procedure. Assuming, that the MMC-2 has $n_{y,j,2}$ SMs inserted in arm-$y$ phase-$j$ and using the generalized dynamic model of the MMC described in Section 3.3 of Chapter 3, the following state-space equation is developed to describe the dynamics of the back-to-back MMCs under the proposed startup procedure

$$\frac{dx}{dt} = f(x, u),$$  \hfill (8.1)

where

$$x^T = \begin{pmatrix} v_{c,2}^T & v_{c,1} & i_{p,a,2} & i_{n,a,2} & i_{p,b,2} & i_{n,b,2} & i_{dc} \end{pmatrix},$$  \hfill (8.2a)

$$v_{c,2}^T = \begin{pmatrix} v_{cp,a,2} & v_{cn,a,2} & v_{cp,b,2} & v_{cn,b,2} & v_{cp,c,2} & v_{cn,c,2} \end{pmatrix},$$  \hfill (8.2b)

$$u^T = \begin{pmatrix} n_{c,2}^T & n_{c,1} \end{pmatrix},$$  \hfill (8.2c)

$$n_{c,2}^T = \begin{pmatrix} n_{p,a,2} & n_{n,a,2} & n_{p,b,2} & n_{n,b,2} & n_{p,c,2} & n_{n,c,2} \end{pmatrix},$$  \hfill (8.2d)

$$f(x, u)^T = \left( \frac{1}{NC_{SM,2}} (n_{c,2} \odot i_2)^T \frac{n_{c,1}i_{dc}}{3NC_{SM,1}} (A^{-1}b)^T \right),$$  \hfill (8.2e)

$$i_{dc,1} = -i_{dc,2} = i_{dc} = -\sum_{j \in \{a,b,c\}} i_{p,j,2} = -\sum_{j \in \{a,b,c\}} i_{n,j,2},$$  \hfill (8.2f)

$$i_2^T = \begin{pmatrix} i_{p,a,2} & i_{n,a,2} & i_{p,b,2} & i_{n,b,2} & i_{p,c,2} & i_{n,c,2} \end{pmatrix},$$  \hfill (8.2g)

$$v_{cp,a,1} = v_{cn,a,1} = v_{cp,b,1} = v_{cn,b,1} = v_{cp,c,1} = v_{cn,c,1} = v_{c,1},$$  \hfill (8.2h)
\[
A = \begin{pmatrix}
-L_g & L_{o2} + L_g & L_g & -L_{o2} - L_g & 0 \\
-L_{o2} - L_g & L_g & L_{o2} + L_g & -L_g & 0 \\
-L_g & L_{o2} + L_g & -2L_g & 2L_{o2} + 2L_g & L_{o2} \\
-L_{o2} - L_g & L_g & -2L_{o2} - 2L_g & 2L_g & -L_{o2} \\
0 & 0 & 0 & 0 & \frac{2}{3}(L_{o1} + L_{o2})
\end{pmatrix}, \quad (8.2i)
\]

\[
b = \begin{pmatrix}
v_{ab} + n_{n,b,2}v_{cn,b,2} - n_{n,a,2}v_{cn,a,2} + v_{rg1} - R_{o2} (i_{n,a,2} - i_{n,b,2}) \\
v_{ab} + n_{p,a,2}v_{cp,a,2} - n_{p,b,2}v_{cp,b,2} + v_{rg1} + R_{o2} (i_{p,a,2} - i_{p,b,2}) \\
v_{bc} + n_{n,c,2}v_{cn,c,2} - n_{n,b,2}v_{cn,b,2} + v_{rg2} - R_{o2} (i_{n,a,2} + 2i_{n,b,2} + i_{dc}) \\
v_{bc} + n_{p,b,2}v_{cp,b,2} - n_{p,c,2}v_{cp,c,2} + v_{rg2} + R_{o2} (i_{p,a,2} + 2i_{p,b,2} + i_{dc}) \\
\frac{1}{3}n_{c,2}^{T}v_{c,2} - 2n_{c,1}v_{c,1} - \frac{2}{3}(R_{o1} + R_{o2})i_{dc}
\end{pmatrix}, \quad (8.2j)
\]

\[
v_{rg1} = R_g (i_{p,a,2} - i_{n,a,2} - i_{p,b,2} + i_{n,b,2}), \quad (8.2k)
\]

\[
v_{rg2} = R_g (i_{p,a,2} - i_{n,a,2} + 2i_{p,b,2} - 2i_{n,b,2}). \quad (8.2l)
\]

where the subscripts 1 and 2 indicate the variables associated with the MMC-1 and 2, respectively. The IGBT/diode losses and the resistor \(R_p\) have been neglected in (8.1) and (8.2). In resistor control and resistor-less control regions, the input, \(u\), in (8.1) and (8.2) is determined to

\[
\text{Minimize } F(u) = (v_{c,\text{ref}} - Dx(u))^{T}(v_{c,\text{ref}} - Dx(u)) \quad (8.3)
\]

subject to \(Cx(u) \leq x_{\text{lim}}\)

where

\[
D = \begin{pmatrix}
I_{7 \times 7} & 0_{7 \times 5} \\
0_{5 \times 7} & 0_{5 \times 5}
\end{pmatrix}, \quad (8.4a)
\]

\[
C = \begin{pmatrix}
E \\
I_{12 \times 12} \\
H
\end{pmatrix}, \quad (8.4b)
\]
\[ E = \begin{pmatrix} -I_{7 \times 7} & O_{7 \times 5} \end{pmatrix}, \quad \text{(8.4c)} \]

\[ H = \begin{pmatrix} O_{1 \times 7} & -1 & 0 & -1 & 0 & -1 \\ O_{1 \times 7} & 0 & -1 & 0 & -1 & -1 \end{pmatrix}, \quad \text{(8.4d)} \]

\[ x_{\text{lim}} = \left( O_{7 \times 1}^T v_{c,\text{lim}}^T i_{\text{lim}}^T \right)^T, \quad \text{(8.4e)} \]

\[ v_{c,\text{ref}} = V_{c,\text{ref}} I_7, \quad \text{(8.4f)} \]

\[ v_{c,\text{lim}} = V_{c,\text{lim}} I_7, \quad \text{(8.4g)} \]

\[ i_{\text{lim}} = \left( I_{\text{lim}} I_4^T 2 I_{\text{lim}} I_{\text{lim}} I_2^T \right)^T, \quad \text{(8.4h)} \]

\[ G = \{0, 1, 2, ..., N\}, \quad \text{(8.4i)} \]

\[ I_n = \text{Ones} \left(n, 1\right), \quad \text{(8.4j)} \]

\[ V_{c,\text{ref}}, V_{c,\text{lim}} \text{ and } I_{\text{lim}} \text{ are the reference value of the capacitor voltages, the upper limit of the capacitor voltages, and the upper limit of the arm currents, respectively. The goal of the optimization problem in (8.3) is to minimize the capacitor voltage error function while placing upper limits on the capacitor voltages, arm currents, and dc-link current. In the dc current and tail-end regions, the constraints defined in (8.3) and (8.4) are modified to} \]

\[ C' \left( x (u)^T \Delta u^T \right)^T \leq \left( x_{\text{lim}}^T u_{\text{lim}}^T \right)^T \quad \text{(8.5a)} \]

\[ C' = \begin{pmatrix} C & O_{2 \times 7} \\ H' & O_{1 \times 7} \\ E' & O_{3 \times 7} \\ 0_{2 \times 12} & K' \end{pmatrix}, \quad \text{(8.5b)} \]

\[ H' = \begin{pmatrix} O_{1 \times 11} & -1 \end{pmatrix}, \quad \text{(8.5c)} \]

\[ E' = T_2 E'', \quad \text{(8.5d)} \]

\[ K' = \begin{pmatrix} O_{1 \times 6} & 1 \\ O_{1 \times 6} & -1 \end{pmatrix}, \quad \text{(8.5e)} \]
\[ T_2 = \begin{pmatrix} 
\cos(\theta_e) & \cos(\theta_e - \frac{2\pi}{3}) & \cos(\theta_e + \frac{2\pi}{3}) \\
\sin(\theta_e) & \sin(\theta_e - \frac{2\pi}{3}) & \sin(\theta_e + \frac{2\pi}{3}) \\
-\sin(\theta_e) & -\sin(\theta_e - \frac{2\pi}{3}) & -\sin(\theta_e + \frac{2\pi}{3}) 
\end{pmatrix}, \tag{8.5f} \]

\[ E'' = \begin{pmatrix} 
0_{1 \times 7} & 1 & 0 & 0 & 0 \\
0_{1 \times 7} & 0 & 0 & 1 & -1 \\
0_{1 \times 7} & -1 & 1 & -1 & 1 
\end{pmatrix}, \tag{8.5g} \]

\[ x'_{\text{lim}} = \begin{pmatrix} 
x^T_{\text{lim}} & -i_{\text{dc,lim}} & -2k_1 \frac{P_{c,\text{loss}} + P_{c,1}}{3v_{sq}} & 0 & 0 \end{pmatrix}^T, \tag{8.5h} \]

\[ u'_{\text{lim}} = \begin{pmatrix} 
1 & 1 \end{pmatrix}^T, \tag{8.5i} \]

\[ \Delta u = u[k]^T - u[k-1]^T, \tag{8.5j} \]

where \( i_{\text{dc,lim}} \) = \( I_{\text{lim}} \) in the dc current region and \( i_{\text{dc,lim}} = I_{\text{lim}} e^{-N_1 t} \) in the tail-end region, \( P_{c,\text{loss}} \) is the loss in the MMCs, and \( P_{c,1} \) is the power required to charge the SM capacitors of MMC-1. The values \( k_1 \) and \( N_1 \) are chosen such that the SM capacitor voltages charge in minimum time without violating the constraints on the arm currents. The objective function to be minimized in the dc current and tail-end region remains the same as in (8.3) and (8.4).

The optimization problem in each of the aforementioned regions is an integer quadratic optimization problem, which is a non-deterministic polynomial-time (NP) problem. Therefore, it is solved offline using the genetic algorithm (GA) in the MATLAB to generate the input \( u \), which is stored in a lookup table and used during the MMC capacitor startup charging process.

### 8.3 WECS Startup

The WECS startup involves control of the generator-side MMC as explained in Section 5.4 of Chapter 5 and of the grid-side MMC similar to as explained in Sections 4.2 and 4.3 of Chapter 4. In addition to the aforementioned control systems
for the generator-side and grid-side MMCs, an energy controller that generates the
grid-side $q$-axis current reference is also presented.

### 8.3.1 Energy Controller

The energy controller generates the grid-side $q$-axis current reference through con-
trol of the energy of the SM capacitors in the generator- and grid-side MMCs.

Based on (3.19a) and (3.7a), the power processed by the upper-arm SM capacitors
of MMC-2, can be expressed as

$$p_{p,j,2} = \left( \frac{V_{dc}}{2} - L_{o2} \frac{di_{p,j,2}}{dt} - R_{o2}i_{p,j,2} - v_{j,2} - v_{cm,2} \right) i_{p,j,2}. \quad (8.6)$$

Substituting for $i_{p,j,2}$ from (3.5) in (8.6) results in

$$p_{p,j,2} = \left( \frac{V_{dc}}{2} - L_{o2} \frac{d}{dt} \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right) - R_{o2} \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right) - v_{j,2} - v_{cm,2} \right) \times \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right). \quad (8.7)$$

Substituting for

$$v'_{j,2} = v_{j,2} + L_{o2} \frac{di_{j,2}}{dt} + R_{o2}i_{j,2}, \quad (8.8a)$$

$$v_{circ,j,2} = L_{o2} \frac{di_{circ,j,2}}{dt} + R_{o2}i_{circ,j,2}, \quad (8.8b)$$

in (8.7) results in

$$p_{p,j,2} = \left( \frac{V_{dc}}{2} - v'_{j,2} - v_{cm,2} - v_{circ,j,2} \right) \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right)$$

$$= \frac{V_{dc}i_{j,2}}{4} + \frac{V_{dc}}{2}i_{circ,j,2} - \frac{v'_{j,2}i_{circ,j,2}}{2} - v_{j,2}i_{circ,j,2} - (v_{cm,2} + v_{circ,j,2}) \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right). \quad (8.9)$$
Substituting for $p_{p,j,2}$ from (3.20a) in (8.9) results in

$$\sum_{k=1}^{N} \left( \frac{C_{SM,2}}{2} \frac{d \left( v_{cp,k,j,2}^2 \right)}{dt} + \frac{v_{cp,k,j,2}^2}{R_{p,2}} \right) = \frac{V_{dc,i_{j,2}}}{4} + \frac{V_{dc}}{2} \frac{i_{circ,j,2}}{2} - \frac{v_{j,2}^{'i_{j,2}}}{2} - v_{j,2}^{'i_{circ,j,2}}
- (v_{cm,2} + v_{circ,j,2}) \left( \frac{i_{j,2}}{2} + i_{circ,j,2} \right).$$

(8.10)

With a similar procedure, the dynamics of energy in the SM capacitors of the lower arms of MMC-2 is expressed by:

$$\sum_{k=1}^{N} \left( \frac{C_{SM,2}}{2} \frac{d \left( v_{cn,k,j,2}^2 \right)}{dt} + \frac{v_{cn,k,j,2}^2}{R_{p,2}} \right) = -\frac{V_{dc,i_{j,2}}}{4} + \frac{V_{dc}}{2} \frac{i_{circ,j,2}}{2} + v_{j,2}^{'i_{circ,j,2}}
+ (v_{cm,2} - v_{circ,j,2}) \left( -\frac{i_{j,2}}{2} + i_{circ,j,2} \right).$$

(8.11)

Adding (8.10) to (8.11) results in

$$\sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( \frac{C_{SM,2}}{2} \frac{d \left( v_{cy,k,j,2}^2 \right)}{dt} + \frac{v_{cy,k,j,2}^2}{R_{p,2}} \right) = V_{dc,i_{circ,j,2}} - \frac{v_{j,2}^{'i_{circ,j,2}}}{2} - v_{cm,2}i_{j,2}
- 2v_{circ,j,2}i_{circ,j,2}.$$  

(8.12)

Summing (8.12) over all the phases results in

$$\sum_{j \in \{a,b,c\}} \sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( \frac{C_{SM,2}}{2} \frac{d \left( v_{cy,k,j,2}^2 \right)}{dt} + \frac{v_{cy,k,j,2}^2}{R_{p,2}} \right) = P_{dc} - P_{ac,2}
- 2 \sum_{j \in \{a,b,c\}} v_{circ,j,2}i_{circ,j,2}.$$  

(8.13)

where $P_{dc}$ is the dc-link power and $P_{ac,2}$ is the power sent to grid. Based on (8.8b), the last term in the right hand side of (8.13) may also be written as

$$2 \sum_{j \in \{a,b,c\}} v_{circ,j,2}i_{circ,j,2} = 2R_{o2} \sum_{j \in \{a,b,c\}} i_{circ,j}^2 = P_{loss,2}.$$  

(8.14)
where $P_{\text{loss},2}$ represents the conduction losses in MMC-2. Substituting for $2 \sum_{j \in \{a,b,c\}} v_{\text{circ,}2,j,2} i_{\text{circ,}2,j,2}$ from (8.14) in (8.13) results in

$$
\sum_{j \in \{a,b,c\}} \sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( \frac{C_{\text{SM,}2}}{2} \left( \frac{v_{\text{circ,}k,j,2}^2}{R_{p,2}} \right) \right) = P_{\text{dc}} - P_{\text{ac},2} - P_{\text{loss},2}. \quad (8.15)
$$

Similar derivation of the dynamics of the energy in the SM capacitors of MMC-1 leads to

$$
\sum_{j \in \{a,b,c\}} \sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( \frac{C_{\text{SM,}1}}{2} \left( \frac{v_{\text{circ,}k,j,1}^2}{R_{p,1}} \right) \right) = -P_{\text{dc}} + P_{\text{ac},1} - P_{\text{loss},1}. \quad (8.16)
$$

where $P_{\text{ac},1}$ and $P_{\text{loss},1}$ represent the power generated by the generator and the conduction losses in MMC-1, respectively. Adding (8.15) to (8.16) results in

$$
2 \sum_{l=1}^{2} \sum_{j \in \{a,b,c\}} \sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( \frac{C_{\text{SM,}l}}{2} \left( \frac{v_{\text{circ,}k,j,l}^2}{R_{p,l}} \right) \right) = -P_{\text{ac},2} + P_{\text{ac},1} - P_{\text{loss},1} - P_{\text{loss},2}. \quad (8.17)
$$

Defining

$$
z_l = \sum_{j \in \{a,b,c\}} \sum_{y \in \{p,n\}} \sum_{k=1}^{N} \left( v_{\text{circ,}k,j,l}^2 \right), \quad (8.18)
$$

(8.17) is rewritten as

$$
\frac{C_{\text{SM,}1}}{2} \frac{dz_1}{dt} + \frac{z_1}{R_{p,1}} + \frac{C_{\text{SM,}2}}{2} \frac{dz_2}{dt} + \frac{z_2}{R_{p,2}} = -P_{\text{ac},2} + P_{\text{ac},1} - P_{\text{loss},1} - P_{\text{loss},2}. \quad (8.19)
$$

Assuming that the grid-side $qd$ current controller is faster than the energy controller, the grid-side power is given by

$$
P_{\text{ac},2} \approx \frac{3}{2} v_{\text{sqref}} v_{\text{qref,2}}^e. \quad (8.20)
$$
Substituting $P_{ac,2}$ from (8.20) in (8.19) results in

$$\frac{C_{SM,1}}{2} \frac{dz_1}{dt} + \frac{z_1}{R_{p,1}} + \frac{C_{SM,2}}{2} \frac{dz_2}{dt} + \frac{z_2}{R_{p,2}} = -\frac{3}{2} v_{sq} i_{q,ref,2}^e + P_{ac,1} - P_{loss,1} - P_{loss,2}. \quad (8.21)$$

Applying Laplace transform to (8.21), the following transfer functions are obtained:

$$Z_1(s) = -\frac{3v_{sq}}{C_{SM,1}} \left( \frac{1}{s + \frac{2}{R_{p,1}C_{SM,1}}} \right) I_{q,ref,2,1}^e(s), \quad (8.22a)$$

$$Z_2(s) = -\frac{3v_{sq}}{C_{SM,2}} \left( \frac{1}{s + \frac{2}{R_{p,2}C_{SM,2}}} \right) I_{q,ref,2,2}^e(s), \quad (8.22b)$$

$$I_{q,ref,2}^e(s) = I_{q,ref,2,1}^e(s) + I_{q,ref,2,2}^e(s). \quad (8.22c)$$

Using (8.22), a PI controller is designed to control the SM capacitor energy such that the settling time of the energy control system is much higher than the settling time of the grid-side $qd$ current control system. The output of the aforementioned
controller is the $q$-axis grid-side current reference $i_{q \text{ ref.} 2}^e$. The block diagram of the energy controller is shown in Fig. 8.2. A feed-forward term, as shown in Fig. 8.2, is introduced to improve the loop dynamics.

### 8.3.2 Overview of the Control System

The control of the generator-side MMC is explained in Section 5.4 of Chapter 5. The control of the grid-side MMC is similar to the one explained in Section 4.2 and 4.3 of Chapter 4, except for the control of the circulating currents in $\alpha\beta$ reference frame and the additional energy controller mentioned in the previous section. Since the circulating currents of all the phases in the generator-side MMC are controlled,
all the circulating currents in the grid-side MMC are not independent variable. The aforementioned may be noticed in

\[ \sum_{j \in \{a,b,c\}} i_{\text{circ},j,1} = i_{\text{dc},1} = -i_{\text{dc},2} = - \sum_{j \in \{a,b,c\}} i_{\text{circ},j,2}, \]  

which is derived based on the back-to-back MMC shown in Fig. 8.1. The dynamics of the circulating currents of the grid-side MMC in $\alpha\beta$ reference frame is similar to the dynamics in $abc$ domain that was explained in Chapter 4 and is not repeated here. The block diagram of the overall control of the grid-side MMC is shown in Fig. 8.3. The overview of the control system of the MMC-based WECS during WECS startup is summarized in Fig. 8.4.

### 8.4 Normal WECS Operation

Under normal WECS operation, the control system of both the generator- and grid-side MMCS is based on the control systems described in Sections 4.2 and 4.3 of Chapter 4, except for the control of the generator-side circulating currents in $\alpha\beta$ reference frame. The generator-side circulating currents are controlled in the $\alpha\beta$ reference frame due to similar reasons as the ones mentioned in the previous section for the control of grid-side circulating currents in $\alpha\beta$ reference frame during WECS startup. The block diagram of the overall control of the generator-side MMC is shown in Fig. 8.5. Similar to the previous section, the grid-side $q$-axis current reference for the grid-side MMC control system is generated by the energy controller. The overview of the control system of the MMC-based WECS during normal WECS operation is shown in Fig. 8.6.

### 8.5 Simulation Results

The WECS described in Fig. 8.1, based on the system parameters in Table 8.1, wind turbine parameters in Table 2.1, PMSG parameters in Table 2.2, and the pro-
Fig. 8.4. Overview of the control system of the MMC-based WECS during WECS startup.
Fig. 8.5. Block diagram of the overall control of the generator-side MMC during normal WECS operation.

A variable wind profile, similar to [2], is chosen to simulate the real wind conditions. The wind profile is shown in Fig. 8.7. The simulation is run for 27 s in which the following test scenarios are demonstrated: (i) MMC capacitor startup charging from \( t = 0 \) s to \( t = 0.188 \) s where the MMC capacitors are charged; (ii) WECS startup from \( t = 0.188 \) s to \( t = 4 \) s where the PMSG rotor speed is built; (iii) normal WECS operation under constant average wind speed from \( t = 4 \) s to \( t = 10 \) s; (iv) normal WECS operation under step changes in wind speed at \( t = 10 \) s and \( t = 18 \) s; and (v) normal WECS operation with single phase-to-ground fault on the grid side at \( t = 25 \) s.
Fig. 8.6. Overview of control system of the MMC-based WECS during normal WECS operation.

8.5.1 Simulation: MMC Capacitor Startup Charging

For the wind energy system described by Tables 8.1, 2.1, and 2.2, the MMC startup optimization problem described in Section 8.2 is solved using the GA in the
MATLAB with $V_{c,ref} = 1600$, $V_{c,lim} = 1600$, and $I_{lim} = 1200$. The corresponding results, i.e., number of inserted SMs in each arm of the MMC-1 and phase-$a,b,$ and $c$ of the MMC-2 are shown in Fig. 8.8. The regions 2, 3, 4, and 5, marked in Fig. 8.8, represent the resistor control, resistor-less control, dc current, and tail-end regions, respectively. The state of the back-to-back MMCs during the startup procedure is theoretically solved by substituting the input $u$ from Fig. 8.8 in (8.1) and (8.2). The theoretical results of the state variables are shown in Fig. 8.9. The SM capacitor voltages, as shown in Figs. 8.9(a)-(b), are built smoothly during the startup procedure to reach their reference value, i.e., 1600 V. The dc-link and arm currents, as shown in Figs. 8.9(c) and (d), respectively, are within their limits of 1200 A and 2400 A in all the regions of operation. As shown in Fig. 8.9(d), in the dc current region or region-4, the dc-link current rises and maintains an average value of 1200 A. The corresponding region in Fig. 8.9(a) shows that the charging of the SM capacitors in the MMC-1 accelerate due to the rise in the dc-link current. The corresponding region in
Fig. 8.9(b) shows that the SM capacitor voltages of the MMC-2 also rise, albeit slower. The aforementioned may be attributed to the constraint placed on the grid-side $q$-axis currents such that the SM capacitors of the MMC-2 also charge in the dc current region. The exponential decrease in the dc-link current in region-5, or the tail-end region, is noticed in Fig. 8.9(d). This may be attributed to the exponential decrease in the lower limit of the dc-link current. The corresponding region in Figs. 8.9(a) and (b) shows that the SM capacitor voltages of the back-to-back MMC tail off to reach their reference voltage of 1600 V.

The startup results obtained from the theoretical model of the back-to-back MMC system are verified by simulation studies in the PSCAD/EMTDC environment for the system of Fig. 8.1. The optimization results of Fig. 8.8 are stored in a lookup table and are used to control the MMCs during the MMC capacitor startup charging process. The simulation results of the SM capacitor voltages and the arm currents during the startup procedure for both the MMCs are shown in Fig. 8.10. A comparison of the theoretical results for the arm currents of MMC-2 and the dc-link current into MMC-1 shown in Figs. 8.9(c)-(d) with the simulation results from PSCAD shown in Figs. 8.10(c) and (e) shows a small difference, which is due to the absence of the real switch characteristics in the theoretical model. A similar comparison of the SM capacitor voltages between the theoretical results in Figs. 8.9(a)-(b) with the simulations results in Figs. 8.10(a)-(b) shows remarkable similarities. The results shown in Figs. 8.9-8.10 validate the performance of the proposed MMC capacitor startup charging procedure for the WECS of Fig. 8.1.

8.5.2 Simulation: WECS Startup

Once the SM capacitors are charged to their reference values, the PMSG is controlled as a motor with constant electromagnetic torque to build the turbine torque and speed. To avoid high voltage ripple in the SM capacitors during the WECS startup, Strategy I proposed in Section 5.3.1 of Chapter 5 is implemented. The re-
Fig. 8.8. MMC startup optimization results: (a) number of inserted SMs in each arm of MMC-1, (b), (c) and (d) number of inserted SMs in phase-\textit{a}, \textit{b}, and \textit{c} of MMC-2.

Results of the system during the WECS startup process are shown in Fig. 8.11. The turbine and PMSG electromagnetic torques are shown in Fig. 8.11(a). As shown, the electromagnetic torque is controlled at 80% its rated value, i.e., $T_e = 2.58 \times 10^6$ Nm, to assist in building the rotor speed, shown in Fig. 8.11(b). The finite rise and fall times of the electromagnetic torque help avoid over-voltage stress on the devices. The positive value of the torque indicates the motor action of the PMSG. The generator- and grid-side \textit{qd} currents are shown in Figs. 8.11(c)-(d), respectively. As depicted
Fig. 8.9. The theoretical MMC waveforms during MMC startup: (a) SM capacitor voltages of MMC-1, (b) SM capacitor voltages of MMC-2, (c) arm currents of MMC-2, and (d) dc-link current into MMC-1.

in Figs. 8.11(b)-(c), the MMC-1 is under constant-current low-frequency operation, which places significant voltage ripple stress on the SM capacitors of MMC-1. However, the proposed Strategy I is able to reduce the SM capacitor voltage ripple as highlighted by the waveforms in Fig. 8.11(e). As shown in Fig. 8.11(e), the ripple voltage magnitude of the SM capacitor voltages of MMC-1 phase-a is controlled below 425 V. The corresponding arm currents and circulating currents of MMC-1 phase-a
Fig. 8.10. Simulated MMC waveforms during MMC startup: (a) SM capacitor voltages of MMC-1, (b) SM capacitor voltages of MMC-2, (c) arm currents of MMC-2, (d) arm currents of MMC-1, and (e) dc-link current into MMC-1.

during the WECS startup are shown in Figs. 8.11(f)-(g), respectively. The phase-a SM capacitor voltages, arm currents, and circulating current of MMC-2 are shown
in Figs. 8.11(h)-(j), respectively. As shown in Figs. 8.11(e) and (h), the average SM capacitor voltages are maintained at 1600 V, thereby, validating the performance of the energy controller. Moreover, as shown in Fig. 8.11(j), the αβ components of the circulating current are controlled to zero and do not contain any ac components. However, the phase-a circulating current contains some ac components due to the zero component of the circulating current containing the same. The presence of the ac component in the zero component of the circulating current is due to the ripple in the dc-link current that arises with the control of generator-side circulating currents during WECS startup.

8.5.3 Simulation: Normal WECS Operation Under Constant Wind Speed and Wind Gusts

Once the WECS startup is complete, normal WECS operation resumes. During normal WECS operation, the response of the WECS under a constant average wind speed of 8.5 m/s and thereafter, with two step changes in wind, i.e., −2.5 m/s at \( t = 10 \) s and 5.5 m/s at \( t = 18 \) s, respectively, are shown in Fig. 8.12. As shown in Fig. 8.12(a), with the change in wind speed at \( t = 10 \) s and \( t = 18 \) s, both the turbine and PMSG electromagnetic torques change. While the turbine torque changes almost abruptly, the electromagnetic torque, which is maintained proportional to the square of rotor speed, changes slowly. This can be attributed to the high inertia of the PMSG that results in a slow change of the rotor speed, as shown in Fig. 8.12(b). The sound operation of the generator- and grid-side current controllers and the MMC-1 and MMC-2 internal controllers under constant average wind speed as well as under wind gusts are shown in Figs. 8.12(c)-(e), 8.12(g)-(h), 8.12(j), respectively. While the generator- and grid-side currents track their references well, the SM capacitor voltages of MMC-1 and MMC-2 maintain an average voltage of 1600 V. The circulating currents of MMC-1 and MMC-2 do not contain any prominent ac components, as
Fig. 8.11. Simulated waveforms of the WECS system during WECS startup: (a) turbine and PMSG electromagnetic torques, (b) rotor speed, (c) generator-side $qd$-axis currents, (d) grid-side $qd$-axis currents, (e) SM capacitor voltages of MMC-1 phase-$a$, (f) arm currents of MMC-1 phase-$a$, (g) reference and actual value of the circulating current of MMC-1 phase-$a$, (h) SM capacitor voltages of MMC-2 phase-$a$, (i) arm currents of MMC-2 phase-$a$, and (j) $\alpha\beta$ and phase-$a$ circulating currents of MMC-2.

shown in Figs. 8.12(g) and (j), respectively. The arm currents of MMC-1 and MMC-2 are shown in Figs. 8.12(f) and (i), respectively.
Fig. 8.12. WECS operation under constant wind speed and wind gusts: (a) turbine and PMSG electromagnetic torques, (b) rotor speed, (c) generator-side $qd$-axis currents, (d) grid-side $qd$-axis currents, (e) SM capacitor voltages of MMC-1 phase-$a$, (f) arm currents of MMC-1 phase-$a$, (g) $\alpha\beta$ and phase-$a$ circulating currents of MMC-1, (h) SM capacitor voltages of MMC-2 phase-$a$, (i) arm currents of MMC-2 phase-$a$, (j) reference and actual value of the circulating current of MMC-2 phase-$a$.

8.5.4 Normal WECS Operation Under Single Phase-to-Ground Fault

The objective of this study is to investigate the performance of the proposed controllers under a temporary single phase-to-ground fault. Prior to the fault occurrence, the system of Fig. 8.1 is in a steady-state operating condition, transferring approximately 5 MW power. At $t = 25$ s, a line-to-ground fault is imposed on phase-$c$ at the
Fig. 8.13. WECS operation under single phase-to-ground fault: (a) turbine and PMSG electromagnetic torques, (b) rotor speed, (c) generator-side $qd$-axis currents, (d) grid-side $qd$-axis currents, (e) SM capacitor voltages of MMC-1 phase-$a$, (f) arm currents of MMC-1 phase-$a$, (g) $\alpha\beta$ and phase-$a$ circulating currents of MMC-1, (h) SM capacitor voltages of MMC-2 phase-$a$, (i) arm currents of MMC-2 phase-$a$, (j) reference and actual value of the circulating current of MMC-2 phase-$a$.

PCC, which lasts for 1 s. The transient behavior of the system before and subsequent to the fault is shown in Fig. 8.13.

The turbine and PMSG electromagnetic torques and the rotor speed are shown in Figs. 8.13(a)-(b). As shown in the figures, there is no impact of the fault on the operation of the generator. This is due to the decoupling between the grid and
generator sides, which prevents the propagation of fault transients of the grid to the generator. Due to the aforementioned reason, the fault has no impact on the currents in the generator-side as shown in Fig. 8.13(c). The grid-side q-axis current, which shows a rise during the fault due to the sag in the ac-side phase voltages, is shown in Fig. 8.13(d). The ripple noticed in the grid-side q- and d-axis currents is due to the unbalanced grid-side currents.

The SM capacitor voltages, arm currents, and the circulating currents of MMC-1 and MMC-2 are shown in Figs. 8.13(e)-(j), respectively. While the average value of the SM capacitor voltages is maintained at 1600 V, the circulating currents show no ac components. However, the dc component of the circulating currents in MMC-2 are not the same during the fault due to the imbalance in the grid-side. The same may be noticed through the change in the reference value and the actual value of the phase-a circulating current of MMC-2 as shown in Fig. 8.13(j). Sound operation of the unbalance controller in the circulating current controller under grid-side fault is shown through this case study.
9. CONCLUSIONS AND FUTURE WORK

In this chapter, the conclusions of this research and the proposed future work are discussed.

9.1 Contributions and Conclusions

The scope of this thesis has been to research on control aspects of the MMC-based full-scale WECS. Towards the same, the following tasks have been accomplished:

- Advanced MMC models have been developed and validated through experimental results.

- A modulation strategy to generate the switching signals of the MMC has been proposed that minimizes the number of simultaneous and unnecessary changes in the state of the switches and reduces the computational burden. Satisfactory operation of the proposed modulation strategy has been verified through experimental case-studies on an MMC system with RL load.

- A new circulating current controller, based on proportional resonant controllers, has been proposed to maximize the efficiency and minimize the cost of the system. The aforementioned controller can be implemented to control the generator-side MMC during quadrature-torque operation or constant-torque high-speed operation and to control the grid-side MMC. The performance of the controller has been validated through experimental case-studies on MMC-based drive system and through time-domain simulation studies on a back-to-back MMC-based full-scale direct-drive WECS.

- Special strategies have been proposed to control the MMC under constant-current low-frequency operation. The aforementioned scenario arises during
WECS startup when the generator is controlled with constant torque so that the turbine may build its speed from standstill or low speed to a particular fixed speed. The proposed strategies aim to remove the low-frequency components of the SM capacitor voltage ripple through introduction of two additional degrees of freedom: common-mode voltage and circulating currents. The form of the common-mode voltage and circulating current has been optimized to minimize the losses and the SM capacitor voltage ripple. A controller design methodology to design the gains of the corresponding control system for constant-current low-frequency operation of the MMC has been proposed and the method has been shown to produce gains that provide local exponential stability. Satisfactory operation of the proposed strategies has been verified through various experimental case-studies on an MMC-based drive system and through time-domain simulation studies on a back-to-back MMC-based full-scale direct-drive WECS.

- An optimization algorithm that optimizes the gains of the control systems of a class of non-linear non-autonomous hybrid system has been proposed. The application of the aforementioned algorithm to the control systems of the MMC has also been explained. Experimental case-studies have shown encouraging results for the performance of the control systems with the gains determined from the proposed algorithm.

- A startup charging strategy has been proposed to minimize the charging time of the SM capacitors in the back-to-back MMC-based WECS and maintain the currents within their pre-defined limits. The proposed charging process is based on an offline model-based predictive control algorithm. It has been validated through time-domain simulations on back-to-back MMC-based full-scale direct-drive WECS.
9.2 Future Works

In this thesis, the control of MMC-based full-scale direct-drive WECS has been developed and validated. The direction of research in this thesis has been towards development of the system model, optimization of the state trajectory references under various operating conditions, selection of an appropriate form of the controller to control the state trajectories for the different operating conditions, development of initial guess for the gains of the proposed controllers such that the system is stable, optimization of the controller gains based on a developed algorithm, and optimization of the modulation strategy that generates the switching signals of the MMC and balances the SM capacitor voltages. The various operating conditions that have been considered are low-frequency constant-current, low-frequency quadrature-current, and high-frequency operations. Extreme conditions have also been considered to verify the robustness of the developed control systems that include wind gusts, fault in ac-side, and step changes in torque. However, the submodule fault conditions have not been considered. The aforementioned situation will require the development of fault detection algorithms and post-fault control systems. Furthermore, the control of the MMCs with redundant SMs under normal operation as well as under SM faults will need to be considered.

Another interesting area of research will be to explore the use of model-based predictive control (MBPC) to optimize the performance of MMCs under various operating conditions. The application of offline MBPC has been explored in this thesis for the startup charging problem. However, the online MBPC to control the MMC over all operating conditions is yet to be explored. The MBPC problem for an MMC is expected to be an NP problem and may be difficult to implement in real-time. Although some finite-set MBPC algorithms have been explored, either their algorithm is of non-polynomial order or there have been a lot of approximations assumed. An MBPC based on evolutionary algorithms or a combination of gradient-based and evolutionary algorithms and with certain approximations or artificial constraints to
convert the algorithm to one of polynomial order, may simplify the problem and elicits further exploration. Moreover, the performance of such an algorithm will need to be compared with the proposed control system in terms of the dynamic performance, steady-state performance, and imposed computational burden.

Finally, the design of the MMC-based full-scale direct-drive WECS needs to be optimized. The optimization algorithm may need to consider the type of SM, the number of SMs, the number of redundant SMs, the size and design of inductor, the size and type of capacitor, the type of switching devices, among others. The algorithm may consider optimizing the reliability, efficiency, and power quality with constraints imposed from the required circuit conditions.
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A. CALCULATION OF THE SM CAPACITOR VOLTAGE RIPPLE

In this section, the magnitude of the SM capacitor voltage ripple of the MMC under fixed-frequency operation is mathematically derived. In the derivations, the common-mode voltage reference is assumed to be absent, i.e., \( m_{cm} = 0 \).

- Case 1: The MMC operates without the circulating current controller. In this case

\[
\begin{align*}
\Delta m_{\text{circ},j} &= 0, \quad (A.1a) \\
m_a &= m \sin \omega t. \quad (A.1b)
\end{align*}
\]

Substituting for \( m_{\text{circ},j} \) and \( m_a \) from (A.1) in (3.37b), (3.37c), and (3.37d) and neglecting \( R_o \) and \( R_p \), the magnitude of the fundamental and second-order harmonic components of the SM capacitor voltage ripple of each phase are given by

\[
\begin{align*}
\delta v_{c1} &= \frac{P_g}{\omega C_{SM} V_{dc}} \left[ \left( \frac{1}{3m \cos \phi} + \frac{m}{16\omega C_{SM} Z} \left( \frac{1}{\cos \phi} - \frac{m^2}{3} \right) - \frac{m}{6} \right)^2 \\
&\quad + \frac{1}{9} \left( \frac{3m^2}{16\omega C_{SM} Z} \right) \left( \frac{1}{8\omega C_{SM} Z} \right) \left( \frac{1}{\cos \phi} - 1 \right) \right]^{0.5}, \quad (A.2a) \\
\delta v_{c2} &= \frac{P_g}{12\omega C_{SM} V_{dc} \cos \phi} \left[ \left( 1 + \frac{3}{4\omega C_{SM} Z} - \frac{m^2 \cos \phi}{4\omega C_{SM} Z} \right)^2 \\
&\quad + \frac{m^2 \cos \phi}{2\omega C_{SM} Z} \left( 1 + \frac{3}{4\omega C_{SM} Z} \right) (1 - \cos \phi) \right]^{0.5}, \quad (A.2b)
\end{align*}
\]
where

\[ Z = \frac{4\omega L_o}{N} - \frac{1}{4\omega C_{SM}} \left(1 + \frac{m^2}{2}\right), \]

\( \phi \) is the power factor angle. Design of the system is such that \( Z > 0 \). Consequently, the capacitor voltage ripple of the SMs in the upper and lower arms of phase-a become

\[
\delta v_{c_{p,a}} = \delta v_{c1} \sin (\omega t + \psi_1) + \delta v_{c2} \sin (2\omega t + \psi_2), \quad (A.3a)
\]

\[
\delta v_{c_{n,a}} = -\delta v_{c1} \sin (\omega t + \psi_1) + \delta v_{c2} \sin (2\omega t + \psi_2), \quad (A.3b)
\]

where

\[
\psi_1 = \tan^{-1} \left( \frac{8m^2\omega C_{SM}Z + m^4 - 3m^2 - 16\omega C_{SM}Z}{\tan \phi (3m^2 + 16\omega C_{SM}Z)} \right),
\]

\[
\psi_2 = \tan^{-1} \left( \frac{(4\omega C_{SM}Z + 3) \tan \phi}{4\omega C_{SM}Z + 3 - m^2} \right).
\]

Defining \( \theta_1 = (\omega t + \psi_1) \) and \( \phi_1 = (\psi_2 - 2\psi_1) \), (A.3) can be re-written as,

\[
\delta v_{c_{p,a}} = \delta v_{c1} \sin \theta_1 + \delta v_{c2} \sin (2\theta_1 + \phi_1), \quad (A.4a)
\]

\[
\delta v_{c_{n,a}} = -\delta v_{c1} \sin \theta_1 + \delta v_{c2} \sin (2\theta_1 + \phi_1). \quad (A.4b)
\]

Similar expressions can be derived for phases \( b \) and \( c \) as well.

- Case 2: The MMC operates with the circulating current controller proposed in Section 4.3 of Chapter 4. In this case, \( i_{\text{circ},j} = \frac{i_{dc}}{3} \) (assuming balanced conditions)
and the magnitude of the fundamental and second-order harmonic components of the SM capacitor voltage ripple become

\[
\delta v_{c1}^{CC} = \frac{P_g}{\omega C_{SM} V_{dc}} \left[ \left( \frac{1}{3m \cos \phi} - \frac{m}{6} \right)^2 + \frac{1}{9} \left( \frac{1}{\cos \phi} - 1 \right) \right]^{0.5}, \quad (A.5a)
\]

\[
\delta v_{c2}^{CC} = \frac{P_g}{12\omega C_{SM} V_{dc} \cos \phi}. \quad (A.5b)
\]

Consequently, the capacitor voltage ripple of the SMs in the upper and lower arms of phase-a become

\[
\delta v_{cp,a}^{CC} = \delta v_{c1}^{CC} \sin (\omega t + \psi_{1,CC}) + \delta v_{c2}^{CC} \sin (2\omega t + \phi), \quad (A.6a)
\]

\[
\delta v_{cn,a}^{CC} = -\delta v_{c1}^{CC} \sin (\omega t + \psi_{1,CC}) + \delta v_{c2}^{CC} \sin (2\omega t + \phi), \quad (A.6b)
\]

where

\[
\psi_{1,CC} = \tan^{-1} \left( \frac{m^2 - 2}{2 \tan \phi} \right). \quad (A.7)
\]

Equation (A.6) can be re-written as

\[
\delta v_{cp,a}^{CC} = \delta v_{c1}^{CC} \sin \theta_2 + \delta v_{c2}^{CC} \sin (2\theta_2 + \phi_2), \quad (A.8a)
\]

\[
\delta v_{cn,a}^{CC} = -\delta v_{c1}^{CC} \sin \theta_2 + \delta v_{c2}^{CC} \sin (2\theta_2 + \phi_2), \quad (A.8b)
\]

where \( \theta_2 = (\omega t + \psi_{1,CC}) \) and \( \phi_2 = (\phi - 2\psi_{1,CC}) \).

Based on (A.2) and (A.5),

\[
\delta v_{c1} > \delta v_{c1}^{CC}, \quad (A.9a)
\]

\[
\delta v_{c2} > \delta v_{c2}^{CC}. \quad (A.9b)
\]

Therefore, the harmonics of the SM capacitor voltage ripple, when the circulating current controller is enabled, is definitely lesser than the case where it is disabled.
B. STABILITY ANALYSIS OF THE MMC UNDER VARIABLE-FREQUENCY OPERATION

B.1 Closed-loop System

The closed-loop dynamics of the system, comprising the MMC-based adjustable-speed drive with the control system described in Sections 5.3 and 5.4, is provided in this section. The closed-loop dynamics of the aforementioned system neglects the filter dynamics and assumes \( K_{pv} = 0 \). The stability of this closed-loop system is proven in this section.

B.1.1 Closed-loop System Dynamics

From the motor \( qd \) current controller block diagram in Fig. 5.2, the fundamental frequency component of the reference waveforms of the ac-side phase voltages are given by

\[
m_{abc} = T(\theta_r)^{-1} m_{qd0}^r
= \frac{2K_p}{V_{dc}} (i_{abc,ref} - i_{abc}) + \frac{2K_i}{V_{dc}} T^{-1} \int T (i_{abc,ref} - i_{abc}) \, dt + \frac{2\omega_r L_{eq}}{\sqrt{3}V_{dc}} X i_{abc}
+ \frac{2}{V_{dc}} e_{abc},
\]  

(B.1)

where \( i_{abc} \approx \hat{i}_{abc} \) is assumed.
Expanding the dynamic model of the MMC from (3.40) in Chapter 4 to all the phases results in

\[
\frac{di_{abc}}{dt} = -\frac{R}{L} i_{abc} + \frac{N}{4L} (m_{abc} + m_{cm}I) \odot v_{c,abc}^\Sigma - \frac{N}{4L} (I - 2m_{circ,abc}) \odot v_{c,abc}^\Delta \\
- \frac{1}{L} (e_{abc} + \bar{v}_{n,new} I), \tag{B.2a}
\]

\[
\frac{di_{circ,abc}}{dt} = -\frac{R}{L_o} i_{circ,abc} - \frac{N}{4L_o} (I - 2m_{circ,abc}) \odot v_{c,abc}^\Sigma + \frac{N}{4L_o} (m_{abc} + m_{cm}I) \odot v_{c,abc}^\Delta \\
+ \frac{V_{dc}}{2L_o} I, \tag{B.2b}
\]

\[
\frac{dv_{c,abc}^\Sigma}{dt} = -\frac{1}{2C_{SM}} (m_{abc} + m_{cm}I) \odot i_{abc} + \frac{1}{C_{SM}} (I - 2m_{circ,abc}) \odot i_{circ,abc} \\
- \frac{1}{R_p C_{SM}} v_{c,abc}^\Sigma; \tag{B.2c}
\]

\[
\frac{dv_{c,abc}^\Delta}{dt} = \frac{1}{2C_{SM}} (1 - 2m_{circ,abc}) \odot i_{abc} - \frac{1}{C_{SM}} (m_{abc} + m_{cm}I) \odot i_{circ,abc} \\
- \frac{1}{R_p C_{SM}} v_{c,abc}^\Delta. \tag{B.2d}
\]

Substituting for \(m_{abc}\) from (B.1) and \(m_{circ,abc}\) from (5.31) in (B.2), and linearizing the resulting system about its operating/reference point \((i_{abc,ref}, i_{circ,abc,ref,\text{meth}}, v_{c,abc,ref} = \frac{2V_{dc}}{N}, v_{c,abc,op} = 0)\) by neglecting the higher-order terms in the Taylor series expansion results in

\[
\frac{dx}{dt} = A(t)x(t) + d(t, x), \tag{B.3a}
\]

\[
A(t) = \begin{pmatrix}
A_3 & 0 & A_4 & A_5 \\
0 & A_6 & A_7 & A_8 \\
A_{10} & A_{11} & A_{12} & 0 \\
A_{14} & A_{15} & 0 & A_{16}
\end{pmatrix}, \tag{B.3b}
\]

\[
d(t, x) = \begin{pmatrix}
A_2^T & 0 & A_9^T & A_{13}^T
\end{pmatrix}^T T \delta i_{abc} dt, \tag{B.3c}
\]
where

\[ \delta i_{abc} = i_{abc} - i_{abc,ref}, \quad (B.4a) \]
\[ \delta i_{circ,abc} = i_{circ,abc} - i_{circ,abc,ref}, \quad (B.4b) \]
\[ \delta v_{c,abc}^\Sigma = v_{c,abc}^\Sigma - \frac{2V_{dc}}{N} I, \quad (B.4c) \]
\[ \delta v_{c,abc}^\Delta = v_{c,abc}^\Delta, \quad (B.4d) \]
\[ x = \left( \delta i_{abc}^T \delta i_{circ,abc}^T \delta v_{c,abc}^\Sigma \delta v_{c,abc}^\Delta \right)^T, \quad (B.4e) \]
\[ A_2 = T^{-1} \frac{K_i}{L_{eq}}, \quad (B.4f) \]
\[ A_3 = -\left( \frac{(K_p + R_{eq})}{L_{eq}} \right) I_3 + \frac{\omega_r}{\sqrt{3}} X, \quad (B.4g) \]
\[ A_4 = \frac{N\omega_r}{2\sqrt{3}V_{dc}} \text{diag}\left( \left( X i_{abc,ref} \right)^T \right) + \frac{N m_{cm}}{4L_{eq}} I_3 + \frac{N}{2V_{dc}L_{eq}} \text{diag}(e_{abc}^T), \quad (B.4h) \]
\[ A_5 = -\frac{N}{4L_{eq}} I_3, \quad A_6 = -\frac{K_p + R_{eq}}{L_o} I_3, \quad A_7 = -\frac{N}{4L_o} I_3, \quad A_8 = A_4 \frac{L_{eq}}{L_o}, \quad (B.4i) \]
\[ A_9 = \frac{K_i}{V_{dc}C_{SM}} \text{diag}(i_{abc,ref}^T) T^{-1}, \quad (B.4j) \]
\[ A_{10} = \frac{1}{V_{dc}C_{SM}} \left( K_p \text{diag}(i_{abc,ref}^T) - \text{diag}(e_{abc}^T) \right) - \frac{m_{cm}}{2C_{SM}} I_3 \]
\[ -\frac{\omega_r L_{eq}}{\sqrt{3}V_{dc}C_{SM}} \left( \text{diag}\left( \left( X i_{abc,ref} \right)^T \right) + \text{diag}(i_{abc,ref}^T X) \right), \quad (B.4k) \]
\[ A_{11} = \frac{1}{V_{dc}C_{SM}} I_3 + 2K_p \frac{1}{V_{dc}C_{SM}} \text{diag}(i_{circ,abc,ref}^T), \quad A_{12} = A_{10} = -\frac{1}{R_p C_{SM}} I_3, \quad (B.4l) \]
\[ A_{13} = \frac{2K_i}{V_{dc}C_{SM}} \text{diag}(i_{circ,abc,ref}^T) T^{-1}, \quad (B.4m) \]
\[ A_{14} = \frac{1}{2C_{SM}} I_3 + \frac{2K_p}{V_{dc}C_{SM}} \text{diag}(i_{circ,abc,ref}^T) - \frac{2\omega_r L_{eq}}{\sqrt{3}V_{dc}C_{SM}} \text{diag}(i_{circ,abc,ref}^T X), \quad (B.4n) \]
\[ A_{15} = \frac{K_p}{V_{dc}C_{SM}} \text{diag}(i_{abc,ref}^T) - \frac{2}{V_{dc}C_{SM}} \text{diag}(e_{abc}^T) - \frac{m_{cm}}{C_{SM}} I_3 \]
\[ -\frac{2\omega_r L_{eq}}{\sqrt{3}V_{dc}C_{SM}} \text{diag}\left( \left( X i_{abc,ref} \right)^T \right), \quad (B.4o) \]

and \( K_{pv} = 0 \) is assumed. Equations (B.3) and (B.4) represent the linearized closed-loop dynamics of the MMC-based adjustable-speed drive system with the control
system described in Sections 5.3 and 5.4. The system described in (B.3) and (B.4) is a non-autonomous system and its stability, based on Lyapunov analysis of singularly perturbed non-linear non-autonomous systems [76], is proven in the next section.

B.1.2 Stability Analysis of the Closed-loop System

The system described by (B.3) and (B.4) is re-written as

\[
\frac{d\mathbf{x}_1}{dt} = \mathbf{A}_r(t)\mathbf{x}_1 + \mathbf{d}_1(t, \mathbf{x}_1, \mathbf{x}_2), \quad \text{(B.5a)}
\]

\[
\mu \frac{d\mathbf{x}_2}{dt} = \mathbf{A}_b\mathbf{x}_2 + \mathbf{d}_2(t, \mathbf{x}_1, \mu), \quad \text{(B.5b)}
\]

where

\[
\mu = \frac{K_p}{R_pC_{SM}} \frac{1}{K_{p1} + \frac{1}{R_o}}, \quad \text{(B.6a)}
\]

\[
\mathbf{x}_1 = \left( \begin{array}{c} \delta i_{abc}^T \delta v_{c,abc}^T \delta v_{c,abc}^T \end{array} \right)^T, \quad \text{(B.6b)}
\]

\[
\mathbf{x}_2 = \delta i_{\text{circ,abc}}, \quad \text{(B.6c)}
\]

\[
\mathbf{A}_b = -\frac{K_p}{R_pC_{SM}L_o}, \quad \text{(B.6d)}
\]

\[
\mathbf{A}_r(t) = \begin{pmatrix} A_3 & A_4 & A_5 \\ A_{10} & A_{12} & 0 \\ A_{14} & 0 & A_{16} \end{pmatrix}, \quad \text{(B.6e)}
\]

\[
\mathbf{d}_2(t, \mathbf{x}_1, \mu) = \begin{pmatrix} 0 \\ \mu A_7 \\ \mu A_8 \end{pmatrix} \mathbf{x}_1, \quad \text{(B.6f)}
\]

\[
\mathbf{d}_1(t, \mathbf{x}_1, \mathbf{x}_2) = \begin{pmatrix} 0 \\ \mathbf{A}_{11}^T \\ \mathbf{A}_{15}^T \end{pmatrix}^T \mathbf{x}_2 + \begin{pmatrix} A_2^T \\ A_6^T \\ A_{13}^T \end{pmatrix}^T \int T \delta i_{abc}dt. \quad \text{(B.6g)}
\]

Based on (5.28a), (5.40a), and (5.43), \( \frac{K_{p1} + \frac{1}{R_o}}{K_p} \) is large. Additionally, \( R_pC_{SM} \) is very large due to the large resistor \( R_p \) typically used in the voltage sensing circuit. Consequently, based on (B.6a), \( \mu \to 0 \). That is, the system in (B.5) and (B.6) can be
considered as a combination of a reduced-order system and a boundary-layer system as \( \mu \to 0 \).

Substituting \( \mu = 0 \) in (B.5b) results in

\[
A_b x_2 = 0 \Rightarrow x_2 = 0. \tag{B.7}
\]

The solution of \( x_2 \) in (B.5b) with \( \mu = 0 \) is given by (B.7). Substituting \( x_2 \) from (B.7) in (B.5a) results in a reduced-order system for the system described by (B.5) and (B.6), which is given by

\[
\frac{dx_1}{dt} = A_r(t)x_1 + d_{1,n}(t, x_1), \tag{B.8a}
\]

\[
d_{1,n}(t, x_1) = \left( A_2^T A_9^T A_{13}^T \right)^T \int T \delta \Delta_{abc} dt \tag{B.8b}
\]

A “fast time” \( \tau = \frac{t}{\mu} \) and a boundary-layer state \( x_b(\tau) = x_2(\mu \tau) = x_2(t) \) are defined. Then, the boundary-layer system for the system described by (B.5) and (B.6) is given by

\[
\frac{dx_b}{d\tau} = A_b x_b + d_2(t, x_1, 0)
= -\frac{K_p}{R_p C_{SM} L_o} x_b. \tag{B.9}
\]

The boundary-layer system given by (B.9) is exponentially stable, uniformly for any \((t, x_1)\), with the eigen-value of \(-\frac{K_p}{R_p C_{SM} L_o}\) of algebraic multiplicity 3.

The reduced-order system described by (B.8) can be re-written as

\[
\frac{dx_{1,1}}{dt} = A_r x_{1,1} + d_{1,1}(t, x_{1,2}), \tag{B.10a}
\]

\[
\mu_1 \frac{dx_{1,2}}{dt} = A_{r,b}(t, \mu_1) x_{1,2} + d_{1,2}(t, x_{1,1}, x_{1,2}, \mu_1), \tag{B.10b}
\]
where

\[
\mu_1 = \frac{1}{R_p C_{SM} K_p}, \quad \text{(B.11a)}
\]

\[
x_{1,1} = \left( \delta v_{c,abc}^\Sigma T \delta v_{c,abc}^\Delta T \right)^T, \quad \text{(B.11b)}
\]

\[
x_{1,2} = \delta i_{abc}, \quad \text{(B.11c)}
\]

\[
A_{r,r} = \begin{pmatrix} -1 & 0 \\
0 & -1 \end{pmatrix}, \quad \text{(B.11d)}
\]

\[
A_{r,b}(t, \mu_1) = -\left( \frac{1}{R_p C_{SM}} + \mu_1 R_{eq} \right) I_3 + \mu_1 \frac{\omega_r}{\sqrt{3}} X, \quad \text{(B.11e)}
\]

\[
d_{1,1}(t, x_{1,2}) = \left( A_{10}^T A_{14}^T \right)^T x_{1,2} + \left( A_{9}^T A_{13}^T \right)^T \int T x_{1,2} dt, \quad \text{(B.11f)}
\]

\[
d_{1,2}(t, x_{1,1}, x_{1,2}, \mu_1) = \left( \mu_1 A_4 \ A_5 \right) x_{1,1} + \mu_1 A_2 \int T x_{1,2} dt. \quad \text{(B.11g)}
\]

Since \(K_p R_p C_{SM}\) is large due to the large \(R_p\) as explained earlier, \(\mu_1 \to 0\). As \(\mu_1 \to 0\), the system described by (B.10) and (B.11) can be considered as a combination of a reduced-order system and a boundary-layer system.

Substituting \(\mu_1 = 0\) in (B.10b) results in

\[
A_{r,b}(t, 0) x_{1,2} = 0 \Rightarrow x_{1,2} = 0 \quad \text{(B.12)}
\]

The solution of \(x_{1,2}\) in (B.10b) with \(\mu_1 = 0\) is given by (B.12). Substituting \(x_{1,2}\) from (B.12) in (B.10a) results in a reduced-order system for the system described by (B.10) and (B.11) and is given by

\[
\frac{d x_{1,1}}{dt} = A_{r,r} x_{1,1}. \quad \text{(B.13)}
\]
The reduced-order system given by (B.13), (B.11b), and (B.11d), is exponentially stable with the eigen-value of $\frac{1}{R_pC_{SM}}$ of algebraic multiplicity 6.

Furthermore, define another “fast time” $\tau_1 = \frac{t}{\mu_1}$ and let $x_{1,b}(\tau_1) = x_{1,2}(\mu_1 \tau_1) = x_{1,2}(t)$. Then, the boundary-layer system for the system described by (B.10) and (B.11) is given by

$$\frac{dx_{1,b}}{d\tau_1} = A_{1,b}(t,0)x_{1,b} + d_{1,2}(t, x_{1,1}, x_{1,b}, 0) = -\frac{1}{R_pC_{SM}L_{eq}}x_{1,b}.$$  \hspace{1cm} (B.14)

The system described by (B.14) is exponentially stable, uniformly for any $(t, x_{1,1})$, with the eigen-value of $\frac{1}{R_pC_{SM}L_{eq}}$ of algebraic multiplicity 3.

Based on the aforementioned results, the following statements are true for the system described by (B.10) and (B.11):

1. The origin of the reduced-order system given by (B.13), (B.11b), and (B.11d) is exponentially stable.

2. The origin of the boundary-layer system given by (B.14) is exponentially stable, uniformly for any $(t, x_{1,1})$.

Then, by Theorem 11.4 in [76] for singularly perturbed systems, the origin of the system described by (B.10) and (B.11) is exponentially stable, for small $\mu_1$. That is, the origin of the reduced-order system for the system described by (B.5) and (B.6) is exponentially stable, for small $\mu_1$.

Summarizing the results for the system described by (B.5) and (B.6), the following statements can be concluded:

1. The origin of the reduced-order system given by (B.10) and (B.11) is exponentially stable.

2. The origin of the boundary-layer system given by (B.9) is exponentially stable, uniformly for any $(t, x_1)$. 
Therefore, by Theorem 11.4 in [76] for singularly perturbed systems, the origin of the system described by (B.5) and (B.6) is exponentially stable, for small $\mu$ and $\mu_1$. Consequently, the proof of stability of the closed-loop system comprising the MMC-based adjustable-speed drive with the control system described in Section 5.3 and 5.4, is concluded.
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