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Abstract

As artificial intelligence (AI) policy has begun to take shape in recent years, policy actors have worked 
to influence policymakers by strategically promoting issue frames that define the problems and solu-
tions policymakers should attend to. Three such issue frames are especially prominent, surrounding 
AI’s economic, geopolitical, and ethical dimensions. Relatedly, while technology policy is traditionally 
expert-dominated, new governance paradigms are encouraging increased public participation along 
with heightened attention to social and ethical dimensions of technology. This study aims to pro-
vide insight into whether members of the public and the issue frames they employ shape—or fail to 
shape—policymaker agendas, particularly for highly contested and technical policy domains. To assess 
this question, the study draws on a dataset of approximately five million Twitter messages from mem-
bers of the public related to AI, as well as corresponding AI messages from the 115th and 116th US 
Congresses. After using text analysis techniques to identify the prevalence of issue frames, the study 
applies autoregressive integrated moving average and vector autoregression modeling to determine 
whether issue frames used by the public appear to influence the subsequent messaging used by federal 
US policymakers. Results indicate that the public does lead policymaker attention to AI generally. How-
ever, the public does not have a special role in shaping attention to ethical implications of AI, as public 
influence occurs only when the public discusses AI’s economic dimensions. Overall, the results suggest 
that calls for public engagement in AI policy may be underrealized and potentially circumscribed by 
strategic considerations.

Keywords: agenda-setting; artificial intelligence; issue framing; public participation; technology 
governance

Technology governance is at a crossroads. Given the role of advanced information technology in eco-
nomic transformation, emerging technologies have become pillars of national innovation strategy 
(Soete, 2007). Simultaneously, recognition of the power accruing to industrial and national technol-
ogy leaders has inspired arguably unprecedented calls for attention to technology’s social and ethical 
risks. This is nowhere more true than with respect to artificial intelligence (AI), a strategically impor-
tant general purpose technology often construed as the pillar of 21st century innovation but marked by 
substantial alarm about a wide array of potential social and ethical harms and situated in the middle 
of a global technology race (Ulnicane, 2023).

In the context of these tensions, a multisectoral consensus has emphasized the need for the public to 
exert agency in shaping the emerging AI policy agenda (Buhmann & Fieseler, 2023). This call for diverse 
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256 D. S. Schiff

participation in what might otherwise be an expert-dominated policy domain aligns with newfound 
attention to notions of shared governance (Minkkinen et al., 2023; Pierre, 2000). Indeed, policy actors 
across the public, private, and non-governmental sectors agree that members of the public should play 
a critical role in weighing the benefits and risks of AI and informing ultimate decision-making (Crockett 
et al., 2021). In particular, the public is argued to have a special stake in informing government about 
their concerns with respect to social and ethical risks of AI. How AI governance unfolds, then, may also 
depend on how AI is understood—or framed—as a policy issue (Imbrie et al., 2021).

Yet, notwithstanding this apparent normative consensus, what is less clear is whether the public 
actually has meaningful opportunities to shape the AI policy agenda. In turn, this study seeks to answer 
the following in the context of the US, a global leader in AI research and development and key policy 
actor:

• Does the public shape policymaker attention to AI, despite the fact that technology policy is 
traditionally expert-dominated and not highly salient to the public?

• Given the public’s special stake in social and ethical issues, is the public especially influential in 
shaping policymaker attention when AI is framed in terms of its social and ethical implications?

To assess these questions, datasets were created aimed at capturing attention to several issue frames 
related to AI policy as invoked by three groups of actors: the public, federal policymakers, and news 
media in the US, covering the period of 2017 through 2019.1 Using quantitative text analysis tech-
niques, this study extracted actor-specific time series datasets representing attention to three issue 
frames, reflecting potentially competing concerns about AI’s prospects for innovation, social and eth-
ical dimensions, and implications for geopolitical competition. Next, to analyze whether the public 
shapes policymaker attention to AI in general or only with respect to certain issues frames, this study 
applied autoregressive integrated moving average (ARIMA) and vector autoregression (VAR) modeling.

Results across a variety of specifications indicate that the public has a heightened but ultimately lim-
ited role in shaping policymaker attention with respect to the emerging AI policy agenda. Notably, public 
attention to AI does predict policymaker attention to AI, and no other relationship between members of 
the public, media, and policymakers exhibits this degree of influence. Yet this ostensible influence only 
occurs when the public discusses AI generally or with respect to its role in economic innovation. That is, 
the public plays no special role in driving attention to AI’s social and ethical implications, potentially challenging 
assumptions about the public’s priorities or the nature of policymakers’ responsiveness to them.

This study contributes by advancing the use of text analysis and time series methods to assess ques-
tions in policy process theory and innovation policy, particularly related to the emergence of the US AI 
policy agenda. Through empirical study of sub-issue attention to issue frames and the role framing con-
testation plays in agenda-setting, this research advances the understanding of agenda-setting dynamics 
for strategic and emerging technology policy domains, and provides key insight into whether the public 
plays a meaningful role in technology governance. The results reveal that the public does matter, but 
perhaps not in the way expected or imagined.

Theoretical approach
New directions in technology governance
The governance of science and technology may be changing in the 21st century. Limitations of tradi-
tional science and technology policy, such as its failure to solve major societal challenges like inequality 
and climate change (Ulnicane, 2016), have led scholars to propose new approaches to innovation policy 
altogether. For example, movements like transformative innovation policy, mission-oriented innovation 
policy, and Responsible Research and Innovation (Diercks et al., 2019; von Schomberg, 2013) deviate 
from a more economic, expert-driven, and firm-centered logic for innovation. While these approaches 
are evolving, remain contested, and skirt the line between normative and descriptive, they share certain 
key features and can be jointly understood to reflect a new aspirational paradigm (Hogan & Howlett, 
2015) in technology policy.

 1 This analysis allows explicit attention to a single presidential administration, useful for analytical and methodologi-
cal reasons. Yet, it leaves open important questions surrounding the evolution of AI policy, public participation, and issue 
framing in the 2020s which this paper cannot conclusively address.
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In particular, such a paradigm emphasizes attention to social rather than purely economic goals for 
innovation (Kuhlmann & Rip, 2018). Along these lines, it acknowledges the possibility that innovation 
can lead to ethical and societal harms, such that a ubiquitous pro-innovation bias may be problematic. 
Further, it implies a more inclusive and participatory societal policy agenda, for which it is important 
to incorporate a broader array of actors beyond firms, academia, and government, such as civil society 
and especially the public (Warnke et al., 2016). An important question for the future of technology gov-
ernance is therefore whether critical emerging policy domains like AI are in fact reflective of elements 
of this new paradigm, namely an increased reliance on public participation and a focus on social and 
ethical dimensions of technology.

Broadening participation in AI policy
The central question for this study is whether—and under what conditions—the public shapes the 
technology policy agenda, specifically in terms of public influence on federal policymaker discourse in 
US AI policy. Normatively speaking, there is a substantial multi-sector and international consensus on 
the value of public participation in AI governance (Ulnicane et al., 2021; Vesnic-Alujevic et al., 2020). 
Members of the public are argued to be deeply affected by the social transformations resulting from AI, 
implying that they have a special stake and that policymakers need to be responsive to public concerns 
(Stahl, 2021). For instance, controversies related to privacy violations or social media platforms and—
more recently—the growth of generative AI may play a role in the public’s increasing understanding 
of AI’s implications. As such, members of the public may function as “citizen experts” (Fischer, 2000) 
given first-hand experience of AI-based harms, such as faulty automated decision systems used by 
government, labor displacement resulting from automation, and algorithmic surveillance.

Reflection on the importance of public participation in policy extends from a long history of political 
thought, echoed in broader 21st century approaches to governance rather than top-down government 
alone (Pierre, 2000; Rowe & Frewer, 2000). Yet, in the context of science and technology policy, the 
perceived heightened risks of technological impacts and the gap between subject expert and public 
understanding (Dryzek & Pickering, 2017) have led to urgent calls for public participation in technol-
ogy governance generally (Macnaghten and Chilvers 2014; Stirling, 2008), and in AI policy specifically 
(König and Wenzelburger 2021; Stark et al., 2021). In particular, actors in the public, private, and non-
governmental sectors have called for increased public scrutiny, public discourse, and participation 
of specialized mini-publics to inform public and private sector AI governance (Buhmann & Fieseler, 
2023). For example, Ouchchy et al. (2020) find that “encouraging public involvement” is the single most 
common recommendation made in media coverage of AI.

Yet, evidence on the willingness, ability, and capacity of policymakers to engage the public and the 
ultimate influence of public participation on policy agendas is decidedly mixed (Abelson & Gauvin, 2006; 
Lodge & Wegrich, 2015). For example, the Multiple Streams Framework (MSF) considers public opinion 
(or national mood) to be important in shaping the policy agenda (Kingdon, 1984). Yet, Barberá et al. 
(2019) find in a recent study of 100 policy topics that the general public does not lead issue priorities 
for Congress. In the AI space in particular, some have argued that calls for public participation may 
represent “cheap talk” and emphasize superficial or self-serving aims, enabling what Sloane et al. (2020) 
term “participation-washing.” Policymakers or public and private interest groups might mischaracterize 
public attitudes, promote only public audiences that already share one’s views, or express interest in 
public participation merely as a signaling strategy to avoid more extensive interventions. Finally, it 
remains unclear whether policymakers know how to effectively solicit public opinion even when the 
intention to do so is genuine.

This study contributes to scholarly efforts in policy process theory and innovation policy to under-
stand the role of the public in agenda-setting by considering whether public attention to AI (i.e., within 
the public or systemic agenda) is echoed by policymakers (i.e., in the institutional or Congressional 
agenda) for emerging technology policy domains.2 If the calls for public participation in AI are bearing 
out in practice, we should expect to see increased attention by policymakers to the concerns of the 
general public. Thus, a first hypothesis is that:

 2 A note of causal caution is prudent. The methods in this study may only be able to nod towards causation in a limited 
fashion; in that sense, public-policy issue attention correlation can be understood in terms of “issue congruence” (Jones & 
Baumgartner, 2004) rather than strict causation.
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Public agenda-setting hypothesis
Issue attention by members of the public to AI policy generally will predict issue attention by policymakers.

However, it may be the case that public attention only predicts policymaker attention when AI is 
conceived of in certain ways, i.e., with respect to specific issue frames. For example, policymakers may 
feel more pressure to be responsive to public attention with respect to AI’s ethical and social issues, but 
rely more on the expertise of military or economic specialists in closed-door settings when international 
competition and technological leadership are at stake.

Contested issue frames in AI agenda-setting discourse
Issue frames attempt to capture an ongoing discourse and interpret events and indicators in a way that 
packages multifaceted issues in terms of a more simplified essence (Chong & Druckman, 2007; Gamson 
& Modigliani, 1989). In this way, frames structure the underlying categories associated with a topic, 
strategically emphasizing or excluding certain elements, in order to constrain or expand reasoning in 
preferred directions (Baumgartner & Jones, 1993; Sharp, 1994). Powerful and effective frames conse-
quently may direct both public and elite attention, legitimizing certain policy narratives and bringing 
particular policy solutions into the mainstream (Goddard & Krebs, 2015). At one level then, the impact 
of frames on agenda formation is straightforward: When specific issue frames become dominant, there 
is a greater chance that policymakers will respond to these signals by putting these issues and solutions 
to them on the institutional agenda (Peters & Hogwood, 1985).

In the context of AI policy, this study examines three issue frames prominent in AI discourse, exem-
plified in Figure 1. The first frame is the “innovation frame.” In line with traditional technology and 
innovation policy, this frame emphasizes AI’s potential for economic transformation in terms of foster-
ing industrial productivity, economic efficiency gains, high-tech growth acceleration, entrepreneurial 
activity, and national GDP expansion (Edler & Fagerberg, 2017; Soete, 2007). Advocates of this issue frame 
for AI typically emphasize the need for supply-side reforms, such as education and training efforts to 
increase the size of the AI workforce, increased research and development funding, and regional and 
national industry–government–university coordination (Fischer et al., 2021; Smits & Kuhlmann, 2004). 
For example, the United States Innovation and Competition Act, American AI Initiative, and National 
AI Research and Development Strategic Plan deeply embody this thinking.

A second “often invoked” frame emphasizes social and ethical implications of AI—an “ethics frame” 
(Ulnicane et al., 2020, 2). A sizable body of work by civil society, epistemic communities of academic 
experts and practitioners, and the private sector has reviewed numerous ethical problems associated 
with AI surrounding AI’s implications for inequality, racial and gender bias, transparency and account-
ability to the public, human rights, safety, and more (Fjeld et al., 2020; Morley et al., 2019; Shneiderman, 
2022). Proponents of this frame are likely more prone to advocate for stricter regulation and precaution 
in policymaking. Yet, there is uncertainty and debate about whether this frame is likely to influence 
policy in a meaningful way (Hickok, 2021; Morley et al., 2023; Taeihagh, 2021), given numerous barriers 

Figure 1. Examples of AI issue frames in US federal policy discourse.
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to operationalizing AI ethics and concerns about private and public sector “ethics-washing” and “ethics 
shirking” (Bietti, 2020; de Laat, 2021).

The third frame is the “competition frame.”3 This frame—from the perspective of the US—largely 
highlights the “significant economic and national security threat to the United States” of losing the 
AI contest to China (Future of Defense Task Force, 2020, 5). There is a remarkable bipartisan con-
sensus on this issue, with entities like the Future of Defense Task Force, the Office of Science and 
Technology Policy, the Congressional AI Caucus, and the National Security Commission on AI express-
ing support for the competition frame in their headline statements. Indeed, Stix and Maas (2021, 3) 
note that “public and global framings of AI in recent years have seemed to drift towards narratives of 
competition and ‘arms races’” and Imbrie et al. (2020, 8) argue that “the competition frame has diffused 
widely in public discourse and become shorthand for understanding the larger geopolitical context of
investments in AI.”

Regarding the relative importance of these three frames, there are some reasons to believe that 
the ethics frame will be less influential than arguably more traditional frames invoking economic and 
security considerations. For instance, Gilardi et al. (2021) find that normative frames are less likely to 
predict policy adoption, while more “concrete” frames take their place increasingly over time. Moreover, 
economic and national security considerations typically rise to the top of public issue priorities (Jones 
et al., 2009). This, in part, results from—and reflects—the high levels of status and government access 
that actors focused on innovation and national security enjoy, compared to, for example, civil society 
groups.

Yet, the prevalence of the ethics frame in AI may be unprecedented in technology policy, surpassing 
ethical scrutiny applied to earlier emerging technologies like biotechnology and nuclear policy (Leung, 
2020). Indeed, according to the European Commission in its landmark AI Act (European Commission, 
2021, 8), ethics in AI is a “widespread and common approach, as evidenced by a plethora of ethical codes 
and principles developed by many private and public organisations..that AI development and use should 
be guided by certain essential value-oriented principles.” In sum, these considerations offer competing 
expectations with respect to the dominance of competing AI issue frames and their dynamics over time.

Ethical framing hypothesis
Compared to the innovation and competition frames, the ethics frame will find more purchase with the public, 
media, and policymakers, and is likely to become more dominant over time.

Traditional framing hypothesis
The innovation and competition frames will find more purchase with the public, media, and policymakers, and are 
likely to become more dominant over time.

Mutual interaction of public participation and framing dynamics
The ascendance of issue frames that capture social and ethical considerations would provide some 
evidence for transformation in technology governance, as would increased attention to public concerns. 
Yet it is the combination of the two that is arguably most indicative of a policy paradigm shift. It is not through 
sheer volume alone that policymakers are persuaded to change their policy preferences. Instead, frames 
may alter which actors have actual or perceived stake in, expertise relevant to, or even formal decision-
making authority with respect to certain issues.

Particularly complex issues with low public salience admit to “board room politics” (Gormley, 1986), 
where citizens are disconnected from policy discussions while bureaucratic elites and regulatory cap-
ture characterize decision-making. In light of this, Lowi (1964) recognized that “one of the most 
important strategies in any controversial issue is to attempt to define it in redistributive terms in order 
to broaden the base of opposition or support.” Thus, issue framing can be used strategically to contain 
or expand issues and alter the actors that have influence, potentially facilitating or diminishing the 
influence of the public.

 3 See Appendix B for a discussion of the selection of the three frames, including alternative approaches in the literature 
and a discussion of how frames are likely to emerge, disappear, merge, or shift over time. For instance, an “AI safety” frame 
has risen in popularity in recent years as evidenced by the launch of the US NIST AI Safety Institute and several international 
AI Safety Summits.
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Table 1. Counts of issue frames used by public, policymakers, and media.

Dataset (2017–2019) All AI messages Ethics frame Innovation frame Competition frame

Public tweets 4,895,518 242,804 925,642 189,640
Congress tweets 1,477 413 417 187
NYT articles 5,773 3,921 5,170 3,957

In sum, if technology governance is shifting, we might expect that the increased risk aversion and 
precaution members of the public attach to emerging technologies is perceived as increasingly legiti-
mate and worthy of serious consideration (de Saille, 2015). Given wide calls for public participation in 
AI policy and evidence that the public is more skeptical of the use of AI than experts (O’Shaughnessy, 
et al., 2023), a key question is thus whether policymakers are indeed especially likely to listen to the 
public’s social and ethical concerns regarding AI.

Special role of the public hypothesis
Issue attention by members of the public to the ethics frame will more strongly predict issue attention by 
policymakers.

Methodology
Data sources
There are three primary sources of data used in the study. To measure public attitudes towards AI, 
4.9 million X (formerly Twitter) messages were collected that reference “#AI,” the standard hashtag 
for general AI interest. To measure policymaker discourse about AI, all messages on X (described here 
as tweets) sent by members of the 115th and 116th US Congresses were collected before extracting 
messages specifically about AI.4 Finally, while the relationship between the public and policymakers 
is of primary concern here, the media is incorporated primarily as a proxy of national mood or public 
opinion. Media attention to AI is captured by collecting all New York Times (NYT) articles that mention 
the phrase “artificial intelligence”5 using the Nexis Uni database. Additional discussion of the definition 
of “public,” choices surrounding collection of policymaker data, the role of the media, and the rationale 
for using social media data to study agenda-setting is available in Appendix A. All data cover the time 
period of January 2017 through December 2019, reflecting Congressional and executive priorities during 
a single presidential administration and key period in emerging AI policy. Notably, then, while this study 
provides insights on the earliest years of AI policy agenda-setting, it is circumscribed in its ability to 
assess the impact of public participation or issue framing beyond this time range, which entails that 
future research is needed to assess how these trends may evolve.

Identification of issue frames: text analysis
Quantitative content analysis was applied to each dataset to identify issue frame prevalence per actor 
(Boräng et al., 2014), primarily leveraging a dictionary approach.6 Ethics keywords were drawn from 
studies of AI conferences, policy documents, and media, while innovation and competition keywords 
came from media framing research focused on AI. Snowball searches and word embeddings were 
employed to find additional terms, and variations of terms were examined for relevance. A message 
or article that contains one or more of the frame-specific keywords is then indicated, non-exclusively, 
as portraying that respective frame. Additional details on dictionary creation and validation are avail-
able in Appendix C, full dictionaries for all datasets are available in Appendix D, and the sample sizes 
for each corpus and issue frame are displayed in Table 1. 

Measuring agenda-setting influence: time series analysis
After constructing the datasets, the main analysis strategy used to study between-actor influence 
is time series analysis, particularly ARIMA and VAR modeling approaches. These methods offer

 4 See Appendix A regarding the approach used to identify AI messages. The full dictionary for the 115th and 116th 
Congresses is available in Appendix D. 5 The choice of the different primary keywords is based on evaluation of the coverage of those terms, in light of 
differences in the length, context, and style of content. 6 Note that techniques like supervised classification could provide an alternative. See Appendix C for a discussion.
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advantages such as modeling temporal order to support stronger causal claims, and are designed to 
deal with associated challenges such as autoregression in time series data and residuals as well as non-
stationarity and conditional heteroscedasticity (Vliegenthart & Walgrave, 2008). ARIMA methods have 
been recommended for use in media and communication studies (Hollanders & Vliegenthart, 2008), and 
more recently in policy and political science scholarship, including in studies of agenda-setting using 
social media data specifically (Barberá et al., 2019), and in correlating media mentions with policy issue 
attention (Howlett, 1998).

Preparation for the ARIMA analysis includes examining the time series data and associated autocor-
relation and partial autocorrelation functions. Analysis indicates evidence of trends but not seasonality, 
and data are aggregated weekly, in part because of sparsity in policymaker data. Next, analysis involves 
iterative search over possible stationary, non-seasonal ARIMA(p, d, q) specifications using maximum 
likelihood estimation and a small sample consistent Akaike Information Criterion (AIC) to balance 
predictive fit against model parsimony. Results suggest that models such as ARIMA(0, 1, 1) (simple 
exponential smoothing) and ARIMA(0, 1, 2) (damped trend exponential smoothing) may be appropriate.

To extend this analysis to bivariate regressions, it is necessary to model multiple time series simulta-
neously. The approach used here is ordinary least squares (OLS) regression using ARIMA to model errors, 
and including the predictor time series as an exogenous regressor. This strategy is permissible when the 
two series in a given regression are co-integrated, which is confirmed in all cases by the Phillips-Ouliaris 
test. Thus the basic specification is OLS regression with two actors’ AI issue attention represented as 
either the independent or dependent variable, modeling a simple contemporaneous bivariate causal 
relationship within the course of a week. A benefit of this approach is that it allows for simple OLS-style 
interpretation. If the Public Agenda-Setting Hypothesis is correct, we would thus expect an increase 
in public messaging about AI to predict an increase in policymaker messaging.7 Appendix G provides 
further details about the preparation and justification for modeling choices.

While ARIMA is particularly suitable for bidirectional relationships where the order of causation 
is well known, VAR analysis allows for multidirectional influence through simultaneous estimation 
of multiple equations. While typically applied in macroeconomic analysis and forecasting, VAR has 
also been recommended and applied to analyze media and agenda-setting effects where causal rela-
tionships are less obvious and endogeneity is a concern (Gilardi et al., 2022; Liu et al., 2011). This is 
particularly important in policy scholarship given that policy theory often highlights multi-actor influ-
ence and complex feedback effects. However, while VAR analysis enables modeling of all three actors 
simultaneously, it emphasizes lagged rather than contemporaneous relationships, and interpretation 
can be more complex. I therefore follow the advice of Vliegenthart (2014) by considering the two meth-
ods as complementary approaches that may reveal different dynamics associated with issue framing 
and agenda-setting influence.

Importantly, coefficients cannot generally be interpreted straightforwardly for VAR. A few alternative 
methods are normally used. First, forecast error variance decomposition estimates indicate, for each 
time series, the amount of variation over time that can be attributed to its own lagged values as well as 
to the lagged values of the other endogenous variables (in this case, the other actors). Second, impulse 
response functions provide a graphical depiction of the movement of a response variable to a unit shock 
in the impulse variable. Appendix H provides further details on the modeling approach and decisions 
for the VAR Analysis, and Appendix I and J provide additional results.

Results
Issue frame prominence and trends
Figure 2 displays the proportion of all AI tweets (or articles) per actor that address each issue frame over 
the 2017–2019 time period (additional information is presented in Appendix F). As such, it depicts the 
relative attention to each issue frame over time out of all AI messages (which need not sum to 100%). A few 
patterns are clear. For the public, policymakers, and NYT, innovation appears to be the most prevalent 
frame, with a consistently high and stable level of attention from the beginning of the time period. In 
any given week, around 20–30% of public tweets, 20–50% of Congress tweets, and more than 90% of NYT 
articles which address AI discuss some aspect of innovation. The consistent attention across all actors 
to AI’s implications for innovation is highly supportive of the Traditional Framing Hypothesis, though 
with respect to economic rather than geopolitical dynamics.

 7 Further, we would expect the converse (policymakers influencing the public) to not be true, as this would raise concerns 
about endogeneity.
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262 D. S. Schiff

Figure 2. Issue frame prevalence by actor over time.

Note: The data cover January 2017 through December 2019. However, I use 2-month rolling averages to stabilize trends, 
which means the first data points depicted are from February 2017. Sources are (1) tweets from the public using #AI, (2) 
tweets from the 115th and 116th Congresses on AI, and (3) NYT article coverage of “artificial intelligence.”

Indeed, and in contrast, the competition frame receives the least attention overall. Yet, it appears 
that competition-related discourse is growing amongst members of Congress, increasing steadily from 
around 0% to around 25% of AI mentions between 2017 and 2019. A ramp-up of geopolitical discourse 
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about AI—including outside of the time window examined here—seems quite plausible given the cen-
trality of US–China competition in post-2019 legislation such as the US Innovation and Competition Act. 
That the increase in attention to geopolitical dimensions seems particularly marked amongst mem-
bers of Congress may also serve as a preliminary indication that the emerging policy agenda is forming 
somewhat independently from public influence (potentially contradicting the Public Agenda-Setting 
Hypothesis). The next subsections test this more formally.

The most striking dynamics, however, surround the ethics frame. Indeed, attention to the ethics 
frame appears to be increasing substantially over time, especially for the media and policymakers. Rel-
ative attention to the ethics frame steadily grows from around 70% of media discourse to more than 
90% over the 3-year time period. In Congress, it increases from essentially 0% of AI discourse to approx-
imately 50%, even surpassing attention to the innovation frame. This constitutes meaningful evidence 
that, notwithstanding the absence of attention to AI ethics during the early years of AI policy agenda-
setting, ethics appears to have taken on a major role. Research extending into future time periods would 
be necessary to confirm these trends. Yet, attention to AI ethics does appear to be manifesting through 
legislation and other governance efforts like the Algorithmic Accountability Act, the AI Bill of Rights, 
and standards-related AI ethics efforts in the National Institute of Standards and Technology like the 
NIST AI Risk Management Framework and AI Safety Institute.

However, growth in Congressional attention to AI ethics does not seem to be tracking public atten-
tion, though there is modest growth in public attention to the ethics frame, from around 5–6% to 8%. 
The public’s greater interest in AI innovation likely results from the particular composition of social 
media users who discuss AI broadly, who likely differ from the specialized mini-public (e.g., academia 
and civil society) focused on AI ethics. These results could signal an elite-public (and media-public) 
divide, implying that advocates of a new paradigm of technology governance may overstate or at least 
not closely reflect the current priorities of the public, particularly regarding social and ethical impli-
cations of AI. Alternatively, these trends could equally serve as a call for action to better inform and 
engage the public.

Overall then, the findings offer strong support for the Traditional Framing Hypothesis, particularly 
with respect to innovation rather than competition during this time period. Interestingly, the results 
also provide some support for the Ethical Framing Hypothesis given the striking growth in the ethics 
frame over time, which could have meaningful impacts on the AI policy agenda. However, there are 
early indications that the Special Role of the Public Hypothesis may not bear out.

ARIMA analysis
The ARIMA analysis involves modeling relationships between each pair of two actors separately for the 
three issue frames plus overall AI attention. Maximum likelihood estimation (MLE) is used to search 
through different ARIMA(p, d, q) specifications using a small sample consistent AIC to identify the best-
performing non-seasonal model. Statistical and visual tests of goodness-of-fit for plausible models 
include examining autocorrelation and partial autocorrelations of residuals along with applying the 
Augmented Dickey Fuller test, Kwiatkowski–Phillips–Schmidt–Shin test, and Ljung-Box test, in order to 
confirm stationarity of the time series and independence of residuals. On balance given these diagnos-
tics, a preferred model is selected, leaning towards simpler models over complex ones if they perform 
similarly, as it is preferable for no more than one of the p or q terms to be larger than 1 to avoid overfitting 
(Brandt & Williams, 2006).8

Table 2 displays the main ARIMA results from bivariate regressions of the three actors’ issue and 
issue framing attention datasets. The first column indicates the actor (Y) potentially influenced by 
another leading actor (X). The second column indicates the selected ARIMA parameters based on infor-
mation criteria and modeling diagnostics. The third column indicates the effect in terms of the number 
of predicted additional tweets or articles per week from Y that result from a one standard deviation increase 
in messages from X. The fourth column and fifth column assist with interpretation by presenting this 

 8 Note that this strategy means there are several different preferred p, d, q specifications for various bivariate relation-
ships, when it could be argued that the same underlying processes should manifest across issue frames if agenda-setting 
dynamics are indeed part of a stable underlying system. As such, Appendix I presents key results using alternative ARIMA 
and fixed effects specifications as robustness checks. The fixed effects specifications differ in considering the impact of pub-
lic tweets on individual Congressmember behavior at the weekly level, but nevertheless lead to highly consistent results; 
impacts are even greater when applied to a subset of social media-engaged and AI-engaged legislators. This provides some 
reassurance in the robustness of the main models presented and in the underlying mechanisms studied here.
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Table 2. ARIMA results: mutual influence of public, policymakers, and media.

X influence on Y ARIMA model Effect size Baseline value % Change p-value

Public on Congress
All (0,1,1) 1.49 6.66 22.4% 0.003
Ethics (0,1,1) 0.26 1.98 13.1% 0.149
Innovation (0,1,1) 0.46 2.28 20.2% 0.015
Competition (0,1,1) 0.03 0.81 3.7% 0.733
Congress on public
All (0,1,1) 753 31,322 2.4% 0.002
Ethics (1,1,1) 60 2,205 2.8% 0.161
Innovation (1,1,1) 136 8,046 1.7% 0.042
Competition (1,1,1) 17 1,303 1.4% 0.694
NYT on Congress
All (0,1,1) 0.87 6.66 13.1% 0.024
Ethics (1,1,3) 0.27 1.98 13.6% 0.079
Innovation (0,1,1) 0.41 2.28 18.0% 0.012
Competition (0,1,1) 0.03 0.81 3.7% 0.736
Congress on NYT
All (1,0,1) 1.57 18.56 8.5% 0.01
Ethics (0,1,1) 0.94 15.3 6.1% 0.119
Innovation (2,0,3) 1.59 17.71 9.0% 0.003
Competition (0,1,1) 0.17 13.95 1.2% 0.74
NYT on public
All (0,1,2) −30 31,322 −0.1% 0.896
Ethics (1,1,1) 42 2,205 1.9% 0.269
Innovation (1,1,1) 24 8,046 0.3% 0.709
Competition (1,0,2) −12 1,303 −0.9% 0.774
Public on NYT
All (0,1,1) 0.17 18.56 0.9% 0.828
Ethics (0,1,1) 0.50 15.3 3.3% 0.384
Innovation (3,0,0) 1.18 17.71 6.7% 0.091
Competition (0,1,1) −0.28 13.95 −2.0% 0.594

change in terms of a percentage change compared to the baseline average weekly value. For exam-
ple, the results indicate that a one standard deviation increase in public tweeting behavior in a given 
week corresponds with a 22.4% increase over the baseline average of policymaker messaging that week. 
The final column indicates significance, though note that some statistically significant effects are too 
modest to be substantively important. 

To assist with interpretation, Figure 3 presents the main patterns of influence across the three actors 
and four issue frames. Larger magnitude effects are represented with bolder lines, and statistically 
significant effects at the 0.05 level are represented with solid rather than dashed lines. Overall, the results 
suggest that the public does influence policymakers, both overall and with respect to the innovation frame, leading 
to an approximate 20–22% increase in Congressional messaging over normal baseline attention. In contrast, 
even when the results are technically statistically significant, Congress exerts very minor influence on 
the public generally, on the order of 1–3%.9 Notably, attention by media to AI is also associated with 
increased attention by Congress on the order of 13–18%, indicating that this channel of influence is 
active, while attention by Congress leads to additional media attention (8–9%) as well. This confirms 
prior work recognizing the role of media in shaping and being shaped by policymaker attention (Wolfe 
et al., 2013; Yanovitzky, 2002). To the extent that the media is treated as a reflection of public opinion, 
this provides further evidence of the Public Agenda-Setting Hypothesis.

Critically, both channels of public influence are present for all AI messages and for the innovation 
frame alone. In contrast—and across all actors—there are no significant patterns of influence for the 
ethics frame or for the competition frame at the 5% level. It is true, however, that the magnitude of 

 9 Indeed, note that for sets of bivariate relationships with less stable ARIMA parameters, generally insignificant results, 
and smaller effect sizes (e.g., Congress effects on public), this suggests that it is less likely that there is a stable and 
meaningful predictive relationship that can be captured.
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Figure 3. Results from ARIMA analysis: suggested bivariate relationships.

Note: Bivariate relationships per issue frame between public, policymakers, and media. Effect sizes listed correspond to 
percentage increase over weekly baseline resulting from one standard deviation increase in messaging from the influencer. 
Solid lines indicate significant results at the 5% level and line width corresponds to magnitude.

effects for the ethics frame is substantially larger and borderline significant at the 10% level in some 
cases, suggesting that the public could have some influence now or in the future. Meanwhile, the com-
pletely insignificant and marginal effects for the competition frame suggest the public has little role 
in shaping these dimensions of AI policy. It may be the case that policymakers are strictly looking to 
experts in geopolitical and military dimensions of AI on these issues. Overall then, while there is sup-
port for the Public Agenda-Setting Hypothesis with respect to the public’s role generally, the Special Role 
of the Public Hypothesis with respect to the ethics frame is not supported. Instead, it appears that policymakers 
may listen to the public (and media) only when the economic and innovation-oriented dimensions of 
AI are emphasized.

While these results align to some degree with the descriptive trends, they should nevertheless be 
interpreted with caution. First, as they are unidirectional relationships that omit the influence of third 
party actors or other influences (such as focusing events), the results cannot safely be interpreted 
causally. Evidence of mutual influence in some cases could indeed indicate that both time series in 
a given relationship (e.g., public and Congress) are reflecting omitted external factors. Yet, it is plau-
sible that there are not many additional external influences that would bring AI to the attention of 
policymakers or the public beyond what they learn from the media and one another. Further, because 
some of the relationships (again, for example, public and Congress) seem to strongly convey one-sided 
influence dynamics, it is less likely that confounders play a major role for these relationships. Another 
potential limitation is that the results depict contemporaneous or instantaneous influence within the 
course of a week, while other temporal modeling structures are possible.10 To address some of these 
concerns, especially those related to endogeneity, the next section presents results from the three-actor 
VAR analysis.

VAR analysis
Importantly, modeling with VAR allows for multidirectional influence and for more than two actors at a 
time. However, unlike with ARIMA, VAR measures lagged influence rather than instantaneous influence. 

 10 While a strong bidirectional relationship between two actors could indicate that the agenda-setting process is even 
shorter term and better modeled at the level of days, weekly structure is preferred here due to sparsity and to avoid having 
to specify an overly complex lag structure. Appendix G discusses temporal modeling choices in more detail.
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Figure 4. Mutual influence of public, policymakers, and media: all AI messages.

Note: Cumulative orthogonal impulse response functions indicating impact of a one standard deviation shock in the 
leading actor’s attention to AI with 95% confidence intervals. Impacts measured in number of additional tweets or articles 
per week are along the Y axis; time in weeks is along the X axis.

A comparison of information criteria and prediction errors suggests two weekly lags as most appropri-
ate. The VAR models again include all three actors (public, policymakers, and media) simultaneously, 
with separate analyses for the three issue frames plus AI attention overall.

Impulse response functions (additional results are available in Appendix J, Figures J1, J2, and J3) are 
used to depict the impact of the influenced actor’s attention to AI resulting from a one standard deviation 
shock in the leading actor’s behavior. The results in Figure 4 provide evidence that public attention does 
influence policymakers, while Congress does not appear to influence the public. The NYT also appears to have 
borderline influence on Congress, with a lesser magnitude compared to the public’s influence, though 
bootstrap confidence intervals cross zero. Notably, results from the forecast error variance decompo-
sition (available in Appendix H) also confirm these patterns, with the public explaining about 9–10% 
of the variance in Congressional AI attention overall, while Congress exerts no such influence on the 
public. Overall, there is further evidence of the Public Agenda-Setting Hypothesis, reiterating the prior 
ARIMA results.

However, the next key question is whether the public influences Congress with respect to particular
issue frames. The next figure thus presents the impulse response analysis for the public specifically, for 
each issue frame and AI messages overall. The patterns in Figure 5 roughly mirror the ARIMA results: 
The public appears to have influence on Congress with respect to AI messages overall and for the innovation frame, 
but not for the ethics and competition frames.11 Complete results for each set of impulse response functions 
per issue frame across the three actors are presented in Appendix H. In sum, there is little evidence for 
the Special Role of the Public Hypothesis.

 11 Note that while the magnitudes are small, e.g., 0.25 to 1.5 additional policymaker tweets about AI per week, this 
corresponds to around 10–20% increases over baseline Congressional messaging, as described in Table 2.
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Figure 5. Public influence on policymakers per issue frame.

Note: Cumulative orthogonal impulse response functions indicating impact of a one standard deviation shock in public 
attention to AI with on policymaker attention with 95% confidence intervals. Impacts measured in number of additional 
tweets per week are along the Y axis; time in weeks is along the X axis.

Implications and conclusion
As policymakers increasingly wrestle with how to govern complex, high impact, strategic technologies, 
it is critical to understand both what kinds of issues will shape the policy agenda and which actors have 
influence in this agenda-setting process. In the context of AI policy, this paper considered whether the 
emerging AI agenda is developing along a traditional approach—emphasizing expert participation and 
strategic economic and geopolitical goals—or in line with a new paradigm surfacing social and ethical 
dimensions of technology and calling for increased public participation.

Findings here reveal a story that, while consistent, is also dynamic and mixed with respect to the 
role of issue framing contestation and public participation in AI policy. The descriptive results suggest 
that policymaker attention to the ethics frame for AI is indeed growing, even surpassing attention to 
geopolitical and economic dimensions of AI. These patterns may indeed be evidence that concerted 
efforts to govern technology with more proactive consideration of social and ethical dimensions are 
finding success. Further, across a variety of modeling approaches, results indicate that the public does
lead policymaker attention to AI. This both contradicts and and elaborates on prior work (Barberá et al., 
2019) that did not find such a role for the general public across policy domains, while it did find a modest 
role for more attentive publics including aligned partisan publics, a finding this study cannot evaluate.

Increased public attention to AI is consistently associated with increased policymaker attention, 
with substantive effect sizes, while the converse is not true. Though less novel, the paper also finds 
that increased media attention, somewhat less consistently and to a lesser degree, is also associated 
with increased policymaker attention. The fact that public issue attention, directly or through media 
distillation, might influence the policy agenda even in the case of a highly complex and plausibly expert-
dominated technology policy domain is striking.

Yet the prospects for meaningful public participation in AI governance also appear to be significantly 
circumscribed. Results demonstrate that the public influences policymaker attention to AI only when AI 
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is discussed in terms of its implications for economic growth and innovation. Meanwhile, and despite 
the activism of numerous actors in civil society and academia, the public does not appear to be an 
influence channel specifically with respect to social and ethical implications of AI. This could indicate 
that policymakers are engaged in a kind of confirmation bias, only listening to the messages they deem 
fit (Butler & Dynes, 2016). Alternatively, it could indicate that the public is relatively more invested in 
AI innovation than worried about AI’s ethical risks, a finding reiterated in some public opinion research 
that shows stronger public support for adoption of AI than for its regulation (O’Shaughnessy et al., 2023). 
In either case, increased public participation and increased ethical consideration may not go hand-in-
hand in a straightforward fashion, and imagining the public to serve as the “voice” of social and ethical 
consideration may be a simplification of a more complex and evolving role for the public. Additional 
strategies, like increased public education or facilitation of public involvement in policy via specialized 
fora, may be necessary to better understand and advance the public’s role (Buhmann & Fieseler, 2023).

Importantly, there are several key limitations with respect to the study. First, the selection of issue 
frames and strategy for classification involve various subjective determinations. While studies aimed 
at identifying AI frames are broadly consistent with respect to general topics of importance (Imbrie 
et al., 2021; Ouchchy et al., 2020), other approaches to measuring issue framing could lead to different 
results. Second, though the 3-year time period under study is a critical one in light of the emergence of 
AI policy discourse at this time, it cannot reveal longer-term dynamics. For example, it may be the case 
that competition discourse has increased in the time period exceeding the scope of the study, that the 
public is gradually taking on a greater role as society becomes more familiarized with AI, that AI policy 
has been captured by industry, or that still other framings and policy actors have become ascendant. 
Research in future years and decades will be better positioned to determine if the dynamics identified 
here are stable or fleeting.

A third limitation surrounds the prospects for generalizing the findings here to other policy domains 
or settings. The results could indeed be signs of a paradigmatic shift in technology governance or 
agenda-setting generally, but this paper provides little direct evidence to that effect. Indeed, it is known 
that agenda-setting dynamics differ across policy domains, and AI could be a relatively unique issue 
given its technical complexity, widespread impact as a general purpose technology, and mixed benefits 
and risks. The US is also uniquely situated with respect to AI policy, as well as distinctive in terms of 
its agenda-setting institutions, policy goals, concerns, and so forth, meaning the exact findings may not 
translate to different regions and governance scales. Fourth, the time series models applied here do 
not explicitly take into account other factors like electoral context (Vliegenthart & Walgrave, 2008) or 
severity of problem indicators and focusing events (Liu et al., 2011). Given the short time period, subjec-
tivity involved in time series modeling, and relatively sparse data in some cases (e.g., a small number 
of policymaker messages per week), future research will be needed to confirm or challenge the results 
here.

Overall, this study can benefit research in policy process theory, political communication, and AI 
policy with implications for the scholarly understanding of the roles of the public, media, and issue 
framing in the agenda-setting process. Through application of text-as-data methods and the creation 
of AI issue frame dictionaries, it also helps to concretize more preliminary and conceptual work con-
cerned with AI issue frames and narratives, providing grounds for further study. Further, the application 
of time series methods to study not merely issue attention but also sub-issue frame attention by differ-
ent policy actors represents a new approach to understanding the evolution of contested policy agendas. 
Finally, the paper helps to answer some concrete and pressing questions in technology and AI gover-
nance surrounding how AI is framed and whether the public has influence in the emerging agenda. 
While much remains to be known about the direction that technology governance will take, indications 
in the early years of AI policy suggest that a full transformation advancing the public’s voice has not 
yet occurred.
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Appendix A
Data collection and rationale
I am able to identify Twitter accounts for 639 of 645 members of the Senate and House of 
Representatives—99% of those in office between 2017 and 2019—and collect tweets only during the spe-
cific terms when members were in office. As members of Congress often have multiple Twitter accounts 
(e.g., campaign accounts, personal accounts, official office accounts) (Siddique, 2019), I select for each 
person the account with the most followers, as this is the account with arguably the most importance 
for their messaging efforts. While 612 members of Congress tweeted approximately 1.1 million times 
over the period, only about half of them (291) tweeted about AI.

To identify AI-relevant messages, I investigate a set of 100 AI keywords (e.g., neural network, machine 
translation) used by Imbrie et al. (2020) for a similar task, along with additional keywords identified 
when investigating Congress’s messages (e.g., autonomous vehicles, deepfakes). For each keyword, I 
investigate its frequency of occurrence, and retain keywords that appear at least 10 times in the corpus 
and for which at least 75% of the associated messages reflect a reference to AI, to my understanding.

A few additional questions are worth considering in light of the data collection strategy. First, to what 
extent does studying the sources above (namely social media) and actors allow for valid evaluations 
of issue (frame) priorities and agenda-setting influence? According to a growing body of work, these 
research questions are increasingly tractable. Twitter is now almost universally used by members of 
Congress, for purposes such as providing information, credit-claiming, and indicating responsiveness 
to the public, along with other goals (Golbeck et al., 2010; Shapiro et al., 2018). Research indicates 
that citizens also act strategically through these platforms to influence policy agendas (not limited to 
“shouting” at politicians) (Hemphill & Roback, 2014), and that policymakers in turn use social media to 
expand issue attention beyond elites as well (Fazekas et al., 2021). Perhaps surprisingly, nearly half of 
US politicians engage in conversation on Twitter; about one-quarter of this engagement is directly with 
private citizens (Tromble, 2018).

A related question is whether issue attention on social media is reflective of issue attention more 
broadly. Regarding issue congruence across sources, evidence indicates that issue attention by policy-
makers on Twitter is indeed substantially similar to their issue priorities in other formats such as on 
Facebook, via press releases, and in parliament (Casas & Morar, 2019; Peeters et al., 2021). These priori-
ties are also congruent with issue coverage in the NYT specifically, suggesting that the NYT is a useful 
source for studying elite-media issue attention relationships (Shapiro & Hemphill, 2017). Thus, there are 
good reasons to think that issue attention, issue congruence, and responsiveness between the public, 
policymakers, and media can be plausibly evaluated using the identified datasets, even though the plat-
forms, contexts, and rationales for each actor’s messaging efforts are somewhat distinct. In sum, there 
is growing evidence of the importance of social media in agenda-setting dynamics.12 Social media may 
serve as a direct channel in influence efforts, and—given issue congruence across platforms—it may 
also serve as a meaningful proxy of public and policymaker opinion. This paper considers both chan-
nels to be viable. However, much remains unknown about the role of social media in agenda-setting, 
especially given the novelty of the platforms and the still-evolving political communication dynamics 
surrounding them. This paper helps to advance this literature.

A distinct question important in the context of the study is what is meant by “public.” Public may 
refer to any actors outside of government (e.g., industry bodies and academic experts who reply to 
requests for public comment); it may refer to society or citizens generally; or it may refer to special sub-
sets of the public (Hallahan, 2000). For example, various taxonomies distinguish between “strong” and 
“weak” publics, between “inattentive” and “attentive” or “engaged” publics (Fraser, 2021; Stoker, 2014), 
and scholars dispute whether there is such a thing as a general public or rather multiple mini-publics. 
Notably, many definitions focus on the shared stake in and potentially action surrounding particular 
social or policy issues (Barnes et al., 2003), meaning that public is often defined as explicitly policy-
engaged. Along these lines, this paper considers the relevant public to be individuals on social media 
who have some heightened personal stake or interest in AI and are more likely to engage politically on 
those issues.13

 12 See Barberá et al. (2019) and Gilardi et al. (2022) for further discussion. 13 Notably, this Twitter audience is likely to skew male, be younger, more educated, live in urban areas, and is potentially 
more politically liberal than the general population (Barberá & Rivero, 2015; Mellon & Prosser, 2017; Mislove et al., 2011). 
Yet, such a public is not dissimilar from individuals more likely to contact political representatives, vote, attend hearings, 
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Finally, an important note is that the NYT is often used in media studies as a proxy for media coverage 
broadly as it is considered the “paper of record” in the US. It covers a wide range of topics and is widely 
read by the public and political elites (Ringel, 2021; Weaver & Bimber, 2008). In the agenda-setting 
literature, the media plays a complex and important role (McCombs & Shaw, 1972). It may serve to 
synthesize societal debate and reflect overall public opinion (Hopkins et al., 2017; Ripberger, 2011), or 
may indeed construct public opinion (McCombs, 2004; Zaller, 1992). Further, media outlets are not only 
responsive to the needs of their customers, but are also responsive to political elites, both by reporting 
on their activity and providing crucial information to them (Callaghan & Schnell, 2001; Shoemaker &
Reese, 1991; Van Aelst & Walgrave, 2016). Given the importance of public opinion and national mood 
in the agenda-setting literature, I consider the media here primarily as a proxy or alternative source 
that policymakers look to understand public opinion. Indeed, other research on AI policy has observed 
the prominent role of the media in presenting issue frames (Imbrie et al., 2021) and has considered 
media coverage in outlets like the NYT as a proxy for public opinion (Fast & Horvitz, 2017; Ouchchy
et al., 2020).

Appendix B Selection of issue frames
The choice of frames is, to some extent, subjective and constrained by which audiences and time period 
are considered (Fast & Horvitz, 2017). For example, the Center for Security and Emerging Technology 
considers four frames including a “World without Work” frame and a “Killer Robots” frame (Imbrie et al., 
2021) and the Department of Homeland Security (Department of Homeland Security, Office of Cyber 
and Infrastructure Analysis, United States, 2017) considers seven benefit- and threat-focused frames 
including “Threat to Humanity” and “Fueling the Surveillance Machine” frames.

The choice of frames for this analysis is based on review of scholarly and policy literature along with 
expert opinion and a desire for parsimony. Approaches like discourse analysis and topic modeling can 
be fruitfully applied to study coverage of AI in media and other sources by those who wish to identify, 
combine, and parse frames in different ways (Cave et al., 2018). Yet, Neuman et al. (1992) identify human 
impact, economics, and conflict as three common issue frames used in the news media; arguably, then, 
the three frames pursued in this study have universal relevance.

It is also important to note that frames may evolve over time as particular frames emerge, disappear, 
become subsumed or merged into other frames, or simply change in meaning. For instance, in the 
2020s, there has been some ascendance of an “AI safety” frame, which contains elements related to 
an “AI ethics” frame but also incorporates considerations related to existential risk or the “Threat to 
Humanity” frame as identified by the Department of Homeland Security in its analysis.

Appendix C Identification of issue frames
Within each of these three datasets, quantitative content analysis methods are used to identify the 
prevalence of issue frames (Boräng et al., 2014).14 To identify the ethics frame, I draw on keywords from 
three studies used to comprehensively identify AI ethics concepts in AI conferences and journals (Prates 
et al., 2018), in public, private, and NGO sector AI policy and ethics documents (Schiff et al. 2021), and in 
media sources (Fjeld et al., 2020; Zhang et al., 2021). For the competition and innovation frames, I rely 
on keywords used by Imbrie et al. (2020) and Imbrie et al. (2021) in their extensive study of AI frames 
in media coverage. For all three frames, I engage in snowball searches of the tweets/articles through 
an iterative process to identify and evaluate other potentially applicable terms. Finally, I employ word 
embeddings via the word2vec family of algorithms (Mikolov et al., 2013) to identify other candidate 
terms.

In constructing the three dictionaries, for each possible term, I examine possible variations of the 
associated stem of that term to determine relevance. For example, the terms “moral” and “develop” 
capture ethics and innovation concepts effectively, while the terms “morale” and “developers” do not. 
I deem a keyword worthy of inclusion if at least 75% of the usages of it in a random sample of mes-
sages accurately reflect the relevant concept in AI, based on my substantive understanding of the field. 

etc. (Vaccari et al., 2015). That is, a public so defined is a highly relevant audience for considering political accountability, 
responsiveness, and agenda-setting influence. 14 I begin with standard cleaning and pre-processing steps for text analysis, including removing duplicate tweets/articles, 
text segmentation, tokenization and lemmatization, removal of punctuation and numbers, case conversion, and collapsing 
of some n-word terms to individual tokens.
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I perform this analysis for both the Twitter and NYT datasets, as the nature of term usage depends 
on the length and context of the medium (Grimmer & Stewart, 2013), and find the three dictionaries 
perform adequately overall compared to similar classification efforts (Ghosh & Loustaunau, 2021).15 A 
message (tweet or article) that contains one or more of the frame-specific keywords is then indicated, 
non-exclusively, as portraying that respective frame. The full dictionaries are available in Appendix D 
and the sample sizes for each corpus and issue frame are displayed in Table 1.

Appendix D
AI and issue frame dictionaries
This section presents the dictionaries used for extracting AI-related messages and the three issue 
frames studied in this paper. While there were some minor differences in the initial keywords and 
validation efforts with respect to the different data sources examined in this study, the resulting dic-
tionaries were substantially similar, so only one dictionary is presented for AI overall and for the three 
issue frames. Of note, the dictionaries were adjusted throughout the research process as classification 
improved; however, the main results were not sensitive to these minor changes. Nevertheless, differ-
ences in data sources, initial search criteria, length of texts, time period, etc., imply that it is important 
for researchers to verify and potentially adjust these AI dictionaries when applying them to another 
context or data source (Grimmer & Stewart, 2013).

In addition to the dictionaries themselves, the high-level categories listed here can also be used or 
repurposed to extract content related to specific sub-dimensions of AI discourse that may be of interest 
to researchers, such as “discrimination” or “military.”

Dictionary for identifying AI discourse:

- [AI]: ai*, a.i.*, artificial* intellig*, artificialintelligen*, artificial-intell*

- [automation]: automate, automated, automation, autonomous syst*, autonomous tech*

- [ML]: machine learn*, deep learn*, reinforce* learn*, supervised learn*, unsupervised learn*

- [algorithm]: algorithm*

- [other_techniques]: recommend* system*, speech recognition, computer vision,
- pattern recognition, natural language, machine translation, recommendation system*, image 

process*, information retrieval, speech synthesis, handwriting recognition, object recognition

- [AVs]: autonomous veh*, self-driv*, self driv*, autonomous car*, AVs, autonomous navigation, AV 
START, AV test*, AV tech*

- [facial_recognition]: facial recog*

- [deepfakes]: deepfake*, deep fake*

- [weapons]: autonomous weapon*

Dictionary for identifying AI’s economic and innovative dimensions—“innovation frame”:

 15 Note that this initial classification strategy only identifies term-specific true positives and false positives, but does 
not provide a holistic sense of false negatives or other classification criteria. As such, I hand code a subset of documents 
and compare accuracy against the dictionary-based classifications. I report results in Appendix E. Note that techniques like 
supervised classification could provide an alternative (Wilkerson & Casas, 2017). However, a study using a wide variety of 
state-of-the-art ML methods, including various doc2vec and self-attention based classifiers to specifically study AI frames in 
media documents, led to a maximum F1 classification score for the positive class of 0.81 for the best classifier, with precision 
and recall of 0.76 and 0.87 for the positive class (Ghosh & Loustaunau, 2021). For this reason and because these techniques 
have not been applied to study shorter Twitter content for AI issue framing, I stick with the simpler dictionary approach, 
which Gentzkow et al. (2019, 24) expect to “remain the optimal choice in many settings.”
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- [innovation]: innovat*, grow, growth, patent*, invent*, invest*, billion*

- [economy]: economy, economies, economic

- [transformation]: transform*, chang*, revolution*, disrupt*, reinvent*, disrupt*, reinvent*, shake

- [acceleration]: accelerat*, drive, drives, driven, enhanc*, boost*, fueled, fueling, enable, enabler*, 
enables, enabling, optimize, optimizing, optimizes, augment*

- [business]: business, businesses, start-up*, startup*, enterpris*

- [opportunity]: embrac*, opportunity, opportunities, ambitions, potential

- [productivity]: productiv*, efficien*, edge

- [pace]: pace, faster, momentum, rise

Dictionary for identifying AI’s social and ethical dimensions—“ethics frame”:

- [ethics]: ethic*, moral*, morality, evil

- [rights]: rights, freedom*

- [values]: human values, societal values, democratic values

- [responsibility]: responsibil*, responsibleAI

- [control]: human control

- [fairness]: fairness*, fairer*, unfair*

- [discrimination]: discrim*, non-discrim*, anti-discrim*, antidiscrim*

- [transparency]: transparenc*, explainab*, interpretab*

- [safety]: safe*

- [accountability]: accountab*

- [privacy]: privac*

- [bias]: bias*, unbias, racis*, sexis*, homophob*, transphob*

- [equality]: equality*, inequal*, unequal*

- [equity]: equita*

- [humanity]: humanity, humane, human-cent*

- [trust]: trust, trustworth*, trusted, untrust*, fear*, afraid*, threat*

- [misuse]: misus*, abus*

- [manipulation]: manip*
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- [harm]: harm, harmed, harmful, harming, harms

- [consent]: consent*

- [deception]: deceiv*, decept*, fooled

- [misinformation]: misinform*, propagand*, democracy

- [displacement]: displac*, unemploy*

- [diversity]: diverse, diversity

- [society]: societ*

- [sustainability]: sustainable, sustainability, environmental*

Dictionary for identifying AI’s strategic, geopolitical dimensions—“competition frame”:

- [competition]: competit*, compete, rivals, rivalry

- [position]: ahead*, left behind*, fall* behind, advantag*, rank, ranks

- [supremacy]: dominance, dominate, dominating, domination, supremacy

- [china_russia]: china*, chinese*, russia*

- [arms_race]: arms race, artificial intelligence race, AI race, global race, #AI race, sputnik

- [war]: war, warfare, battlefield*, weapon*, lethal*

- [military]: national security, militar*, army*, navy*, naval, air force*, marines, armed

 forces

Appendix E Classification results
To evaluate the quality of the AI issue frame dictionaries, I perform a manual classification on 1,000 
randomly selected messages from the public and separately on 1,000 randomly selected messages from 
Congress. The results in Table E1 report the precision (or positive predictive value) and recall (or sensi-
tivity) for each dataset and issue frame. I emphasize these metrics and the overall F1 score, given this 
study’s focus on predicting the positive class, i.e., identifying the issue frames themselves.

Overall, the classification leads to adequate to strong performance for both social media datasets 
with F1 scores ranging from 0.81 to 0.96.16 The innovation frame is captured most accurately across 
datasets, with slightly lower performance for the ethics frame in the public dataset and for the compe-
tition frame in the policymaker dataset. Of note, the dictionaries appear to perform slightly better on 
the policymaker messages, perhaps because these messages are, on average, more carefully crafted as 
well as focused on a smaller subset of AI issues. 

 16 Note that I do not perform classification on the NYT articles given that they are of secondary importance in this study 
and because of the more pressing need to evaluate the robustness of the dictionaries in the context of short Twitter messages. 
For readers interested in classifying news media messages with respect to AI issue frames, Ghosh and Loustaunau (2021) 
provide some promising approaches.
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Table E1. Classification results for issue frames: public and Congress datasets.

Issue frame Precision Recall F1 score

Public AI messages
Ethics 0.96 0.70 0.81
Innovation 0.98 0.95 0.96
Competition 0.86 0.91 0.89
Policymaker AI messages
Ethics 0.98 0.87 0.92
Innovation 0.93 0.93 0.93
Competition 0.98 0.79 0.87

Appendix F
Issue frame timelines and descriptive statistics
Figure F1 depicts the raw correlations between the three actors’ time series data across the three issue 
frames plus AI messages overall. Across all three actors, there is modest correlation with respect to 
“all AI messages” and for the ethics and innovation frames, but little correlation with respect to the 
competition frame. This provides preliminary evidence that AI issue attention is generally correlated 
across actors, though these raw correlations do not account for spurious trends and autocorrelation of 
each time series with itself. 

Beyond the question of whether single frames “prevail” during a specific time period, frames may 
also merge over time or become subsumed into one another. Policymakers might attempt to advance 
both ethics and competition simultaneously, such as by arguing that ethical AI is a strategy to promote 
competitive advantage (Minkkinen et al., 2023).17 Additionally, policymakers may employ the ethics 
and innovation frames simultaneously, such as by arguing that ethical AI is needed to foster trust and 
support consumer adoption.18 Gilardi et al. (2021) find evidence that frames tend to become more com-
plex over time—effectively by merging together. These changes may reflect the development of a stable 
consensus and dominant “policy image” (Baumgartner & Jones, 1991), at least in the near-term.

Along these lines, Figure F2 depicts the prevalence of issue frames over time for each actor while 
additionally incorporating hybrid or joint frames, e.g., messages that discuss both ethics and innovation. 
Overall, the vast majority of messages contain just a single issue frame, and there is little evidence of 
growth for any hybrid frame, particularly amongst the public and Congress. Because NYT articles are 
longer than tweets, however, they are more likely to reflect both individual and hybrid frames given the 
dictionary classification approach utilized in the study. However even here, the hybrid frames seem to 
merely track the growth of individual frames rather than represent a new framing consensus. 

Appendix G
Notes on ARIMA analysis approach
The ARIMA(p, d, q) models considered in this analysis take the general form:

y′
t = a0 +

p

∑
i=1

ai ∗ yt−i +
q

∑
i=1

bi ∗ 𝜖t−i + 𝜖t (1)

where yt
′ is a variable that has been differenced from itself one or more times to remove trends or 

other statistically undesirable properties that might lead to spurious correlations, (e.g., d = 1 corresponds 
to y

′
= yt − yt − 1); p refers to the number of autoregressive terms, or lagged values of y; q refers to the 

number of moving average terms, or lagged prediction errors estimated from previous time periods; 
and 𝜖 refers to the unexplained random residual. Selecting the appropriate ARIMA(p, d, q) specification 

 17 For example, the European Commission’s Ethical Guidelines for Trustworthy AI (European Commission, 2019, 5) state 
that ethical AI confers a “competitive advantage” for individual firms and EU countries: “A trustworthy approach is key to 
enabling ‘responsible competitiveness’, by providing the foundation upon which all those affected by AI systems can trust 
that their design, development and use are lawful, ethical and robust.” 18 For example, according to US Executive Order on Promoting the Use of Trustworthy Artificial Intelligence in the Federal 
Government (White House, 2020, 1): “The ongoing adoption and acceptance of AI will depend significantly on public trust. 
Agencies must therefore design, develop, acquire, and use AI in a manner that fosters public trust and confidence while 
protecting privacy, civil rights, civil liberties, and American values.”
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Figure F1. AI issue frame correlations across public, policymakers, and media.

Note: Depicts raw correlations between the 12 time series datasets: three issue frames plus overall AI messages across the 
three actors during 2017–2019. There are small correlations for AI messages overall and for the innovation and ethics 
frames.

typically requires understanding the autocorrelation and partial autocorrelation functions for a given 
time series, and examining information criteria such as the Akaike Information Criterion (AIC) and 
Schwarz Bayesian Criterion (BIC) to identify which model produces stronger goodness of fit, balanced 
against ensuring parsimony in the number of terms to avoid overfitting. I prefer the use of the AIC 
or AICc (an AIC with a small sample correction) (Bozdogan, 1987) as underfitting is a more significant 
problem for small sample sizes (Dziak et al., 2012; Vaida & Blanchard, 2005).20 A resulting model should 
have residuals that are uncorrelated and stationary, with constant error variance over time.

There are a total of 12 time series involved in this analysis (three datasets × mentions for each of three 
issue frames plus total number of mentions). Not all time series may have the same properties, which 
complicates model identification and choice of analytical method. However, analysis of seasonality 
using trend and seasonal decompositions suggests that that there are not seasonal patterns or cycles, 
so I use non-seasonal analyses throughout. Visual evidence and tests (the Augmented Dickey-Fuller Test 
or ADF test and Kwiatkowski–Phillips–Schmidt–Shin or KPSS test) also suggest at least some time series 
(e.g., the ethics frame) are characterized by over-time trends, which implies that one level of differencing 

 20 Nevertheless, using alternative information criteria like the BIC does not lead to substantively different results across 
the main analyses.
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Figure F2. Issue frame prevalence by actor with joint frames.

Note: Single and joint issue frames from January 2017 through December 2019. I use 2-month rolling averages to stabilize 
trends, which means the first data points depicted are from February 2017. Sources are (1) tweets from the public using 
#AI, (2) tweets from the 115th and 116th Congresses on AI, and (3) NYT article coverage of “artificial intelligence.”

may be appropriate to remove those trends and render the time series stationary, a prerequisite for time 
series modeling.
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I aggregate the time series data to the level of week for three reasons. First, some times series data in 
my dataset, particularly policymaker messaging, is relatively sparse at the daily level. Second, messag-
ing behavior indicates visible within-week relationships, such as a tendency to tweet the same day each 
week or more regularly on Fridays, and aggregation to the week level should smooth out these cycles. 
Third, theory and prior literature suggest that responsiveness to messages may occur over days-to-
weeks rather than more quickly (hours) or slowly (months) (Gonzales, 2018). For example, news media 
and policymakers may only start to message about new legislation, hearings, or focusing events over 
several days rather than immediately.

Another question is whether the models should consider the leading actors to influence other actors 
simultaneously (i.e., within the same week) or with a lag (e.g., only a week or two later). Models per-
formed based on 1-, 2-, or 3-week lags exclusive of contemporaneous influence exhibit decreasing and 
insignificant effects.

Additionally, multi-model selection identifies contemporaneous influence models as the most plau-
sible, and does not recommend including prior week lags at all. Tests of instantaneous and Granger 
causality using multi-actor VAR modeling also suggest that contemporaneous rather than past influ-
ence is important, especially for AI messages overall and for the innovation frame (with no evidence 
of instantaneous influence for the ethics and competition frames). And as stated, I expect attention to 
AI issue frames to manifest over fairly short time frames. Thus, I adopt a contemporaneous influence 
modeling approach using ARIMA for the primary specifications, while I consider lagged influence more 
directly in the VAR analysis.

Using a small-sample adjusted AICc as the primary selection criteria, I search iteratively over pos-
sible stationary, non-seasonal models using maximum likelihood estimation (MLE) to maximize fit. 
Results suggest that models such as ARIMA(0, 1, 1) (simple exponential smoothing) and ARIMA(0, 1, 
2) (damped trend exponential smoothing) may be appropriate (McKenzie & Gardner, 2010) though the 
preferred model varies by time series. This strategy generally results in stationary models and residuals, 
i.e., independent errors without unit roots in the moving average or autoregressive terms. This provides 
some insight about the nature of the time series under study.

However, to extend this analysis to bivariate regressions, it is necessary to model multiple time 
series simultaneously. I therefore vary the standard ARIMA approach applied to a single time series 
and depicted in the equation above. The approach used here is ordinary least squares (OLS) regression 
using ARIMA to model errors, and including the predictor time series as an exogenous regressor. Thus 
the basic specification is a simple bivariate OLS with two of the three actors represented as independent 
or dependent variables: 

yt = 𝛽0 + 𝛽1xt + 𝜖t (2)

but with 𝜖t modeled in the style of Appendix G, and with the xt and yt terms potentially subject to 
differencing to remove trends.

A benefit of this approach is that it allows for simple OLS-style interpretation, while avoiding prob-
lems associated with autoregressive errors. The AICc is used to identify the final model for each relevant 
bivariate regression of two actors, and differencing is applied to both time series variables in almost all 
of these models.

Importantly, it is allowable to apply this approach even to nonstationary time series if some linear 
combination of those series is stationary, i.e., if the series are “cointegrated.” Thus, I do not engage in 
extra pre-cleaning steps beyond differencing. The Phillips-Ouliaris (PO) test confirms that the series 
in the study are cointegrated in all cases. Also note that, while there is information about the past 
incorporated in each model, the modeling strategy implies that the effects of x on y are instantaneous 
or contemporaneous.

Appendix H
Notes on VAR analysis approach
In contrast to ARIMA, a VAR model allows for lagged values of the key dependent variable as well as 
lagged values of separate exogenous variables. The standard or reduced form of a VAR(1) representation 
(with a single lag) is:

(
y1t

y2t
) = (

a1

a2
) + [ a11 a12

a21 a22
]( y1t−1

y2t−1
) + [ 𝜖1t

𝜖2t
]
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such that y1t = a11y1t−1 + a12y2t−1 + 𝜖1t and y2t = a21y1t−1 + a22y2t−1 + 𝜖2t. Thus, all key time series variables (e.g., 
public, policymaker, and media messages) are included in both the left- and right-hand sides of the 
respective equations, in a symmetric fashion.

Diagnostic tests (ADF, KPSS, and PO) provide mixed results regarding whether the relevant time series 
are stationary. For this reason, differencing (of all series) may be appropriate, though some research cau-
tions that differencing will remove long-term dynamics (Brandt & Williams, 2006) and suggest using 
Vector Error Correction Models (VECM) instead. As long-term dynamics are not the central focus of this 
analysis, I stick with VAR analysis of differenced series. Next, I use the AIC to determine the appro-
priate lag order, p for a VAR(p) process, as AIC is again a preferable information criteria for smaller 
samples. A total of two to three (week) lags is deemed appropriate depending on whether differencing 
is applied, and seems sufficiently parsimonious. The results from VAR models are consistent with no 
autocorrelation or heteroskedasticity in the residuals, as desired.

Figure H1 presents the forecast error variance decomposition based on all AI messages, indicating 
what proportion of the variance of a given actor’s behavior over time is explained by lagged values of 
its own time series versus that of other actors. The results indicate that AI attention in the media and 
public is substantially autonomous. For both the public and NYT, only 1–2% of AI messaging behav-
ior is explained by other actors. This is consistent with prior scholarship demonstrating a high degree 
of attentional inertia (Liu et al., 2011; Wood & Peake, 1998). In contrast, approximately 9–10% of pol-
icymaker AI messaging is explained by prior public messaging, with some influence (4–5%) from the 
media as well. Thus, when accounting for multidirectional influence and all three actors, the findings 
align with main ARIMA results and the Public Agenda-Setting Hypothesis.

Appendix I
Alternative specifications: fixed effects and ARIMA models
As an additional set of robustness checks, I alternatively run fixed effects models to assess the impact 
of public AI issue attention on Congressmember AI issue attention overall and per issue frame. This 

Figure H1. Forecast error variance decomposition: mutual influence of actors.
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Table 11. Public impact on policymaker attention: fixed effects specifications.

 Congress AI issue attention

All AI messages Ethics Innovation Competition
(1) (2) (3) (4)

Public: AI messages 0.002***(0.001)

Public: ethics frame 0.0002(0.0002)

Public: innovation frame 0.001***(0.003)

Public: competition frame 0.00003(0.0001)

Week trend 0.0001***
(0.00001) 0.00005***

(0.00001) 0.00002***
(0.00001) 0.00002***

(0.00000)

Congressmember fixed 
effects

Yes Yes Yes Yes

Observations 100,323 100,323 100,323 100,323
R2 0.053 0.030 0.034 0.024

*p < 0.1; **p < 0.05; ***p < 0.01.

approach is quite distinct from the ARIMA and VAR models. Rather than aggregating all Congressmem-
bers’ messaging behavior into a single weekly count (representing policymaker attention as a whole), I 
consider impacts on individual Congress members per week. Specifically, I include Congressmember fixed 
effects in my model specification, and cluster standard errors by week as the “treatment” of public AI 
issue attention is delivered at the level of weeks. Finally, I include a simple linear time trend to account 
for the order of weeks.

The results in Table 11 indicate that a one standard deviation increase in public attention to AI is 
associated with a statistically significant average increase of 0.0017 tweets per Congressmember per 
week. Multipled by the members of Congress in the dataset, this corresponds to 1.10 additional tweets 
per week across all of Congress. Similarly, increased public messaging about the innovation frame is 
associated with about 0.45 additional weekly tweets by Congress related to AI innovation, quite similar 
to the effect sizes found with the ARIMA models. Yet, also as with the ARIMA results, the public is 
only influential with respect to all AI messages and the innovation frame. In contrast, public messaging 
about ethics during a given week is associated with a very modest 0.099 increased tweets by Congress, 
while messaging about competition leads to a miniscule 0.021 increased tweets by Congress, and both 
of these latter associations are highly insignificant (p = 0.47 and p = 0.75, respectively).

The fact that this quite distinct modeling structure leads to similar findings with respect to public 
influence provides further confidence about the robustness of the ARIMA results. However, I consider 
two additional robustness checks using unit fixed effects based on Congressmember-week AI attention. 
First, I subset the sample to members of Congress who are particularly engaged in social media. In 
particular, I restrict the sample to members of Congress who are above the median in terms of total 
social media messaging over the study’s time period. If public-policymaker engagement over social 
media indeed constitutes a valid channel for agenda-setting influence, we should expect these social 
media-engaged legislators should be particularly influenced by increased public attention.

The results in Table 12 appear to confirm this expectation. Multiplying by the number of engaged 
legislators, increased public messaging is associated with 6.23 additional weekly tweets about AI across 
all social media-engaged members of Congress (p < 0.01), and 4.18 additional tweets about AI innova-
tion (p < 0.01), but has minuscule and insignificant effects for the ethics frame (0.63 additional tweets, 
p = 0.72) and competition frame (0.22 additional tweets, p = 0.87).

Finally, I restrict the sample to only AI-engaged legislators, identified as legislators who tweeted 
about AI 10 or more times during the 3-year period. These legislators are amongst the most active 
on AI policy, including members of the House and Senate Congressional AI Caucuses who are often co-
sponsors of AI-related legislation and members of committees that discuss AI in Congressional hearings 
and reports. Again, to the extent that the public does indeed influence policymaker issue attention to 
AI, we should expect that these members of Congress would be especially attentive and responsive.

The results in Table 13 provide further confirmation that AI-engaged policymakers are particularly 
responsive to the public. Across all of Congress, increased public messaging is associated with 5.45 
additional weekly tweets about AI for all AI-engaged members of Congress (p < 0.01) and 6.05 additional 
tweets about AI innovation (p < 0.01), but still has relatively far smaller and insignificant effects for the 
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Table 12. Public impact on policymaker attention: social media-engaged policymakers.

 Congress AI issue attention: active tweeters

All AI messages Ethics Innovation Competition
(1) (2) (3) (4)

Public: AI messages 0.020***(0.006)

Public: ethics frame 0.002(0.006)

Public: innovation frame 0.014**(0.006)

Public: competition frame 0.001(0.005)

Week trend 0.001***
(0.0002) 0.001***

(0.0002) 0.001***
(0.0001) 0.001***

(0.0001)

Congressmember fixed 
effects

Yes Yes Yes Yes

Observations 48,042 48,042 48,042 48,042
R2 0.053 0.031 0.034 0.025

*p < 0.1; **p < 0.05; ***p < 0.01.
Note: Subset to n = 306 legislators who are actively engaged on Twitter, or legislators who tweeted above the median 
amount of times amongst legislators over the 3-year time period.

Table 13. Public impact on policymaker attention: AI-engaged policymakers.

 Congress AI issue attention: AI-engaged legislators

All AI messages Ethics Innovation Competition
(1) (2) (3) (4)

Public: AI messages 0.130***(0.046)

Public: ethics frame 0.017(0.038)

Public: innovation frame 0.144***(0.052)

Public: competition frame 0.015(0.031)

Week trend 0.006***
(0.001) 0.008***

(0.001) 0.002**
(0.001) 0.005***

(0.001)

Congressmember fixed 
effects

Yes Yes Yes Yes

Observations 6,594 6,594 6,594 6,594
R2 0.037 0.029 0.029 0.023

*p < 0.1; **p < 0.05; ***p < 0.01.
Note: Subset to n = 42 “AI-engaged” legislators, or legislators who tweeted about AI at least 10 times over the 3-year time 
period.

ethics frame (0.73 additional tweets, p = 0.64) and competition frame (0.62 additional tweets, p = 0.63). 
Overall, these additional specifications not only help to confirm the key findings emerging from the 
time series models; they also provide some additional evidence that public issue attention is especially 
influential for policymakers who are engaged in AI policy, and suggest that public influence on the policy 
agenda may indeed be operating directly through social media as a channel.

One concern with respect to the use of time series models to assess multiple bivariate relationships is 
that the identified “preferred” (p, d, q) model differs in some cases. Yet, to the extent that agenda-setting 
influence behavior is part of a stable underlying data generating process or processes, we might expect 
that the same kinds of temporal dynamics should be in play across actors and issue frames. Therefore, 
Table 14 reproduces the main results in Table 2, but using a consistent time series specification for all 
actors and issue frames. In particular, I use an ARIMA(0, 1, 2) or damped trend exponential smoothing 
approach to model the errors.

The results are highly stable here and with respect to other minor adjustments in the ARIMA mod-
eling approach not displayed here. There are no major changes to the significance of the particular 
between-actor influence relationships, and effect sizes are largely similar as well, providing some 
confidence in the robustness of the main paper results.
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Table 14. ARIMA(0, 1, 2) results: mutual influence of public, policymakers, and media.

X influence on Y ARIMA model Effect size Baseline value % Change p–Value

Public on Congress
All (0,1,2) 1.48 6.66 22.2% 0.004
Ethics (0,1,2) 0.26 1.98 13.1% 0.152
Innovation (0,1,2) 0.47 2.28 20.6% 0.015
Competition (0,1,2) 0.03 0.81 3.7% 0.728
Congress on Public
All (0,1,2) 753 31,322 2.4% 0.002
Ethics (0,1,2) 60 2,205 2.7% 0.163
Innovation (0,1,2) 147 8,046 1.8% 0.036
Competition (0,1,2) 19 1,303 1.5% 0.679
NYT on Congress
All (0,1,2) 0.9 6.66 13.5% 0.019
Ethics (0,1,2) 0.26 1.98 13.1% 0.119
Innovation (0,1,2) 0.43 2.28 18.9% 0.009
Competition (0,1,2) 0.03 0.81 3.7% 0.733
Congress on NYT
All (0,1,2) 1.41 18.56 7.6% 0.024
Ethics (0,1,2) 0.94 15.3 6.1% 0.116
Innovation (0,1,2) 1.4 17.71 7.9% 0.012
Competition (0,1,2) 0.18 13.95 1.3% 0.73
NYT on Public
All (0,1,2) −30.01 31,322 −0.1% 0.896
Ethics (0,1,2) 40 2,205 1.8% 0.291
Innovation (0,1,2) 15 8,046 0.2% 0.813
Competition (0,1,2) −16.23 1,303 −1.2% 0.695
Public on NYT
All (0,1,2) 0.3 18.56 1.6% 0.702
Ethics (0,1,2) 0.45 15.3 2.9% 0.441
Innovation (0,1,2) 0.52 17.71 2.9% 0.563
Competition (0,1,2) −0.17 13.95 −1.0% 0.759

Note: ARIMA Model refers to the preferred (p, d, q) specification. Effect size refers to the number of additional AI messages 
by the influenced actor (Y) in a given week resulting from a one standard deviation increase of messaging from the 
influencer (X) during that week. Baseline value refers to the average number of AI messages from the influenced actor (Y) 
per week. % Change refers to the increase in AI messaging over the baseline resulting from a one standard deviation 
increase of messaging from the influencer during that week. Statistical significant results at the 5% level are highlighted. 
Note that some digits are trimmed for legibility.

Appendix J Additional VAR results
The additional figures presented here depict orthogonal cumulative impulse response functions across 
the three actors and three main issue frames. Results complement main Figure 4 and confirm that 
there are few relationships between two actors reflecting issue attention influence. That is, in addition 
to the public’s influence with respect to AI issue attention overall on Congress, only Figure J2 depicting 
the innovation frame shows clear evidence of meaningful influence. This reiterates the study’s general 
findings related to the Public Agenda-Setting Hypothesis and lack of evidence for the Special Role of the 
Public Hypothesis. 
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Figure J1. Cumulative impulse response functions: ethics frame.

Figure J2. Cumulative impulse response functions: innovation frame.
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Figure J3. Cumulative impulse response functions: competition frame.
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