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Figure 13-1. Distribution of the 16 MBTI Types Among ASEE–MBTI Engineering Students 
(McCaulley, 1990)

Note: Numbers preceding bar graphs represent the percentage of the sample falling in that type. 
For example, 17.39% of all male engineers were typed as ISTJ and 20.18% of all aerospace engi-
neers (male and female) were typed as ISTJ. 
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Engineering students differ from other college students. Compared with a sample group 
of college freshmen, engineering students are more often introvert, thinking, and judging 
types (McCaulley et al., 1983). Thus, the E, F and P students are underrepresented. Only on 
the SN scale were they similar to their peers.

Engineering disciplines attract different types of students (McCaulley et al., 1983). The 
fields with the highest proportion of extroverts were industrial (56%), computer (55%), petro-
leum (51%) and mineral (51%). Introverts were more frequent in aerospace (61%), geological 
(60%) and electrical (59%) engineering. The fields with the highest proportion of the practical 
sensing types were civil (69%), industrial (61%), mechanical (61%), and mining (60%). Intuitives 
were frequent in geological (62%), aerospace (60%) and metallurgical (54%). As noted above, 
all fields had a majority of T types, with the highest proportions in aerospace (82%), electrical 
(80%), and mechanical (80%). The fields with the lowest proportion of T types were undecided 
students (68%), geological (69%), computer (69%) and general (70%) engineering.

All types survived to become sophomores, but atypical types had lower retention rates 
(McCaulley et al., 1983). Judging types were slightly, but significantly, more likely to be 
retained (entering students were 63% J, retained were 65% J, p < 0.01). The practical SJ types 
were 34% of entering students but were 40% of those remaining. Note that there were no dif-
ferences in retention between male and female students.

Less typical engineering students, extroverts and feeling types, learn better if given fre-
quent feedback and appreciation; unfortunately, the types who are attracted to the field are 
the least likely to give such feedback. So it is up to the faculty to teach and model such behav-
ior, which in turn will encourage students to do the same in their own work. Type knowledge 
can also help in identifying behavioral patterns and needs that may be beneficial in advising 
students (McCaulley et al., 1983; Lynch, 1987).

13.5. DIFFICULTIES WITH PSYCHOLOGICAL TESTING
The MBTI is prone to the same kinds of problems that plague any psychological test:

1. A student may not understand a question because of phrasing or vocabulary. The 
MBTI requires at least eighth grade English language skills (the Murphy-Meisgeier 
Type Indicator is used for grades two through eight). International students occa-
sionally have difficulties taking the MBTI in English.

2. The wrong box may accidentally be marked.
3. Students may mark what they feel they “ought” to think or may try to “psych-out” 

the tester. Unconscious biases may also affect the results.
4. Current environmental stress may change one’s answers temporarily.
5. Results may be misinterpreted. With the MBTI a little learning can be a dangerous 

thing, for it’s easy to turn into a parlor game and make it little more than a horoscope 
reading. Accurate interpretation is assured if a qualified tester is present such as a 
psychologist, a counselor, or someone certified to administer the MBTI. In particu-
lar, the distinct “types” or categories that people are classified in are problematic if 
any of the scores are near neutral. Scores near neutral should be listed as, for exam-
ple, S/N or if N is slightly higher N/S. The analysis for dominant and auxiliary func-
tions is unreliable if scores are close to neutral on J–P or I–E scales. 
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6. Reliability. The MBTI is reliable, but people can change. Times of stress may lead 
to differing results, and over a period of years growth may be reflected in a change 
in the reporting of a type preference. However, such changes are expected and pre-
dicted within type theory. For example, as one enters middle age, it’s common for 
compensatory development to occur in the less preferred functions (Myers and 
McCaulley, 1998). Seventy-five percent of people who have retaken the MBTI after 
one to six years have not changed or have done so in only one category. More infor-
mation can be found in the reliability studies reported in Chapter 10 of the manual 
by Myers and McCaulley (1998). 

7. Validity. The MBTI has good face validity. The results generally seem true to the 
test taker. There is also high face validity when one person types another person 
whom they know well (Carlson, 1989). Does the MBTI measure what it is trying to 
measure? This is a problem with all psychological tests: What they try to measure is 
usually based on a psychological theory. Thus, is the underlying theory valid? If it is, 
does the test accurately measure this? Chapter 11 in the manual discusses more than 
100 studies relating to validity.

In addition to the problems common with all psychological tests, as noted earlier, the 
professional psychology community does not like the MBTI. They quote all the reasons above 
(with special emphasis on the use of distinct categories), they prefer other tests, plus they 
probably don’t trust the MBTI because the test has been used in many ways by people who are 
not professional psychologists. 

13.6. MBTI MODEL FOR PROBLEM SOLVING
The goals in using the MBTI model of problem solving are to improve the problem solving 
skills of students and to help them gain respect for others whose minds work differently from 
their own. The following is a brief and simplified overview of Myers’ problem-solving model 
(Myers, 1991; McCaulley, 1987). The strategy is to use one process at a time and to use it in 
its own area. Don’t, for example, use sensing for seeking new possibilities or feeling to analyze 
an equipment problem.

1. Use sensing (S) to face the facts, to be realistic, to find what the situation is, to see 
your actions, and to see other people’s actions. Do not let wishful thinking or senti-
ment blind you to the realities.

2. Use intuition (N) to discover all the possibilities, to see how you might change the 
situation, to see how you might handle the situation differently, and to see how other 
people’s attitudes might change. Do not assume that you have been doing the only 
obviously right thing.

3. Use thinking (T) to make an impersonal analysis of the problem; to look at causes 
and their effects; to look at all the consequences, both pleasant and unpleasant; to 
count the full costs of possible solutions; and to examine misgivings you may have 
been suppressing because of your loyalties to others or because you don’t like to 
admit you may have been wrong.

4. Use feeling (F) to weigh how deeply you care about what your choice will gain 
or lose; to put more weight on permanent than on temporary effects, even if the  
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temporary effects are more attractive right now; to consider how other people will 
feel, even if you think they are unreasonable; and to weigh other people’s feelings 
and your own feelings in deciding which solution will work.

It is likely, and natural, that an individual will choose a solution that appeals to his or her 
favorite process, but such a solution will be more effective or successful if the facts, possibili-
ties, consequences, and human values are considered. What can go wrong if any of these are 
ignored? Intuitives may base a decision on some possibility without discovering facts which 
may preclude the conclusion. Sensing types may settle for a faulty solution because they 
assume none better is possible. Thinking types may ignore human values. Feeling types may 
ignore consequences. Thus, what can make the process difficult is that the problem solver is 
asked to use strengths opposite to his or her own.

Using the attitudes:
1. Use extroversion (E) to see events in the environment that may influence the prob-

lem, to seek people who may have information about the problem, and to talk out 
loud about the problem as a way of clarifying the ideas.

2. Use introversion (I) to consider ideas that may have a bearing on the problem, to 
look for deeper truths that may be obscured by current fads, to think alone deeply 
about the problem.

3. Use judgment (J) to stay on track and not be diverted, to plan ahead, and to push 
yourself and others toward a solution.

4. Use perception (P) to ensure that you have looked at all aspects of the problem, to watch 
for new developments, and to avoid jumping to conclusions before all the facts are in.

Yokomoto and Ware (1999) summarized the results obtained on comparison of MBTI 
characteristics and student learning. The correlation between scores on problem solving 
exams and homework is higher for sensing students if the exam problems are very similar to 
the homework, and higher for intuitive students if the exam problems use the same concep-
tual framework but are different from the homework. Judging types did significantly better in 
a technical writing class than did perceptive types. 

13.7. CONCLUSIONS
The Myers-Briggs Type Indicator offers engineering educators a workable instrument with 
which to meet the changing needs of engineering education. Measuring preferences as indi-
cated by the students themselves, it is not meant to measure the strength of a trait, as other 
psychological instruments do. Consequently, it is fairly simple to implement and interpret 
without requiring a staff psychologist within an engineering department. Attention to differ-
ences also makes tremendous common sense as the diverse needs of a new population of stu-
dents must be met before they can succeed in engineering. We can increase participation in 
the field as well as increase productivity. Quite possibly, as McCaulley (1990) points out, use 
of the indicator may help move students toward greater maturity of cognitive development 
in Perry’s model (see Chapter 14, and Felder and Brent (2004)). Finally, to stress that engi-
neering educators must acknowledge that students learn differently, Staiger (1989) concludes: 
“It would help to have the phrase ‘equal opportunity for learning’ included in all university 
admission statements as a constant reminder” (p. 143).
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13.8. CHAPTER COMMENTS
There is much to consider in the areas of student types, development, and learning theory. 
And all interact, thereby further complicating an already difficult equation. In such a complex 
area, each theory looks only at a small part. The Myers-Briggs Type Indicator offers a starting 
point for looking at the differences between and among students. More information on the 
MBTI can be obtained through the following organizations:

•	 Association for Psychological Type, 9140 Ward Parkway, Kansas City, MO 64114 
(www.aptcentral.org)

•	 Center for Applications of Psychological Type, Inc., 2815 NW 13th St, Gainesville, FL 
32609 (http://www.capt.org)

•	 CPP (formerly Consulting Psychologists Press), 3803 East Bayshore Road, P.O. Box 
10096, Palo Alto, CA 94303 (https://www.cpp.com/en/index.aspx)

There are many additional sources available on the internet. We suggest the following:
•	 The Myers & Briggs Foundation can be accessed at http://www.myersbriggs.org/ 
•	 Interesting type descriptions and links can be found at http://www.typelogic.com/ 
•	 A free test based on Jung’s theories and MBTI is available at http://www.humanmetrics.com

HOMEWORK
1. Consider the process of selecting an adviser for graduate work.

a. How close a match between student and adviser is necessary?
b. Which are more important: EI, SN, TF, JP?
c. How can you figure out the professor’s type?

2. Think back to your undergraduate courses. Recall a particular teacher who wasn’t 
fully effective because of a preference for one type over another in his or her approach 
to teaching. What could this person have done to improve his or her teaching?

3. Determine the dominant, auxiliary, third, and fourth functions for the following types:
a. ESFJ
b. ISFJ
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CHAPTER 14

MODELS OF COGNITIVE 
DEVELOPMENT: PIAGET 
AND PERRY

In preparing the second edition, we found a limited number of papers in engineering educa-
tion journals on Piaget’s theories. In the past engineering education attracted few students 
in Piaget’s concrete operational period; however, this may be changing. Piaget’s theories are 
also important as background to Perry’s theory and necessary background for Chapter 15. 
There is significant engineering education interest in Perry’s theory and the related theories 
by Belenky et al. and Baxter Magolda. 

We will focus on the two theories of development that have been the most influential 
in the education of scientists and engineers: Piaget’s theories of childhood development and 
Perry’s theory of development of college students. To some extent they are complementary as 
both focus on different aspects of development, and since both Piaget and Perry discuss how 
students learn, this material ties in with Chapter 15.

These theories are important since they speak to what we can teach students and to where 
we want students to be when they graduate. Both theories postulate that students cannot learn 
material if they have not reached a particular level of development. Attempts to teach them 
material which they are unable to learn leads to frustration and memorization. As engineering 
students become more heterogeneous, the levels of student development in classrooms will 
also become more heterogeneous. Thus, it is becoming increasingly important to understand 
the levels at which different students function.

14.1. SUMMARY AND OBJECTIVES
After reading this chapter, you should be able to:

•	 Describe Piaget’s theory and discuss its implications for engineering education.
•	 Describe Perry’s theory and discuss its implications for engineering education.
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•	 Explain whether you agree or disagree with the specific value judgments in Perry’s theory. 
•	 Discuss how the development of men and women may differ. Outline the conse-

quences of this in engineering education.

14.2. PIAGET’S THEORY
Jean Piaget was a Swiss psychologist whose research on the development of children has 
profoundly affected psychological theories of development and of the teaching of chil-
dren. His theory has also been widely studied for its application to the teaching of science 
in grade school, high school, and college. Unfortunately, Piaget’s writings tend to be some-
what obscure. We will present a significantly edited version based on secondary sources that 
focuses on those aspects of his theory that affect engineering education. Further information 
is available in Flavell (1963), Lawson (1994, 2003), Phillips (1981), Pavelich (1984), and Singer 
and Revenson (1997). Singer and Revenson (1997) are very useful for teaching Piaget’s theory 
because they use cartoons to explain many of the concepts. 

14.2.1. Intellectual Development
Piaget’s theory conceives of intellectual development as occurring in four distinct periods or 
stages. Intellectual development is continuous, but the intellectual operations in the different 
periods are distinctly different. Children progress through the four periods in the same order, 
but at very different rates. The stages do not end abruptly but tend to trail off. A child may be 
in two different stages in different areas.

The sensimotor period, which is only of indirect interest to our concerns, extends from 
birth to about two years of age. In this period a child learns about his or her relationship 
to various objects. This period includes learning a variety of fundamental movements and 
perceptual activities. Knowledge involves the ability to manipulate objects such as holding a 
bottle. In the later part of this period the child starts to think about events that are not imme-
diately present. In Piaget’s terms the child is developing meaning for symbols.

The preoperational period lasts from roughly two to seven years of age. Piaget has divided 
this stage into the preoperational phase and the intuitive phase. In the preoperational phase 
children use language and try to make sense of the world but have a much less sophisticated 
mode of thought than adults. They need to test thoughts with reality on a daily basis and do 
not appear to be able to learn from generalizations made by adults. For example, to a child 
riding a tricycle the admonition “Slow down, you are going too fast” probably has no effect 
until the child falls over. This continual testing with reality helps the child to understand the 
meaning of “too fast.” Compared to adult thinking, the thinking of a child in the preopera-
tional phase is very concrete and self-centered. The child’s reasoning is often very crude, and 
he or she is unable to make very simple logical extensions. For example, the son of one of the 
authors was astounded when he heard that his baby sister would be a girl when she got older!

In the intuitive phase the child slowly moves away from drawing conclusions based solely 
on concrete experiences with objects. However, the conclusions drawn are based on rather 
vague impressions and perceptual judgments. At first, the conclusions are not put into words 
and are often erroneous (and amusing to adults). Children are perception-bound and often very 
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CHAPTER 15

learning theories

When the first edition of Teaching Engineering was written, the use of learning theories in 
engineering education was rudimentary. At that time, constructivism, learning styles, and 
Kolb’s theory were, for practical purposes, the only learning theories engineering educators 
were aware of. During the intervening twenty years engineering education has realized that 
student learning is the objective of the entire enterprise. This realization has made learn-
ing theories a very important part of engineering education and one of the five key research 
areas identified by the Engineering Education Research Colloquies (Special Report, 2006) and 
adopted by the Journal of Engineering Education as areas of interest. As a result of this interest 
in learning, we have increased the coverage in all of the sections of Chapter 15, and we have 
added Section 15.5 on How People Learn, which is a synthesis of learning theories.

15.1. SUMMARY AND OBJECTIVES
After reading this chapter, you should be able to:

•	 Explain how constructivism and the scientific learning cycle can be used to improve 
engineering education.

•	 List and discuss the dichotomous learning and teaching styles. Type yourself on 
these styles. Discuss what you could do to improve your learning and teaching.

•	 Compare and contrast the ILS and VARK learning styles.
•	 Delineate how learning styles affect learning and how they can be incorporated in 

engineering education.
•	 Explain Kolb’s learning cycle and its implications for engineering education.
•	 Determine how you could employ Challenge Based Instruction in a specific engi-

neering course.
•	 Explain Maslow’s theory of needs and discuss applications in engineering education.

15.2. CONSTRUCTIVISM AND THE SCIENTIFIC LEARNING CYCLE
In Chapter 14 we discussed Piaget’s dictum that individuals construct their own knowledge 
structures. By continually testing these knowledge structures against the external world and 
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then adapting them to fit that world, most individuals acquire a knowledge structure that 
“works” reasonably well in their world. For most individuals a “working” structure or model 
must be socially acceptable. This is true even of scientific concepts. The resulting structure 
may not be “true” in any absolute sense. For example, many engineering students start fresh-
men physics with the belief that a constant force must be applied to keep an object moving 
at constant speed. This belief results from years of pushing wagons, riding bikes, and driving 
cars. For these purposes this “knowledge” is adequate. In first-year physics, Newton’s laws are 
introduced, and the knowledge structure has to be reconstructed. Such a reconstruction may 
be difficult (see Section 15.2.1), but once developed it is adequate for most engineering and 
physics courses. In relativistic physics, students find that the Newtonian model is not adequate, 
and a new model must be incorporated into their knowledge structure. This more complicated 
knowledge structure includes Newtonian physics and driving a car as special cases.

15.2.1. Reconstruction of Knowledge Structures
What makes students go through the agony of reconstructing a knowledge structure? The 
answer appears to be the 1) disequilibrium caused by new data that cannot be explained by the 
old model, 2) motivation caused by the inability to solve required problems, and 3) the avail-
ability of a new model that explains the data. Many students find mathematical arguments and 
lectures with little discussion insufficient reason to discard the pre-Newtonian model (Bodner, 
1986). Experiments with an almost frictionless system (such as a dry ice puck) are required to 
make students revise their model of the world. The inconsistencies between a student’s model of 
the world and new data should be forcefully pointed out. Most students are motivated by grades 
and/or a desire for knowledge to want to be able to solve problems. The instructor then provides 
a plausible and understandable new concept or model, which can eliminate the disequilibrium 
by explaining the new data. The student will restructure or assimilate new data only if accom-
modation fails and he or she is motivated to reconcile anomalies and reduce inconsistencies.

This example illustrates several important points about the constructivist theory. Since 
the pre-Newtonian model has been reinforced by years of practice where it worked, this 
knowledge structure is securely lodged in the brain. Removing any entrenched knowledge 
structure will be difficult. Thus, an extended period of time focused on Newton’s laws is 
required both in and out of class, which helps to explain why learning new material is often 
slow. Frequent and timely feedback on mistakes helps to strengthen the necessary but not suf-
ficient disequilibrium. Since forming new knowledge structures is difficult, students must be 
motivated. Direct contact with faculty can have a very positive effect on reorganization of the 
knowledge structure, particularly for students who identify with authority figures. The reor-
ganization is aided by presenting information in hierarchical form with explicitly stated rules 
for generating hierarchies (Kurfiss, 1988). Learning new material in a form easy to recall from 
memory is aided if students are given objectives that help them key on important material and 
if the material is presented in a well-organized fashion (Kiewra, 1987).

The usual lecture-homework sequence requires formal operations. Students still in the 
concrete operational stage have difficulty revising their knowledge structures. For those in 
this stage, the concrete operations of the laboratory can be instrumental in helping them 
accept the new organization of knowledge. The laboratory exercise has other advantages as 
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well. The student must be active, unlike in a lecture where a passive approach is allowed and 
often encouraged. Reconstruction requires active mental effort by the student. The laboratory 
is also often a group activity, which encourages students to discuss their understanding of 
physics actively, and the experience provides support from the group. Finally, this example 
helps to explain why beginning physics is widely considered to be the most difficult first-year 
course (Tobias, 1990). Many students are overwhelmed by the need to use formal reasoning 
to revise well-entrenched commonsense knowledge structures quickly and totally in a large 
class which often appears unfriendly.

It is interesting to compare the constructivist view of learning with the traditional view of 
knowledge implicitly assumed by many professors. In the traditional view knowledge exists inde-
pendent of the individual. The mind is a tabula rasa, a blank tablet, upon which a picture of real-
ity can be painted. If the student is attentive, learning occurs when the teacher unloads his or her 
almost perfect picture of reality through well-designed and well-presented lectures. Most expe-
rienced professors can attest that this model does not work for most students. Unfortunately, 
the traditional model focuses on the delivery system and not on the learner. The minds of the 
learners are not blank tablets upon which the teacher can write at will. The constructivist theory 
says the tablets are not initially blank and only the individual can do the writing. The traditional 
delivery system, the non-interactive lecture, satisfies the conditions of the traditional theory, but 
not the conditions of constructivist theory. Fortunately, lectures can be modified so that the con-
ditions necessary for learning are satisfied. These conditions are discussed in the remainder of 
this chapter, and specific modifications of the lecture method were given in Chapter 6. Following 
constructivist theory, the professor will become a facilitator of learning instead of a purveyor of 
knowledge. At times this facilitation is aided by lecturing, and at times it is not.

There are exercises and homework assignments professors can use to help students develop 
a knowledge structure. One useful assignment for every book chapter or section of the course is 
the development of a key relations chart (Mettes et al., 1981). A key relations chart lists and dia-
grams the key ideas, equations, relations, definitions, and so forth, on a single page. The instruc-
tor can first illustrate this procedure by handing out his or her own chart for a chapter; then 
students can be required to do the same for homework. The chart can be evaluated for accu-
racy, completeness, and conciseness. Finally, the assignment is no longer made, but students are 
urged to continue developing the charts. We have allowed students to consult their key relation 
charts (contained on a 3 inch by 5 inch card) during tests. Since the preparation of such a card 
is a useful exercise, this is an interesting alternative to open book tests. The presence of the card 
also helps to reduce student anxiety since they do not have to memorize.

A related exercise is to have small groups of students develop a memory board (Woods et 
al., 1975), which is similar to a key relations chart but is significantly more complete and is pre-
pared as a group exercise. It can include more equations, rules, interrelationships, and problem-
solving hints. Construction of a memory board is a group activity, which makes it useful for sup-
port and motivation, particularly for the extroverts in the class. Working in groups also provides 
social pressure for students to change constructs which appear to be incorrect.

A third related exercise is to have individual students or groups of students develop con-
cept maps or networks (Smith et al., 1985). A concept map or network visually represents the 
relationship between concepts, usually two-dimensionally. Both the hierarchical relationships 
and the key cross-links between concepts are shown. Concept maps are complementary to 
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key relations charts and memory boards since the concept map does not give equations, defi-
nitions, or ideas. It shows the relations between concepts without full explanation of the con-
cept. Since it is a visual representation, a concept map is often fairly easy for visual learners 
to remember (see Section 15.3.2). Students need to be taught how to construct concept maps 
and then encouraged to develop them on their own. Smith et al. (1985) illustrate a scoring 
model for evaluating concept maps. Figure 5-1 is an example of a concept map. We suggest 
that students be allowed to choose which representation they prefer. 

Problem solving appears to require both a general problem-solving strategy and specific 
knowledge (Kurfiss, 1988). For routine problems, the specific knowledge structure is prob-
ably sufficient since it includes a pattern for solving routine problems. When confronted with 
unusual problems, the solver finds that no pattern exists for solving them. General problem-
solving heuristics help one start reconstructing the knowledge structure to solve the prob-
lem (Chapter 5). Without specific content knowledge the general procedures are insufficient. 
Thus, engineering professors need to teach both content and procedures. Perhaps surpris-
ingly, showing novices worked examples helps them structure their knowledge and is an 
effective teaching procedure (Tuovinen and Sweller, 1999). Of course, the students then have 
to do solutions on their own.

The knowledge structure is usually reconstructed as described previously. Reconstruction 
is often a painful process that is not always successful. In some cases we think a faster and less 
painful alternative procedure could be employed. What if we used the students’ knowledge 
structure and changed the way we taught the material so that the knowledge structure was 
mainly correct? If only small adjustments are needed to their knowledge structure, students 
would learn faster. The challenge is to find topics in engineering that students struggle with 
and determine if there is a way to adjust teaching the material to use the students’ knowl-
edge structures instead of fighting the knowledge structure. For example, can heat transfer be 
taught in a way that corresponds to students’ ideas of hot and cold? 

15.2.2. Scientific Learning Cycle
Piaget’s ideas and constructivism have led to a theory of how to teach science, the scientific 
learning cycle (see Figure 15-1). (In the literature this is simply called the learning cycle. We 
have added the word “scientific” to differentiate it from Kolb’s learning cycle.) This method 
was independently developed by Robert Karplus in physics and Chester Lawson in biology. 
[Anton Lawson, who developed Lawson’s Test of Scientific Reasoning to test for Piagetian 
reasoning is the son of Chester Lawson. See Lawson et al. (1989) for a historical perspective 
and complete references.] It has been extensively used and tested in science education at a 
variety of school levels. There is considerable experimental evidence that the scientific learn-
ing cycle is more effective teaching science than more traditional methods.

In the exploration phase, students explore new phenomena with minimal guidance; for 
example, given a new mechanical linkage or a new circuit, their assignment can be to deter-
mine how it works. In this phase they discover for themselves some of the patterns and con-
cepts involved. The exploration can be done individually or in groups.

In the second phase, called term introduction, invention, conceptual invention, or con-
cept introduction, the professor introduces terms and definitions. Students are encouraged 
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to use these new terms to describe the patterns as completely as possible. The professor then 
fills in the missing parts of the pattern to give a complete scientific picture. This phase can be 
accomplished through lecture, readings, video, guided discussion, and so forth.

In the third phase, concept application, concept expansion, or idea expansion, students 
apply the new ideas, terms, and patterns to new examples. For instance, if the exploration 
phase involves development of a new physical law, then the law can be applied in new ways. 
This phase can involve homework, group discussions, or laboratory.

Although developed originally for use with laboratory manipulations in the exploration 
phase, the scientific learning cycle can be modified for other types of experiences. For example, 
the exploration phase can involve a computer simulation that allows students to explore the 
simulated properties of some process or device. Alternatively, students can explore through 
video or even a lecture-question format. The key is to have students discover concepts on 
their own instead of being “spoon-fed.”

The scientific learning cycle follows the ideas of constructivism. The exploration phase uses 
experiences (often concrete) to present data which cannot be explained by the students’ existing 
knowledge structures. Students are encouraged to develop new knowledge structures by assimi-
lation or accommodation, and the teacher ensures that this information is encoded with the 
correct terms. The concept application phase helps to organize the new knowledge structures.

The scientific learning cycle can easily be adapted to engineering education if appropri-
ate laboratory equipment or computer simulations are available. Adoption of the learning 
cycle to lecture-style classes is more problematic but is certainly possible. Demonstrations in 
front of an entire class can represent a concrete chance to explore, although with less freedom 
than with individual laboratory equipment. Exploration can also take place in lectures if the 
instructor runs a simulation and then has the students predict what happens when a variable 
is changed. Let the students pick the new value of the variable. The instructor then runs the 
simulation and shows the results. In some cases running more simulations will be appropri-
ate. The instructor has to be careful to allow students to discover concepts on their own. This 
approach may seem less efficient than the traditional lecture, but if efficiency is defined as 
student learning per amount of time, then the scientific learning cycle is more efficient.

15.3. LEARNING AND TEACHING STYLES
Individual preferences for learning and teaching are varied. Since mismatches can cause 
problems, professors should understand these styles. We have already explored learning styles 

Figure 15-1. Scientific Learning Cycle
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in some depth, particularly in Chapters 13 and 14. These previous discussions on learning and 
teaching styles will not be repeated, but connections will be noted.

15.3.1. Dichotomous Styles
Many investigators have described dichotomies in learning styles. The Myers-Briggs scheme 
includes the sensing-intuition dichotomy, while Belenky et al. (1997) introduce the dichotomy 
between separate and connected knowing into Perry’s scheme. In addition, both Piaget and 
Perry note the dichotomy between rote memorization and true learning. Other ways of look-
ing at dichotomous learning styles are briefly discussed below.

Reflection versus impulsivity (Claxton and Murrell, 1987) measures the tendency either to 
reflect over possible answers or to impulsively select a solution. This appears to be a relatively 
stable trait, but individuals can be taught either to slow down or to speed up. Students who 
lean toward impulsivity need to be taught to slow down so that they at least read all the pos-
sible answers. Students who reflect for such a length of time that they either become immobi-
lized or take an excessively long time on tests can become a bit more impulsive. When people 
live or work together for a long period, they tend to approach each other on this dichotomy 
(that is, some learning occurs).

The most important dichotomy is that between deep versus surface or shallow learning 
(Claxton and Murrell, 1987; Felder and Brent, 2005; Heywood, 2005; Marton and Säljö, 1997). 
Deep learners seek to learn the meaning and connections of ideas. For example, a deep learner 
seeks to learn the meaning of an equation and how to use the equation if the symbols are 
changed. The goals of deep learners are understanding and determining meaning. The goal 
of surface learners is to reproduce the information. They do not focus on understanding or 
determining meaning but instead on superficial form. Shallow learners tend to learn in terms 
of symbols and by memorization. If the meaning of symbols is changed, shallow learners have 
considerable difficulty in using an equation. Students in the concrete operational stage of 
development or the dualistic levels of Perry’s model may not be able to do deep learning. 
Since deep learning skills appear fairly late in the developmental process, some college stu-
dents who are capable of deep learning will not have developed the ability when they are first 
required to use deep learning. To encourage them to take the effort to learn to deep learn 
show the practical importance of the material (Felder and Brent, 2004).

Although they have a preferred learning approach, most engineering students are capable 
of both deep and shallow learning. The professor, through homework and tests, exerts consid-
erable control over which type they use. If the homework and tests emphasize rote learning, 
then shallow learning is reinforced. A concern is whether assessments of ABET outcomes 
push students towards shallow learning (Heywood, 2005). This is probably a good reason 
for not requiring the memorization of a large number of equations. Examinations that can 
be answered with shallow learning, such as straight plug-and-chug exams, encourage shal-
low learning. Exams that do not have sufficient time also encourage shallow learning because 
thinking through a problem requires more time than shallow learning.

In the US, students are accustomed to science and mathematics courses where if they find 
the correct equation, plug in numbers, and calculate, they are pretty much guaranteed partial 
credit whether they understand the problem or not. With a little more sophistication the stu-
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dents will check that the units work, plug in numbers, calculate, and expect even more partial 
credit. This shallow learning is often sufficient in many engineering courses. However, two 
beginning engineering courses that stand out as requiring deep learning are mass and energy 
balances and circuits. In these courses students learn balance principles (balance mass and 
energy or balance electrons). Using the balance principle, students are expected to derive and 
then solve the equations for any configuration. As long as the professor does not teach the 
course as a series of algorithms by generating solutions for a large number of geometries, stu-
dents must use deep learning to solve the problems. [Incidentally, students will rate this pro-
fessor highly even though they do not learn how to deep learn. This example reinforces that 
students are not qualified to judge the appropriateness of the material they are studying (see 
Section 16.5).] Students who prefer deep learning usually do not find these courses tremen-
dously difficult. Those who prefer shallow learning find the courses very difficult until they 
learn to deep learn. And those who do not learn to deep learn find the courses to be impossible.

Marton and Säljö (1997) identified strategic learners as a third style in addition to deep 
versus surface learners. Strategic learners decide whether to use deep or surface learning 
based on what will get them high grades. One can lament their crass focus on grades, but they 
have adopted an engineering approach of determining what is needed and then delivering it. 

Even for students who prefer deep learning, threshold concepts are troublesome parts of 
disciplinary knowledge that are transformative for students since they open up new ways to 
think about an aspect of the discipline (Knight et al., 2014; Meyer and Land, 2003, 2005; Male 
et al., 2012a,b). These threshold concepts are often necessary for future learning and problem 
solving in the discipline. Threshold concepts can be a key concept that students must mas-
ter to move forward with deep learning. Students who do not master the threshold concept 
will use surface learning and memorization to try to survive. Knight et al. (2014) identified 
“critical flow” in open channel hydraulics as a threshold concept. We identified “recycle” as 
a potential threshold concept in mass and energy balances. On a somewhat broader level the 
principle of conservation has been identified as a threshold concept (Male et al., 2012b). On a 
still broader level “teamwork” has been considered transformative because it is used broadly 
in engineering practice and particularly troublesome because communication and interper-
sonal skills are required (Male et al., 2012b). Certain identification of threshold concepts is 
difficult (Knight et al., 2014) and requires extensive triangulation. As in most areas of edu-
cation, there is controversy over threshold concepts. Rowbottom (2007) believes that they 
cannot be determined empirically because they are not sharply defined. However, in practice, 
experienced teachers can identify concepts in courses that are difficult for most students but 
must be understood for deep understanding. Spending extra time and developing a variety 
of methods to help students learn these concepts will increase student learning in the course.

Another learning style dichotomy involves deductive versus inductive reasoning (Felder 
and Silverman, 1988; Felder and Brent, 2005). Deductive reasoning starts with general princi-
ples and then deduces consequences from these general principles. For example, a variety of 
specific equations can be deduced from very general equations such as Maxwell’s equations 
or the Navier-Stokes equations. Inductive reasoning starts with specifics and then proceeds 
to induce generalities. Inductive reasoning may appear to be a slower way to present new 
material, but it is the natural learning style. The inductive reasoning process is the natural 
way to construct a knowledge structure in a new area and is the style used in the scientific 
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learning cycle. Inductive reasoning can be used by individuals at any level of development, 
whereas deductive reasoning requires that the individual be in the formal operational stage. 
Introductory textbooks and lectures are much easier for students to understand if they are 
written in an inductive style, starting with fairly specific simple cases and building to gen-
eralities (Felder and Prince, 2007). When students are seeing the material for the second 
time, deductive reasoning can be a very efficient presentation style. Since a preliminary 
knowledge structure exists, the students have something on which to build their deductions. 
Unfortunately, professors, who already have a knowledge structure, tend to select textbooks 
and develop lectures that are deductive because that style works for them. They forget or 
never realized that neophytes need an inductive style. At Arizona State University Anderson 
(1991) found that engineering students preferred an inductive style, while professors pre-
ferred to teach deductively. Clearly, there is a mismatch.

Field-independent versus field-sensitive represents another useful dichotomy for under-
standing the dynamics of teaching and learning (Claxton and Murrell, 1987; Heywood, 2005). 
Field-independent individuals are less cognizant of the surroundings or field when they are 
working on a given task. For instance, these individuals can study effectively in a crowded, 
noisy college union. Field-independent individuals are more likely to be autonomous, tend to 
dislike group work, and often self-select into analytical fields such as engineering, mathemat-
ics, and science. But since most companies want team players, the field-independent indi-
viduals can be at a disadvantage after graduation. Field-sensitive individuals tend to be more 
people-oriented and are often good at working with others because they are aware of subtle 
messages. They are strongly influenced by authority figures and peer groups. Achievement 
in a course does not appear to correlate with this dichotomy, but attitude and survival in a 
curriculum probably do. Groups which are underrepresented in engineering—women and 
underrepresented minorities—have a large percentage of field-sensitive individuals. Teaching 
methods such as collaborative learning, which are attractive to field-sensitive individuals, will 
probably help retain them in engineering (see Chapter 7). There is probably a strong cor-
relation of field-independence with the MBTI introverted and thinking categories, and field-
dependence is related to extroverted and feeling types.

People appear to process information either sequentially (serially) or globally (holistically) 
(Claxton and Murrell, 1987; Felder and Silverman, 1988). Serialists take information in logi-
cal sequence and build their knowledge structures step by step. They can function quite well 
without seeing the big picture and they learn best in well-defined, logical classrooms. Since 
most elementary and high school classrooms follow a sequential procedure, serialists often 
do quite well in school. Holistic learners are driven early in the process to create a knowledge 
structure that shows the big picture even though most of the details are missing. As they learn, 
holistic learners fill in the details. Serialists tend to be better at details, and holists are better 
at overviews or seeing how everything fits together. Obviously, skill at both tasks is useful. 
Advance organizers are extremely useful for holists and are probably ignored by most serial-
ists. Since globalists often struggle, particularly in introductory courses, it is important for 
professors to provide some aid and encouragement. In advanced classes globalists may have 
an advantage since they can see connections and do syntheses which are difficult for serialists. 
At Arizona State University sequential learning was the preferred learning mode for engi-
neering students and the preferred teaching style of professors (Anderson, 1991).



 Learning Theories 365

The final dichotomy involves active and reflective processing of information (Kolb, 1984; 
Stice, 1987; Claxton and Murrell, 1987; Felder and Silverman, 1988). This dichotomy is part 
of the Kolb learning cycle (Section 15.4). Active experimenters want to do something with 
the information in the external world. They want to discuss, teach, solve, or make something. 
They want to try the activity and learn by doing. This dimension is closely related to extrover-
sion. Reflective individuals want to process the information internally (introversion). They 
want to ponder it. However, a non-interactive lecture is optimum for neither style of learner. 
As in the case of all the dichotomies discussed, individuals can learn to learn better if they 
can use both techniques when appropriate. Anderson (1991) found that engineering students 
prefer active processing, while the preferred teaching style is reflective.

The dichotomies do not appear to be independent constructs (Claxton and Murrell, 
1987). Although not independent, each dichotomy adds to the picture of how people learn. 
However, people are complex and have the disturbing habit of not fitting into any theory.

15.3.2. Auditory, Kinesthetic, and Visual Modes
We use three different modes for perceiving the world: auditory, kinesthetic, and visual. 
Everyone without a major physical handicap has the ability to use all three modes. For exam-
ple, at a feast you can first enjoy the sight (visual) of the food and the table. Then you can 
actually eat and enjoy the smell, taste, and feel (all kinesthetic) of the food and drink. Finally, 
after the meal you can sit back and enjoy the feast again by talking (auditory) about how won-
derful it was. As in other aspects of learning, most of us have developed a favorite mode of 
perception for learning about the world. This favorite mode affects how we learn in different 
situations (Felder and Silverman, 1988; Felder and Brent, 2005; Murr, 1988).

Kinesthetic learning includes taste, touch, smell, feelings, and actually doing what one 
wants to learn. Kinesthetic learning is important for chefs, athletes, therapists, artists, skilled 
craftspeople, and others. Kinesthetic learning occurs in engineering education when students 
work in laboratories and handle real components such as circuit boards, valves, and machine 
tools. Passing objects around during a lecture not only spices up the class but also incorpo-
rates kinesthetic learning. Touch (haptics) can be useful to understand the smoothness of 
objects or the heat generated when a bearing is binding. The sense of smell can be used as part 
of the learning process for food process engineers, chemical engineers, and environmental 
engineers. Feelings or affective aspects of learning are always present. Success and praise can 
help engender a positive attitude (feelings) toward the course, while failure and criticism do 
the reverse. Although criticism is often necessary, professors should never try to humiliate or 
belittle students. Writing about something is a good way to learn, partly because it involves 
both kinesthetic and auditory learning.

Kinesthetic learning includes actually doing things. Defined this way, kinesthetic learn-
ing is the favorite learning method of most people. However, this definition then includes 
the sensory input sources (e.g., taste, touch, smell) with the active half of the active-reflective 
dichotomy. Felder and Silverman (1988) chose to include the active-reflective dichotomy 
and ignore taste, touch and smell because they are not particularly important in engineering  
education. On the other hand, Fleming and Mills (1992) and Fleming (1995) kept the action 
of doing as part of kinesthetic learning. Because of these differences, the learning styles mod-
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els of Felder and Solomon (1991) (Section 15.3.3) and of Fleming (2011) (Section 15.3.4) look 
different, but the difference is to a large extent semantic.

Visual learners prefer to process information in pictures, and they prefer to learn from 
pictures, charts, diagrams, figures, actual equipment, photographs, graphic images, and so 
forth. If active learning is placed in the action-reflection dichotomy, visual learning appears to 
be the preferred mode of learning for most people (Felder and Brent, 2005) and was the pre-
ferred mode for engineering students (Anderson, 1991; Felder and Brent, 2005). The phrase, 
“A picture is worth a thousand words,” is a common-sense way of saying that most people pre-
fer visual information. For visual learners visual information is easier to understand and place 
into memory than words (Kiewra, 1987). Visual learning can be incorporated into engineer-
ing education in a variety of ways. Plotting equations to show their shape makes them much 
more real for many students. This can be done conveniently with calculators with plotting 
screens. Graphical solution methods are easier for many students to understand than solving 
equations analytically. Showing that the intersection of two curves is the simultaneous solu-
tion of two equations helps students understand what this means. Graphical solutions to more 
complex problems, such as a McCabe-Thiele diagram in distillation or a Bode plot in process 
control, help many students understand the solution procedure. Showing graphical integra-
tion procedures and comparing these to Simpson’s rule or other integration procedures helps 
clarify for the student the meaning of the integration procedure. Correlations of data should be 
shown both in a figure with the scatter of data and as an equation with the correlation coeffi-
cient. Equipment sketches and diagrams should be insisted on for the solution of all problems. 
Computer-aided three-dimensional diagrams can help to clarify complex concepts in mechan-
ics and other areas. Field trips or at least professionally produced videos of plant sites help stu-
dents see the “real thing.” For many students this one-time exposure to real equipment makes 
an entire semester of equations and problem solving much more understandable. Students in 
co-op programs and industrial internships also benefit from this aspect of visual education. 

Auditory teaching methods, lectures and print, are most commonly used in Western edu-
cation systems. Reading in Western cultures is a visual representation of auditory processing 
techniques. In contrast, Chinese ideograms are closer to visual processing, and Eastern edu-
cation has a more visual character (Murr, 1988). Writing words or equations on the board is 
a visual representation of an auditory method. Few people prefer to use auditory learning if 
given a choice; however, choice is not normally part of Western educational systems. Successful 
students adjust to auditory teaching styles before they reach college. One of the basic tenets of 
learning theory is that learning is more thorough and is retained better if multiple modes are 
used to input and process information.  Thus, auditory styles of teaching should be heavily sup-
plemented with active learning and visual learning opportunities. Students need to speak, write, 
sketch, and solve problems. Since active and visual learning are the preferred styles for most 
students, as much of the course as possible should be presented in an active visual style.

15.3.3. Felder-Silverman Learning Styles Model and Index of 
Learning Styles
In the most cited article in the Journal of Engineering Education, Richard Felder and Linda 
Silverman (1988) developed a model of student learning styles based on their preferences between 
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the two alternative learning methods in four dichotomies. The dichotomies included were active 
versus reflective, sensing versus intuitive (same scale as in the Myers-Briggs Type indicator, chap-
ter 13), visual versus verbal (kinesthetic was excluded), and sequential versus global. In 1991 Felder 
and Barbara Solomon developed a psychometric tool, the Index of Learning Styles (ILS), to deter-
mine a person’s preferences in the Felder and Silverman model. Litzinger et al. (2007) proved that 
the ILS is reliable and valid. The ILS is available free on the internet (Felder and Solomon, 1991), 
and because it is also useful the ILS has been widely employed in higher education.

Results from the ILS are available from a large number of students and faculty (Felder 
and Brent, 2005). The averages for engineering students and engineering faculty are shown 
in Table 15-1. Active students paired with a reflective professor form a mismatch. If we pair a 
large number of engineering students with a large number of engineering professors the frac-
tion of time this mismatch will occur is 0.64 × 0.55 = 0.352. The mismatch between reflective 
students paired with an active professor will occur on average 0.36 × 0.45 = 0.162 fraction of 
the time. The total fraction of pairs resulting in mismatches is 0.352 + 0.162 = 0.514. Since 
students are passive in a straight lecture with no active learning breaks or reflective pauses, all 
students are mismatched with straight lectures. In addition, since few students prefer verbal 
learning, they are also mismatched since lectures are verbal. Thus, it is not surprising that 
many students struggle to learn when professors lecture.

Fortunately, for a professor who pays attention to learning/teaching styles it is not difficult 
to develop teaching methods that better match students’ learning styles. For example, use of 
active learning breaks and reflective pauses (see Chapter 6) in a lecture will make it easier for all 
students to learn. Sensing individuals often find lectures presented in an intuitive fashion to be 
hard to follow, so it is probably best to present the lecture in a sensing fashion. As long as they pay 
attention, a sensing presentation is not detrimental to intuitives. Lectures will inherently have a  
verbal component, but they can be made to fit visual learners by purposely including graphs, fig-
ures, photographs, demonstrations, and artifacts. If an overview of the lecture is written on the 
board and the first minute or two used to explain how the topic fits into the big picture, but the 
main flow of the lecture is sequential, both sequential and global learners can be accommodated.

Textbooks can, but often do not, accommodate both types of learners. Active learners will 
benefit from problems while reflective learners will benefit from questions that present para-
Table 15-1. Results of ILS for Engineering Students and Faculty (Student and Faculty Data From 
Felder and Brent, 2005)

Dichotomy Students Faculty Student-Faculty Student-Lecture*
Active vs.
Reflective

64%
36%

45%
55% Mismatch 51.4% Mismatch 100%

Sensing vs.
Intuitive

63%
37%

41%
59% Mismatch 52.3% Mismatch 52.3%

Visual vs.
Verbal

82%
18%

94%
6% Match 78.2% Mismatch 82%

Sequential vs.
Global

60%
40%

44%
56% Mismatch 51.2% Mismatch 51.2%

*Lecture is assumed to be straight lecture (verbal) with no active learning breaks and no visuals. 
The professor teaches using his or her favorite sensing or intuitive and sequential or global styles.
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doxes or challenging comprehension problems. Detailed example solutions that use a standard 
problem solving strategy are particularly useful for sensing students. Frequent use of graphs, fig-
ures and photographs that are directly related to the instruction helps visual learners. Sequential 
students benefit greatly from a text that is laid out sequentially. A short overview of the chapter 
including learning objectives and occasional advance organizers help global learners. 

Over the last twenty years we have administered the ILS to over 3000 undergraduates and 
200 graduate students. Perhaps 5 to 10% of the students do not find the results useful because 
either they do not believe that they fit or two or more of the scales show no differentiation. The 
remaining students can see how the knowledge of their preferred learning modes can help them 
study more efficiently. For example, if their textbook does not fit their preferred style they may 
be able to find a text that is a better fit for them. If the professor always uses words-words-words, 
students can develop their own visuals. In study groups a mix of learning styles is useful because 
there will often be at least one student who understands a section and can explain it to the oth-
ers.

15.3.4. Visual, Auditory, Reading, and Kinesthetic (VARK) 
Learning Styles
The VARK learning styles are another way of looking at learning styles that some faculty and 
students have found to be useful. The learning styles and a short 16-item test to determine the 
VARK learning styles was developed by Fleming and Mills (1992) and Fleming (1995). The 
VARK categories are a bit different from the definitions used earlier for the ILS.

•	 Visual—pictures, movies, videos, diagrams, graphs, flowcharts, symbols
•	 Aural—lectures, discussions, music, explain, audio tapes, stories, jokes
•	 Reading—reading and writing, taking notes, making lists, texts, manuals, handouts
•	 Kinesthetic (tactile)—movement, experiments, hands-on activities, role play, do it.
•	 Multimodal context specific– use modes singly depending on situation
•	 Multimodal combination—use two or modes simultaneously 
Multimodality was designed into the VARK to match our complex multimodal world.
Typical questions for the different styles are given by Cherry (2014). A “yes” answer would 

indicate leaning towards this style. A number of yes answers are needed for a strong indication. 
Note: The VARK inventory is a bit different as it asks you to choose among four possibilities.

Visual Learners. “Do you have to see information in order to remember it?”
Aural Learners. “Do you prefer to listen to class lectures rather than reading from the textbook?”
Reading and Writing Learners. “Do you take a lot of notes during class and while reading 

your books?”
Kinesthetic Learners. “Do you have to actually practice doing something in order to learn it?
The VARK website data (Fleming, 2011) shows 35.2% of the people who took the VARK 

have a single preference with reading as the most common (13.9%). Thus, multimodal pref-
erences (64.8%) are much more common than single preferences. The breakdown of mul-
timodal preferences is 14.4% bimodal, 12.2 % trimodal and 38.2% all four. The percentages 
of various populations who chose the different categories is shown in Table 15-2. Because 
multiple choices are available, all the options possible need to be included. For example, the 
percentage of the population that included visual learning is,
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#  options: [V single 0.5(VA+VR+VK) 0.33(VAR+VAK+VKR)+0.25VARK]% 100
Total # options selected

V + += ×
 

The 0.5, 0.333 and 0.25 coefficients are to avoid counting preferences multiple times.
It is interesting to compare the VARK learning styles to the Felder-Silverman Index of 

Learning Styles (ILS). The VARK adds the kinesthetic category, including actions. Felder 
and Silverman (1988) used the active-reflective learner scale instead. If the two learning style 
measurements are in agreement, people who are rated as active on the ILS will include kines-
thetic as one of their modes on the VARK. The most useful difference in the VARK is prob-
ably breaking the verbal scale in the ILS into two modes: aural and reading (includes writing). 
However, the VARK has no equivalent of the ILS sensing-intuition and sequential-global 
scales. Similar to the ILS the VARK inventory is available free online (Fleming, 2013). The 
reproducibility of the VARK learning styles indicator is adequate and there was “some evi-
dence of the validity of the VARK scores.” (Leite et al., 2010, p. 338). 

The VARK learning styles have been used a reasonable number of times in engineering edu-
cation. Lee (2009) used the VARK to determine why students had difficulty in his course on kin-
ematics. Narayanan (2010) designed instruction in each of the VARK styles and found the best 
results with visual and kinesthetic modes. A training program for faculty had higher approval rat-
ings from participants after redesign with VARK styles (Kothaneth et al., 2012). Many students 
find the VARK learning styles and the advice on how to learn material (Fleming, 2011) to be useful.

15.4. KOLB’S LEARNING CYCLE AND LEARNING STYLES

15.4.1. Kolb’s Learning Cycle
Kolb (1984, 1985) developed a two-dimensional circular or three-dimensional spiral model 
of how people learn (see also Abdulwahed and Nagy, 2009; Claxton and Murrell, 1987; Felder 
and Brent, 2005; Heywood, 2005; McCarthy, 1987; McCarthy and McCarthy, 2006; Nicoll-
Sengt and Seider, 2010: Stice, 1987). Kolb’s model starts by developing four different learning 
steps from two dichotomies considered to be orthogonal to each other. The first of these, 
active experimentation (AE) versus reflective observation (RO), was discussed in Section 
15.3.1. This dichotomy refers to how individuals transform experience into knowledge. In the 

Table 15-2. Total Percentage Selecting Different VARK Categories (Fleming, 2011)

Population V% A% R% K% n =
Total 20.8 24.4 27.6 27.2 101,773

Females 20.8 24.0 28.4 26.8 62,816
Males 20.9 25.1 26.2 27.8 37,689

Students 20.8 24.5 27.4 27.3 89,301
Teachers 21.3 23.1 28.5 27.0 6767

Engineering 22.3 24.4 25.4 27.9 3963
University 21.2 24.2 27.7 26.9 29,193
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active experimentation step individuals actually do things, see results. In the reflective obser-
vation step individuals examine ideas from several angles and tend to delay action.

The second dimension in Kolb’s theory is the dichotomy between abstract conceptual-
ization (AC) and concrete experience (CE). This dimension distinguishes between how an 
individual grasps or takes in information. In the abstract conceptualization step individuals 
use logical analysis, abstract thinking, and systematic planning. In the concrete experience 
step individuals learn from specific experiences and personal involvement, particularly with 
people, and tend to be nonsystematic.

Kolb considers each of these four steps to be part of a complete learning cycle. McCarthy 
(1987) modified and extended Kolb’s model to apply it to teaching. McCarthy and McCarthy 
(2006) modified the names of the learning styles (Section 15.4.2). Unfortunately, the modifi-
cations can cause confusion, although the new names may be easier to remember. 

The complete learning cycle (Figure 15-2) requires all four steps; thus, a proficient learner 
is able to complete all steps in the cycle although he or she prefers certain modes of operation. 
The cycle can be entered at any of the four steps, but usually starts with the concrete experi-
ence method of grasping information. This information is then transformed or internalized 
by reflective observation (RO). For complete learning the individual should continue around 
the circle and use abstract conceptualization (AC) to perceive the information that has now 
been changed by reflection. Next, the learner processes the information actively and does 
something with it (AE). For complex information the circle is traversed several times in a 
spiral cycle. The spiral may extend through several courses and on into professional practice 
as the individual learns the material in more and more depth.

Kolb’s learning cycle describes the steps required for complete learning. Unfortunately, 
courses often take shortcuts and employ only one or two steps in the cycle, which results in 
significantly less learning. Most college education is geared to abstract conceptualization, but 
retention (hence long-term learning) is enhanced by use of other steps in addition. Requiring 
more active involvement by students increases learning because additional steps in the learn-
ing cycle are used. Cooperative education, internships and service learning aid learning of 
most students because they involve the student in doing and in concrete experience.

Kolb’s learning cycle is useful for conceptualizing how people learn and for developing 
courses and training programs (Claxton and Murrell, 1987; McCarthy, 1987; McCarthy and 
McCarthy, 2006; Svinicki and Dixon, 1987). Stice (1987) and Svinicki and Dixon (1987) first 
discussed applications in engineering education. A lecture (RO) can be followed by requir-
ing students to think about the ideas (AC), do homework (AE), and observe demonstrations 
or do laboratory experiments (CE). Retention should be significantly better than in a course 
requiring only regurgitation of lecture (RO) and homework (AE). The effectiveness of the RO 
step can be increased by involving students in a conversation about the material (Kolb and 
Kolb, 2005; Kolb et al., 2002). The conversation helps students reflect from many viewpoints. 
Abdulwahed and Nagy (2009) developed a model for laboratory education based on Kolb’s 
cycle. Student learning in a process control laboratory was significantly better in the labs fol-
lowing Kolb’s cycle than in traditional labs.

McCarthy (1987) showed that Kolb’s theory is similar to many other theories of learn-
ing. She extensively modified Kolb’s theory and applied it to teaching a variety of topics at 
all levels. McCarthy’s 4MAT system has been applied to engineering classes by Abdulwahed 
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and Nagy (2009), Harb et al. (1991), Sharp et al. (1997) and others. McCarthy and McCarthy 
(2006) modified the 4MAT model and Nicoll-Senft and Seider (2010) discuss applications of 
the modified model. 

The Kolb or 4MAT teaching and learning system starts each instructional unit with 
concrete experience (CE) and leads to reflective observation (RO). The student learns why 
the material is important in the first quadrant of Figure 15-2. This is the motivation step that 
professors often skip. McCarthy (1987) suggests performing first a right-brain-mode activ-
ity and second a left-brain-mode activity to create reasons for learning material. The right-
brain-mode activity can be experimental, such as going out “on the street” and seeing and 
feeling the need for a bridge at a specific location. The purpose of this is to connect the need 
for the content knowledge to the student in a personal way (Nicoll-Senft and Seider, 2010) 
The left-brain-mode activity can then reflect on the need for the bridge. McCarthy (1987) 
suggests breaking down the learning activities in all four quadrants into both right and left 
brain activities. 

In the second quadrant of Figure 15-2 students move from reflective observation (RO) to 
abstract conceptualization (AC). They think and learn concepts. The key question is “what?” 
What are the facts? What body of knowledge are the students supposed to learn? For students 
studying bridge building, various aspects of bridge design are covered in class. The teacher’s 
role is to teach. This quadrant is normally the major part of typical engineering courses.

In the third quadrant students move from thinking to doing. They want to answer the 
question: How does it work? This is where homework assignments, laboratory sessions, and 
fieldwork fit into engineering education. In the example on bridge building, students can do 
homework on bridges and test model bridges in the lab. The professor coaches them and 

Figure 15-2. Modified Kolb’s Learning Cycle and Learning Styles: quadrant 1, divergers (imagina-
tive); quadrant 2, assimilators (analytic); quadrant 3, convergers (common sense); quadrant 4, 
accommodators (dynamic). Based on Kolb (1984), McCarthy (1987), McCarthy and McCarthy (2006), 
and Harb et al. (1991).
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facilitates their efforts but lets them do it themselves. Engineering and technology programs 
include at least some courses where the third quadrant is heavily used. 

In the fourth quadrant students remain active and move from active experimentation 
to concrete experience. This completes the cycle, but the students return to concrete experi-
ence with a different understanding of the knowledge. In the fourth quadrant they can teach 
themselves and others, ask “what-if” questions, and do something with the knowledge. They 
can create their own experiment or construct a model of their design. For example, for the 
class on bridges students can choose from a variety of projects such as designing a new bridge, 
building a model, producing a portfolio of bridge photographs, and so forth. 

The usual college education uses a “pendulum style” of teaching: it oscillates between 
quadrants 2 and 3 but never goes around the entire cycle. Students are seldom motivated and 
seldom have the opportunity to go around the cycle themselves unless they have co-op or 
summer internships. The pendulum style reduces retention and does not satisfy the favorite 
learning style of many students.

15.4.2. Kolb’s Learning Styles
Kolb also developed a theory of learning styles (Kolb, 1984, 1985; McCarthy, 1987; McCarthy and 
McCarthy, 2006; Svinicki and Dixon, 1987). A short psychological test that provides numerical 
scores is available (Kolb, 1985). The four styles are illustrated in Figure 15-2. Table 15-3 includes 
possible teaching and learning activities for each learning style. McCarthy and McCarthy (2006) 
changed the names of the learner types, but their characteristics were essentially unchanged. 
Since the new names are easier for most people to remember, we will use them.

Imaginative learners (divergers) prefer concrete experience and reflective observation 
(Quadrant 1). Often imaginative, emotional, and good at seeing the global picture, they tend 
to do well in working with people, recognizing problems, and generating many alternatives. 
Unfortunately, if too imaginative, they may not make decisions and not get things done. 
Imaginative learners often become artists, actors, personnel managers, counselors, and social 
workers. Imaginative learners do well in Quadrant 1 activities such as service learning and 
group exercises, particularly brainstorming-type activities. 

Analytic learners (assimilators) prefer abstract conceptualization and reflective obser-
vation (Quadrant 2). They are excellent at understanding information and developing logi-
cal forms, prefer inductive reasoning, and are good at creating theoretical models. They 
can be contrasted with dynamic learners since they do not worry about practical aspects 
or people. They share the AC aspect with common sense learners but are often more inter-
ested in ideas than in people. Many teachers, writers, lawyers, mathematicians, scientists, 
and engineers with a scientific bent are analytic learners. Analytic learners often do well in 
lecture classes. Analytic learners are systematic planners, but they may ignore the human 
aspect and may have difficulty in practical, people-oriented activities such as internships 
and service learning.

Common sense learners (convergers) prefer abstract conceptualization (AC) and active 
experimentation (AE) (Quadrant 3) where they can do experiments and design equipment. 
They enjoy logic, practical application of ideas and theories to solve problems and are often 
quite focused. They tend to use deductive reasoning and are good at solving problems with 
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a single answer. Most engineers are in the convergent learner quadrant (Svinicki and Dixon, 
1987). If too convergent, they may tend to act without reflection and to think without feeling. 
As a result, they may be perceived as being arbitrary and cold. Since common sense learn-
ers need to relate theory to practical applications, case studies, laboratory, field trips, service 
learning, and work experience are very helpful parts of their education.

Dynamic learners (accommodators) prefer active experimentation and concrete experi-
ence (Quadrant 4). They are similar to common sense learners in that they like to act and 
to get things done. They differ from common sense learners in that they are less logical and 
are more people-oriented. If the theory does not fit the experiments, they will often discard 
the theory and go with what works. They enjoy new experiences and are often willing to take 
risks. Dynamic learners are often found in business or large organizations where they enjoy 
marketing, sales, managing, politics and public relations. They do well in hands-on group 
activities in class, group laboratory assignments, service learning, and internships. Dynamic 
learners may be seen as pushy and non-theoretical (a no-no in engineering education), and 
they rely heavily on trial-and-error. They often struggle in highly theoretical classes.

Note that these are preferred styles, but that everyone has the capability to use and the need 
to develop all four steps in the cycle. Working through Kolb’s entire cycle automatically has 
students use all the steps. In addition, every student has an opportunity to shine when the learn-
ing activity is in her or his favorite quadrant. McCarthy (1987) found that higher percentages 
Table 15-3. Teaching and Learning Activities for Different Learning Styles (Harb et al., 1991; 
McCarthy, 1987; McCarthy and McCarthy, 2006; Nicoll-Senft and Seider, 2010)

*Diverger (1)
†Imaginative

Assimilator (2)
Analytic

Converger (3)
Common Sense

Accommodator (4)
Dynamic

Motivation Information and 
facts

Try it Do it yourself

Reflective
“War” stories

Reflective
Lecture

Active
Homework prob-
lems

Active
Self-selected project           

Brainstorming Reading Laboratory Design
Observations: Instructor or video

demonstration
Simulations Open-ended prob-

lems
Field trips CAI Write problems
“On street” Patterns Problem solving Field trips
Logs Organizing Short answer Work experience
Journals Analyzing Reports Simulations
Role playing Objective tests Demonstrations Teach yourself
Discussion Library Work Experiment Teach others
Questioning Examples Tinker Think tank
Visualization Seminars Record Make things work 

* Titles used by McCarthy (1987). † New titles used by McCarthy and McCarthy (2006).
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of men than of women are analytic learners and common sense learners, which are the typical 
engineers, scientists, and technologists. Men generally tend to prefer abstract methods for tak-
ing in information, while women prefer more concrete approaches. Clearly, these style pref-
erences are not cast in stone. Students who are in a program that heavily emphasizes a given 
learning style tend to shift their preferences toward that style (if they survive). A shift also occurs 
when graduates find that a different style is preferred in their jobs (Stickle et al., 1999). As people 
get older they tend to process information more reflectively and less actively.

Individuals who prefer any of the four learning styles can find a niche that will allow them 
to be successful engineers. After graduation, dynamic learners tend to move toward manage-
ment, sales, and marketing; imaginative learners move toward personnel and creative posi-
tions. Common sense learners tend toward hard-core engineering jobs such as plant operations, 
design, and construction. Analytic learners gravitate toward research, development, and plan-
ning. Since technically trained people are needed in all these jobs, it is important to design edu-
cational programs to retain students with each of these styles. In school, common sense, analytic 
and imaginative learners are likely to find kindred spirits among both teachers and their peers. 
Thus, it is the dynamic learners who are most at risk in engineering education.

If the teacher’s style differs from those of students, the mismatch can cause problems. 
Analytics emphasize logic, abstract theories, and ideas without applying them to practical prob-
lems. Dynamic learners in the class may not see the practical applications of the material and 
will consider the class to be impractical. All students may have problems applying the theoretical 
material to real situations. This mismatch often explains why engineering students are unable to 
use mathematics they studied earlier. The teacher can help all students by including all aspects 
of Kolb’s learning cycle. This provides activities that are appropriate for each student, and helps 
each student broaden his or her repertoire of skills. A modification used by Sharp et al. (1997) is 
to design different writing assignments for each of the four Kolb learning styles.

15.5. HOW PEOPLE LEARN
Every once in a while a publication comes along that has tremendous impact on engineering 
education. How People Learn (HPL) (Bransford et al., 2000) is an example of this phenomenon. 
HPL did not break new ground except as a synthesis of other learning theories. Many of the 
ideas in HPL were adopted in the Carnegie Foundation’s prescription for revitalizing engineer-
ing education (Sheppard, et al., 2009) and in Challenge Based Instruction (discussed later). The 
seven principles of learning chosen by Ambrose et al. (2010) overlap considerably with HPL.

One of the key principles in HPL is that “people construct new knowledge and understanding 
based on what they already know and believe” (HPL, p. 10). The corresponding statement from 
Ambrose et al. (2010, p. 4) is “Students’ prior knowledge can help or hinder learning.” This prin-
ciple is familiar from Section 14.2.3 on Piaget’s theory of learning and 15.2 on constructivism. 
Since students are trying to learn, their preconceptions are very important. If their initial knowl-
edge structure is close to correct, reconstruction is not needed and learning occurs. If the pre-
conceptions are incorrect they will obstruct learning even if they remain hidden. Students will 
learn to calculate and do problems at the application and analysis levels of Bloom’s taxonomy, 
but since they have bypassed the comprehension level they may have great difficulty with novel 
situations. Fighting preconceptions is difficult, but if students take an active role they are more 
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likely to be successful. For example, recycle streams are probably the most difficult concept in 
mass balances because they are foreign to most students (Wankat, 2002a). The students usually 
have the incorrect preconception that the recycle cannot have a flow rate greater than the feed. 
If students are asked to take the role of molecules and are put into a process with a reactor and 
a separator that recycles unreacted molecules, through the role play they quickly see how the 
flow rate can increase and how it can be calculated. After the role play, a ten minute lecture on 
calculation procedures has more impact than an hour lecture without the role play.

A second principle of HPL is that students need to learn to control their own learning 
through metacognition—monitoring their own learning—by first making sense of it, then self-
assessing their learning and finally reflecting on what they have learned. Ambrose et al. (2010, p. 
6) state the same principle in different words, “To become self-directed learners, students must 
learn to monitor and adjust their approaches to learning.” Consider the recycle example above. 
At first a student is confused, and she realizes she is confused. In the role play she plays the role 
of a molecule and sees how molecules become clustered together. A light bulb goes on and she 
understands—not totally, but enough to make sense of why recycle works. After the mini-lec-
ture she works some problems, gets the correct answer, and realizes she is on the right track. She 
later reflects on the process and may become confused again because the ideas are not fixed in 
her knowledge structure. After a second opportunity to work on recycle, the ideas become more 
fixed. Her early success with a recycle problem after the role play was critical because success 
provides motivation which helps her over the rough patch of later confusion.

The HPL principles guide the instructor in preparing to teach. First, the instructor works 
to understand the students’ preconceptions—if the instructor has taught the course before, 
the preconceptions may be obvious. Then the instructor develops a method for the students 
to become aware of their inaccurate preconceptions. Real data gathered by the students is 
most effective. In the recycle case personal experience from the role play was sufficient data. 

Next, after the validity of the preconceptions has been undermined with the data, the 
instructor helps the students organize their ideas with a mini-lecture. Ambrose et al. (2010, 
p. 4) list their second principle, “How students organize knowledge influences how they learn 
and apply what they know.” If possible, this lecture should first go from the data to a general 
principle (inductive reasoning), and then apply the general principle to other specific situations 
(deductive reasoning). Be sure to give at least one example. At this point deliberate practice in 
class in small groups is very effective in helping students learn complex tasks such as problem 
solving. What makes deliberate practice different than just solving problems is that students 
do a single step at a time (e.g., draw a sketch), receive feedback on that step, and have to revise 
as needed before moving to the next step. With deliberate practice students can learn complex 
skills much faster than without deliberate practice. However, students need repeated practice 
with feedback to learn any new skill. Ambrose et al. (2010, p. 5) list two practice-related princi-
ples: “To develop mastery, students must acquire component skills, practice integrating them, 
and know when to apply what they have learned.” Goal-directed practice coupled with targeted 
feedback enhances the quality of students’ learning.

Students need assignments to work through on their own time. The assignments are then col-
lected, partially corrected, and returned to the students who use the corrections to develop a com-
plete correct solution. Part of their assignment is to reflect on the problem solving. Since reflection 
does not come naturally to many engineering students, guide the reflection with questions such 
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as, “What did you learn that will be helpful in solving other problems?” And “What were some of 
your misconceptions when you first tried to solve the problem?” Another assignment that can help 
students learn to reflect is to have them elaborate on and restructure their notes from a lecture.  
Since this is an assignment, students will spend focused time on task.  Students who restructure 
and reflect on their notes had a significant increase in test scores (Cohen et al., 2014).

HPL borrowed the idea of the zone of proximal development (ZPD) from Vygotsky (1934). 
Vygotsky discovered that although children may have a very limited range of skills they can do 
without help by themselves, they can do a larger range (the ZPD) of skills if helped by a coach. 
In college the coach can be the instructor, the TA, or peers in a group or an ITS system (Section 
8.6). As students succeed within the ZPD they broaden the range of skills they can do without 
help. The idea of scaffolding—providing support initially and then withdrawing it when appro-
priate—follows naturally from the ZPD (Hassan, 2011). Scaffolding often occurs naturally as 
students learn to solve problems. First, the student is able to understand the professor’s example 
solution, and with help from a study group the student can solve similar problems. Then the 
student can do similar problems in a homework assignment without help. Next, the professor 
presents an example of transfer of knowledge and provides a chance to practice, with help if 
necessary. Finally, ideally before the test, the student can transfer the knowledge to solve differ-
ent problems that use the same fundamentals without help. Without the example and chance to 
practice, requiring transfer on a test is a big step that many students consider unfair. 

Bransford et al. (2000) determined that the ideal classroom environment should be: 
1. Learner centered. Focus on preconceptions, skills, and motivation.
2. Knowledge centered. The goal is to have students understand and master the mate-

rial. Learning-centered courses will  have less cheating than performance-oriented 
courses (Section 12.2).

3. Assessment centered. The procedures discussed above had frequent formative 
assessment with rapid feedback and the opportunity to try again. Lang (2013) agrees 
with HPL and notes that frequent assessments can tap into the testing effect (Section 
11.2.1). Some of these assessments should be immediately after the students have 
learned the material. In addition, Lang notes that some of the assessments should 
be for low stakes (e.g., have little effect on the students’ grades). Not only will these 
measures increase learning, they also will decrease cheating (Section 12.2).

4. Community centered. Most students learn better in a community of learners. This 
is an idea from Vygotsky (1934), Bandura (1997) and others (Hassan, 2011; Alias et 
al., 2014). Thus, cooperative group learning (Section 7.4), PBL (Section 7.5), service 
learning (Section 7.10), and learning communities (Section 10.4.4) all fit within the 
HPL framework. However, HPL also preaches individualizing instruction, and some 
students are group-phobic. Forcing everyone to be heavily involved in groups all of 
the time will not result in the best learning environment for all students.

Principle 6 from Ambrose et al. (2010, p. 6) focuses on the interaction of the student with 
the environment, “Students’ current level of development interacts with the social, emotional, 
and intellectual climate of the course to impact learning.”

Complete application of the HPL process is time consuming, but because it is based 
on sound educational research it works. Challenge Based Instruction (CBI) is an inductive 
approach based on the HPL analysis that uses a six step learning cycle. CBI has been used 
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to structure engineering courses, particularly in bioengineering where the method increases 
students’ competencies in core areas (Hirsch et al., 2005: Roselli and Brophy, 2006; Cordray et 
al., 2009). The steps (Choutapalli et al., 2012; Cordray et al., 2009), which are similar to Kolb’s 
cycle or the engineering design process, are designed to get students to see the need for further 
information before it is presented and to think through the problem before trying to solve it:

1. The Challenge. A question or task focusing learners on objectives.
2. Generate Ideas. Small groups develop and share ideas related to the challenge.
3. Multiple Perspectives. Discussion of ideas of all small groups. Expert views from 

books, internet, video and experts. 
4. Research and Revise. Students apply what they have learned and continue to obtain 

new information to solve the challenge. Course instructor may give a short lecture 
after students realize need for information. Instructor assigns small problems to pre-
pare students to attack the challenge. 

5. Test Your Mettle. Formative assessments with rapid feedback. Depending on assess-
ment results, may recycle to step 3.

6. Go Public. Summative assessments or public presentation.
The process can last several periods or weeks before the “Go Public” step when the solu-

tion to the challenge is presented. Often a major challenge is broken into a series of smaller 
challenges with the students completing a learning cycle for each small challenge. 

Faculty often find switching from lectures to CBI or other inductive based learning approaches 
difficult (Crown et al., 2012). Workshops and mentoring assistance for both faculty and TAs are criti-
cal to success. The HPL methods are used to develop a survey that TAs can give to their students for 
feedback (Zhu et al., 2013). The result of the surveys can then be tabulated into an HPL-based teach-
ing profile to help the TA translate theory into practice. To find the time to use the HPL methods you 
need to either control content tyranny (Section 6.3) or use a flipped classroom (Section 7.2).

A final comment: Heywood (2005) notes that Bransford et al. (2000) never mention 
learning styles. In teaching, there are multiple approaches to achieving student involvement 
that will result in student learning.

15.6. MOTIVATION
Regardless of their learning style and basic intelligence, students will not learn if not moti-
vated. We cannot force them to learn, so motivation is crucial. “Students’ motivation deter-
mines, directs, and sustains what they do to learn” (Ambrose et al., 2010, p. 5). Although 
much of this motivation is beyond the teacher’s control, he or she can do a great deal either to 
motivate or demotivate students. 

Motivation is usually considered either intrinsic or extrinsic. Intrinsic motivation is inter-
nal. It often satisfies basic human needs, which include physiological needs, as well as the need 
for safety, belongingness, love, esteem, and, finally, self-actualization (Maslow, 1970). Extrinsic 
motivation is externally controlled and includes many things that the instructor can do, including 
grading, providing encouragement and support, and so forth. The differences between intrinsic 
and extrinsic motivation are not always sharp. For example, a high salary might be considered to 
be an extrinsic motivator, but it can also enhance an individual’s self-esteem. Both intrinsic and 
extrinsic motivation will be related to Maslow’s theory of human needs and motivation.
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15.6.1. Student Motivational Problems
Students can have a variety of motivational problems. Since the “cure” often depends upon 
the problem, it will be helpful to list some of the problems briefly.

1. The student does not want to study engineering or even to be in college. A surprising 
number of students are in engineering because of parental pressure. Failure is one 
way the student can prove that the parents are wrong. Research clearly shows that 
students who do not believe in the importance of education have lower success in 
school (What Works, 1986).

2. The student is not under pressure to be in engineering but is uncertain if engineer-
ing is the best choice. Since many outstanding engineers were once in this category, 
a major motivational effort may be appropriate. The motivation effort can focus on 
helping the students see how their studies open up interesting career opportunities. 
Once purpose is instilled, these students can become outstanding engineers.

3. The work ethic is absent. Many students who coasted through high school find engi-
neering painfully hard work and may receive grades much lower than they are accus-
tomed to. The shock of low grades is often sufficient to make the students realize that 
they have to study much harder. On the other hand, some students refuse to do as 
much work as engineering requires and leave engineering. 

4. The background is inadequate. Success is very motivating, but with an inadequate 
background students may be unable to be successful. Remedial courses can help, but 
the graduation rate in engineering of students who start in remedial courses is low.

5. The student feels isolated and perhaps discriminated against. This can particularly 
be a problem for women and minorities who are traditionally underrepresented in 
engineering. It can also be a problem for international students.

6. The student finds engineering classes or classes in general distasteful. If the student’s 
learning styles are very different from the professors’ teaching styles, the student 
may find classes unrewarding even if they are not difficult. Some students find engi-
neering classes too competitive or feel they never get rewarded for their efforts. We 
(professors) can be too critical.

7. External problems are overwhelming. Family crises, health problems, financial difficulties, 
relationship problems, and so forth can prevent students from focusing on their studies.

8. The student becomes overly anxious during tests or while doing homework. The discom-
fort caused by excessive anxiety reduces motivation. High stress on tests is detrimental 
to all students but hits women harder than it does men (Svinicki and McKeachie, 2014). 
Anxiety and stress can be controlled by desensitization procedures (such as giving more 
tests), by relaxation methods (see Section 2.8), and by using contract grading. Referral to a 
counseling center or to an office that will test for learning disabilities may be appropriate.

9. The student wants only a grade or a degree and does not care about learning the 
material. Although the professor may think that the student is motivated for the 
wrong reason, these motivations can be used to get the student to learn.

10. The student studies ineffectively. Provide strategic, concrete advise to the student how 
to study for your course (Ambrose et al., 2010). For example, collect comments on how 
they studied for your course from all students who received an A grade and distribute 
these comments to the class the next time you teach the course (Lang, 2013).
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11. The student is not intelligent enough. We placed this reason last since, contrary to 
the opinion of many professors, the lack of intellectual ability is seldom the major 
reason for a lack of motivation, although it may contribute, particularly for concrete 
operational students. A significant body of research shows that “accomplishment 
in a particular activity is often more dependent upon hard work and self-discipline 
than on innate ability” (What Works, 1986).

15.6.2. Maslow’s Hierarchy of Needs
According to Maslow (1970), individuals have a hierarchy of needs (Figure 15-3). When a 
need is unfulfilled, the individual is very motivated to fulfill that need. Once needs at the 
lower levels are satisfied, higher-level needs become important and the individual becomes 
motivated to satisfy these needs. If one of the lower-level needs is suddenly not satisfied, then 
this need becomes the most important need until it is again satisfied. For example, a PhD 
who is lost in the woods and starving thinks only about food and rescue, not abstract theory. 
Maslow noted that the hierarchy is not invariably followed by all individuals.

Western society tries to satisfy the physiological and safety needs for everyone, although 
not always successfully. Since professors and most students have these needs satisfied, many 
of us tend to ignore their importance. Professors need to remember that for some of their 
poorer students these needs may be very important. It is difficult to focus on studying if one is 
wondering where money for food or rent will come from. This type of external problem needs 
to be solved with financial aid, not by exhortations to study. A student who is terrified to walk 
back to a dorm after dark will not benefit from help sessions or the availability of a computer 
laboratory. These safety needs must be met by proper campus lighting, police patrols, and an 
escort service before the student can focus on studying.

When students leave home to go to college, they often find that the needs for belonging 
and love are no longer satisfied. Parents and friends several hundred miles away may be insuf-
ficient to satisfy these needs. Part of the adjustment process for freshmen, transfer students, 
and new graduate students involves satisfying the belongingness needs in a strange location. 
The adjustment process tends to be worse for freshmen because they have less experience in 
satisfying these needs on their own. The school can help by encouraging students (and for 

Figure 15-3. Maslow’s Hierarchy of Needs
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freshmen, their parents also) to visit before registration. Mixers and other get-togethers are 
useful in helping new students meet others. Living in a residence hall is particularly helpful to 
freshmen and also helps their development on Perry’s scale (see Chapter 14).

Professors have an important role to play in helping to satisfy belongingness needs. 
Retention is significantly enhanced when students are integrated into the university both 
socially and academically (Smith, 1989, 2009). Academic integration includes contact with 
faculty and staff, involvement in courses, and academic performance. Students who make 
significant contact with a faculty member during the first six weeks of the semester are more 
likely to become academically integrated and remain at the university. At a minimum the 
professor must learn everyone’s name—a challenge in large courses. A more active approach 
such as inviting small groups of students to his or her house or for coffee at the student 
lounge can have a positive impact. Significant contact almost always occurs for new engineer-
ing graduate students who are seen as a resource, but at large universities is often absent for 
freshmen. Students who do not want to be in engineering or who are unsure about engineer-
ing have more difficulty achieving academic integration. Counseling, support, and encour-
agement can help these students. The ability of engineering to satisfy other needs may help 
them become academically integrated. Thus, spending time in introductory classes talking 
about the positive aspects of being an engineer helps some students get past a difficult period. 
Unfortunately, the sting of negative feedback lasts much longer than the glow from positive 
feedback. Be creative in finding ways to use positive instead of negative feedback.

Students with very different learning styles often do not feel that they belong in engineering. 
A relatively small amount of course modification (Section 15.3) to include other learning styles 
can help these students feel they belong. A particularly important change for many students is 
to make learning more cooperative and less competitive (Smith, 1989, 2009). Cooperative group 
exercises and grading that does not pit students against each other can help convince them that 
the true adversary is ignorance, not the professor or each other. The need to belong can have a 
negative impact on the student’s desire to study since some groups may exclude students who 
do too well in class. This can be combated by developing groups such as honor societies, study 
groups, or professional organizations where academic excellence is appreciated.

The need for esteem can often be fulfilled in class. Grades are often a powerful motivat-
ing device (Svinicki and McKeachie, 2014) because they directly relate to the esteem needs 
and are under the professor’s control. Achievement, reputation, and self-respect can all be 
enhanced by good grades. Success is motivating (Bransford et al., 2000). Excusing students 
from the final because of good grades during the semester can be an excellent motivator for 
the better students. Yet grades won’t motivate if students believe that high grades will inter-
fere with their belonging, and the belongingness needs are unfulfilled. Good grades must also 
be seen to be achievable. Students with poor academic backgrounds and/or poor study habits 
quickly come to believe that they cannot achieve good grades. For them, grades demotivate. 
Remedial help, tutoring, and support from an advisor or professor can help these students 
succeed. Another valuable modification is to use a flexible time frame and allow the students 
to spend more time learning (see Section 7.7). Since every student can achieve if given suf-
ficient time and encouragement, these classes can be very motivating.

Needs for esteem and belongingness are also met by respect from faculty. Eble (1988) states 
that respecting students as human beings without requiring them to prove themselves is one of 
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the most important things a teacher can do to help them grow. Feedback should be immediate, 
and if at all possible should contain some positive aspects. Effort should be praised even if it is 
somewhat misplaced. Professors can learn from successful coaches in this respect. In basketball 
when a player fouls, the coach may praise the player for good hustle and then correct him or 
her for the foul. Negative feedback should be avoided if possible, but if necessary it should be 
focused entirely on the performance and not on the person. Unfortunately, negative reinforce-
ment may result in unexpected and undesired behavior changes such as avoiding class entirely 
to avoid being criticized. Criticizing a student as lazy is an attack on the person. In the long run, 
it is usually more productive to point out that the performance is not up to the student’s ability 
and is not satisfactory. Smiles, nods, and encouragement for responses are all positive reinforce-
ment. Greeting a student by name with a smile in the hall or in your office is also positive rein-
forcement that can help to meet the student’s esteem needs. This reinforcement is unexpected 
and intermittent and thus is very powerful. Many students who leave engineering cite discour-
agement and the lack of support as major reasons (Hewitt and Seymour, 1992).

Assignments and tests motivate students to keep up with the class since they tap into 
the need to be successful and avoid failure. Introduce assignments and tests with positive 
expectations for student performance. Motivation for doing tests and assignments appears 
to be highest when there is a fair but not certain chance for success (Svinicki and McKeachie, 
2014). Try to ensure that there is some aspect of the course at which each student can be suc-
cessful. The workload should be reasonable since excessive work is demotivating and reduces 
the chance of success.

The prospect of a good salary upon graduation is often considered a crass extrinsic moti-
vator. Based on Maslow’s theory, there are often good reasons why the promise of salary is a 
strong motivator. If the student experiences periods when physiological or safety needs are not 
met, then the salary can be a way of ensuring this does not happen again. Engineering should 
promote itself as a way up and out of poverty. Parental pressure to go into engineering may arise 
from the parents’ desire to have their child earn a good salary. If satisfying parents helps meet 
love and belongingness needs, then the student may be strongly motivated. For many students 
salary helps to satisfy the need for esteem. Since salary after graduation is a long way off for a 
freshman or sophomore, a summer internship or a co-op job may be a better motivator.

The chance to present a paper at a meeting and to be a coauthor on a published paper can 
help meet a student’s need for esteem and reputation. This can be a tremendous motivator for 
graduate students. Students work harder on research when they have a self-imposed deadline 
(paper presentation or the desire to graduate) than when pushed by the professor.

In the highest level of Maslow’s hierarchy, self-actualization, individuals need to reach their 
potential and control their own destiny. The need to self-actualize is what causes people to write 
poetry at 2 a.m. when they have to report to a respectable, well-paying job at 8 a.m. Cooking 
gourmet meals when something simpler would suffice may represent the need to self-actualize. 
Creativity and the need to create can be considered part of the need to self-actualize. Maslow 
notes that for extremely creative individuals the need to create may be more important than the 
lower needs. Self-actualization occurs in mature individuals and based on Maslow’s studies is 
uncommon. Self-actualized students are more likely to be encountered in graduate or continu-
ing education classes. In class they appreciate the chance to do individual projects and delve into 
a topic of their choice at considerable depth. Bonus problems and other methods, which give 
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them some control over what they do, are appreciated. In research they want to guide their own 
projects. The professor’s job is to step back and serve as a resource person when asked.

Maslow notes that cognitive needs are present throughout the five stages. There is joy 
in learning and creating, which can be used to motivate. However, professors must remove 
barriers that prevent students from achieving the joy of learning. The professor’s enthusiasm 
and joy in learning the subject can be contagious. Students enjoy classes more and learn more 
when the professor is somewhat entertaining (see Section 6.4).

Curiosity is most evident in young children and self-actualized individuals. Professors 
can use curiosity as a positive motivator in the classroom. For example, try asking questions 
without answering them. We have found that questions that ask the students to use their 
engineering knowledge to explain nature often pique their interest. Why does a car window 
frost over at night when the window on an adjacent building does not? What is wind chill? Or, 
have the student estimate how long it will take for a person to respond on a very long-distance 
telephone call. This use of curiosity, like all motivating techniques, will work for only a por-
tion of the class.

At all levels of Maslow’s hierarchy the locus of control is important. People who believe 
they have some control over their life are more strongly motivated. Graduate students, in  
particular, who are given significant control over their projects, often respond with extraor-
dinary energy. Undergraduates can be provided with a modicum of control with grade con-
tracts, a choice of projects, a choice of problems on a test, or a vote on the test date. However, 
do not force autonomy on students who are not ready (Iphofen, 1998). Limiting the number 
of choices can help students who are not ready for autonomy. 

15.6.3. Interactions of Value, Expectancy and the 
Environment (Ambrose et al., 2010)
Although motivation is complex, a reasonable explanation that can provide a guide for moti-
vating students is to analyze the effects and interactions of the student’s perception of the 
task’s value, the student’s expectation of success, and the student’s perception of how sup-
portive the environment is. 

In order to be motivated to do something people need to value achieving the goal. Ideally, 
students will believe that learning the material is valuable—that is they will have learning 
goals, intrinsically value learning the material, and are intrinsically motivated. Many faculty 
chose to become professors because they intrinsically valued learning in their disciplines.

Instructors can help students see the value of learning the material by illustrating appli-
cations of the knowledge that are important to the students. Show the students that learning 
the material will help them reach other goals. In this case the material has instrumental value. 
Many students value their engineering studies because they believe engineering will lead to an 
interesting, well-paying job. This would usually be considered extrinsic motivation. There are 
often other student goals that can be satisfied by learning the course material. For example, 
one year while teaching distillation I had two students who were obviously very interested 
in the material. Talking to these two students after class one day I discovered that they were 
interested in making a stronger home-brew brandy. Thus, they valued the material being 
taught in class because they believed learning it would help them achieve their other goal.
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Students who value specific goals will not be motivated to pursue the goal if they are not 
able to identify actions that will help them achieve the goal. For example, I value being able to 
beat the stock market and make money, but I do not know what specific actions will do this—
buy low and sell high is not specific enough! Thus, I do not have positive outcome expectancy. 
Instructors can help students have positive outcome expectancies by being very clear what 
needs to be done to earn specific grades. 

Positive outcome expectancies are necessary, but not sufficient to be motivated. One 
must also believe that one is capable of doing the task, which is efficacy. For example, many 
high school and college football players know the actions that will lead to success at the next 
level, but most are not capable of performing at the level required. Instructors can help stu-
dents believe they are capable by connecting the new tasks to tasks that the students have 
already mastered. Emphasize that the students’ hard work led to success in the past and will 
lead to success in the future.

Students who do not see value and have low efficacy will reject the class. These are the 
no-shows and dropouts. Students who have high efficacy but do not see value in the material 
will evade doing work. If they see the environment as supportive they may want to avoid dis-
appointing the professor or the department and will do the minimal work to pass.

Students who see value in the course but have low efficacy will be destroyed by a non-
supportive, unfriendly environment. If the professor tells the class that one third of the class 
will fail, these students believe that failure is their fate. Believing that study is hopeless, they 
then fail the course. In a supportive, friendly environment—the professor is friendly and 
accessible, computer and experimental tools are available and in good working order, and the 
class is cooperative—these students have a chance to succeed, but they are fragile (Ambrose 
et al., 2010). Because they value the class and the environment is supportive, they want to 
succeed, but they are afraid they do not have the ability. The instructor can help by provid-
ing opportunities for early successes. Be clear about the quality of work expected and give 
the students both rubrics and examples of good work. Talk to students who are struggling, 
particularly first year and sophomores, about effective study habits. 

Students who see high value in the course material, who have positive outcome expec-
tancy and high efficacy will be motivated to successfully complete the course regardless of 
how they perceive the environment. If they consider the environment is supportive these stu-
dents will be highly motivated and positive about the experience. They may well do consider-
ably more than is required. If the environment is not supportive—the professor and TA are 
not available or tell the students they will not succeed (one third of this class will fail) and 
barriers are put in the way of success—these students will become defiant and decide to show 
the professor they will succeed despite the difficulties (Ambrose et al., 2010).

Observation and interpretation of the instructor’s actions must occur before the stu-
dent considers the value, expectancy and efficacy of a task (Pintrich, 1994; Wankat, 2002b). 
Unfortunately, it is very easy for students to not observe an action correctly (e.g., students 
are often unable to solve a problem because they missed reading a key sentence) and/or to 
misinterpret what instructors do. For example, an instructor may truly want to help students, 
but if he is grumpy the first week of classes because of illness, some students will perceive him 
as being unfriendly. In this situation the students misinterpret the reason for the grumpiness 
and chose to stay away from office hours. Other students who did not observe the grumpy 
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behavior may try talking to the professor outside of class, find that he is friendly, and start 
coming to office hours. In this case, not observing can prevent demotivation, but usually not 
observing is detrimental. 

Instructors can also not observe or misinterpret student actions. For example, the 
instructor may interpret a student’s sleeping in class as a lack of interest when the real reason 
is exhaustion because she was up all night with a fussy baby. Based on this interpretation, the 
instructor may consciously or unconsciously make the environment less supportive, which 
may interact negatively with the student’s motivation.

15.6.4. Other Motivational Methods
Writers on motivation in college teaching (e.g., Ambrose et al., 2010; Eble, 1988; Lang, 2013; and 
Svinicki and McKeachie, 2014) note that teachers need to be creative in developing motivational 
techniques. Lang (2013, p. 61) observed that outstanding teachers felt that the “most important 
task they set for themselves was determining how to inspire students to care deeply about what 
they were learning—to put aside the grade and engage with the material in ways that would 
create deep and substantial learning.” With a creative effort the professor can often find just the 
right thing to do to motivate a particular student. For example, we have seen graduate students 
become very motivated when given the opportunity to present a paper at a meeting or to mentor 
students. The chance to coauthor a research paper has sparked some undergraduates. Having a 
piece of equipment actually constructed and used while on a co-op assignment has turned stu-
dents on to engineering. Taking a mastery class and being able to succeed academically for the 
first time in college has been a tremendous motivator for some students. One student obtained 
the help he needed once a professor took the time to sit and talk with him about the potential 
career consequences of his inability to communicate. Informal parties at a professor’s house have 
helped many students feel at home at the university and thus have satisfied their belongingness 
needs. Often it is the attention and not the actual action that increases the students’ motivation. 

Unfortunately, negative behavior lasts longer and demotivating students can be relatively 
easy. Avoid actions such as ignoring, blaming, or making fun of students. However, the reac-
tions of people are difficult to predict. The above behavior may challenge some students and 
they may decide to prove that the instructor is wrong by becoming successful. Students can 
react very differently to the same instructor actions because they perceive and interpret the 
actions differently (Ambrose et al., 2010; Wankat, 2002b).

Focus on learning instead of grades because students with a learning orientation are more 
motivated than those who just want to earn a grade (performance orientation) (Bransford 
et al., 2000). Provide sufficient time on exams so that students who reason their way to a 
solution are not penalized. Many students will be motivated by working in a small group, 
although some students dislike group work. Many engineering students are studying engi-
neering because they want to be able to do useful work; thus, make sure the students are aware 
how the material is used. Since they want to be useful, most students find co-op jobs or intern-
ships, tutoring and undergraduate research motivating. HPL recommends:

1. Give students choices and opportunities to be responsible for their education. 
One way that this can be done that allows each student to individualize their 
learning is through assessments that the students choose (Ambrose et al., 2010; 
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Lang, 2013). For example, provide a large number of possibilities for earning 
points and list in advance the number of points that students need to earn differ-
ent grades. Make sure that no one method is worth sufficient points that students 
can do it and nothing else. Students will pick methods that play to their interests 
and strengths and thus will individualize their learning. Assessments in this form 
will also drastically reduce cheating because every student picks their assessments 
and since each students package of assessments is likely to be unique students are 
less likely to compete for grades, which can lead to cheating (Lang, 2013).

2. Develop a climate that is enthusiastic, skilled, and uses student-centered teach-
ing to encourage intrinsic motivation to learn.

3. Provide chances for success by providing problems at increasing levels of diffi-
culty, giving feedback while valuing learning efforts, and providing role models.

This section barely scratches the surface of the motivation literature. For example, 
Lombardi (2011) introduces six authors on motivation that will be unfamiliar to most engi-
neering faculty: Daniel Amen, Jere Brophy, Joseph Ciaccio, Rick Lavoie, Daniel Pink, and 
Richard Zull.

15.7. CHAPTER COMMENTS
There is wide-spread belief that students will learn more if their learning style (e.g., Felder-
Silverman, VARK, or Kolb) is matched by the teaching style. This belief is not supported by the 
few rigorous experiments that have been conducted (Pashler et al., 2008).  In other words, stu-
dents whose learning style is closely matched by the teaching method do not learn more than 
other students taught by the same method if that method does not match their learning style. 
However, there is no evidence that student learning is harmed by matching their learning style. 
Related materials in this chapter such as auditory, kinesthetic and visual modes; dichotomous 
styles; and the effectiveness of teaching around a cycle are not controversial.  We have included 
learning styles because they are strongly entrenched in engineering education, and instructors 
who focus on learning styles will naturally pay attention to student learning. 

This chapter is not a complete picture of how individuals learn because that complete 
picture is not yet known. However, enough is known and well documented by research that 
we have made firm recommendations about what is known to work. Many of the suggestions 
can be tried piecemeal with little effort. Of course, we have been unable to cover all the theories 
that can be used to understand learning and improve engineering education. In particular, 
the research on right- and left-brain functioning has only been touched on and the research 
on expert systems and cognitive load theory have not been included. To learn more read 
Bransford et al. (2000) for an integrated overview, Sweller et al. (1998) for cognitive load the-
ory, and Edwards (2012) and McCarthy and McCarthy (2006) for right-left brain applications.

Our experience in teaching is that some students become extremely excited about Kolb’s 
theory. They read his and McCarthy’s books, do a project using his theory, and plan on incor-
porating his theory into their classes.

We have caught flak from some students over the labels “field-independent” and “field-
sensitive.” Labeling the former as field-insensitive, which is just as accurate, may help stu-
dents see that you are not degrading characteristics that are often labeled as feminine. 
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HOMEWORK
1. Develop a key relations chart for this chapter.
2. Develop a concept map for this chapter.
3. Pick a topic in one of your engineering classes.

a. Determine how to teach it using the scientific learning cycle.
b. Determine how to teach it using Kolb’s learning cycle.
c. Compare parts a and b.

4. Do the second objective in Section 15.1 (list dichotomous learning/teaching styles).
5. Do the fourth objective in Section 15.1 for a specific engineering class.
6. Choose a student whom you know well and who is not strongly motivated. Analyze 

this student by Maslow’s theory. Determine some interventions which might help 
motivate this individual. Try one or two of the interventions.
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CHAPTER 16

evaluation of  
teaching

It is natural to want to know how well one has done on a given task. In its simplest form, eval-
uation of teaching allows an instructor to obtain this feedback. Once collected, the data can 
be used to help the instructor improve the course, compare instructors, reward or punish the 
instructor, or inform potential students. Since improvement of teaching without this feedback 
is unlikely, we are in favor of this use of formative teaching evaluations. 

During the 1970s and 1980s, there was considerable focus on use of student evaluations of 
teaching. The promise of student evaluations was oversold and in the rush to implement stu-
dent evaluations there was misuse. These problems led to a large number of papers on student 
evaluation of teaching in the engineering education literature—most negative. The energy 
to study and comment on evaluations of teaching has apparently dissipated. The number of 
papers we found in engineering education journals during the last twenty years was consider-
ably less than what we found prior to 1993. In their extensive literature review Johnson et al. 
(2013) cited 82 references, but only one from the engineering education literature. Perhaps 
when student evaluations of teaching were first required, engineering faculty went through 
the first five stages of grief:

1. Shock. I can’t believe it. The students are going to rate us.
2. Denial. This can’t be true. The students don’t know how to rate teachers. 
3. Emotions. #!%&. Give us a break. 
4. Resistance and/or Withdrawal. This is really dumb. My promotion and raise is going 

to depend on the students. I won’t do it.
5. Surrender and Acceptance. I guess student evaluations are not going away. At least 

the university finally developed a decent evaluation form.
In stage 5 people are quietly unhappy. Unlike students in active learning (see Section 7.12), 

the faculty apparently got stuck at stage 5, and never made it to stage 8, integration and success. 
Whatever the reason, research on teaching evaluation in engineering has essentially ceased for 
now. Most schools use student evaluations of teaching—fortunately, as we will show they can 
be made both reliable and valid for items that students can judge. Students cannot judge issues 
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related to content (Hoyt and Pallett, 1999). Unfortunately, most schools do not use other means 
to evaluate the content of the course. Also, very few schools use any method other than student 
evaluations and student exit interviews (Section 16.5) to evaluate teaching. 

We start with a discussion of formative and summative evaluations and the objectives of 
each; then we consider the validity of student evaluations, correlations with other methods, 
and extraneous variables that affect student evaluations. Since student evaluations are only one 
of many procedures used for evaluating teaching, we next discuss the various other methods.

Many professors in psychology and education have devoted their careers to studying the 
evaluation of teaching. Although many questions remain, there is a large body of scientifically 
valid knowledge about the subject. We tap into this knowledge so that the reader can intel-
ligently discuss the issues surrounding the evaluation of teaching. 

16.1. SUMMARY AND OBJECTIVES
After reading this chapter, you should be able to:

•	 Discuss the advantages and disadvantages of formative and summative evaluations.
•	 Explain the uses of teacher evaluations and discuss the controversies surrounding them.
•	 Discuss the various types of student ratings and how they should be administered.
•	 Compare the reliability of student ratings to the reliability of other evaluation methods.
•	 Discuss the validity of student ratings. 
•	 Explain how extraneous variables can affect student ratings.
•	 Determine the types of courses in which you are most likely to do good or poor teaching.
•	 Discuss other evaluation procedures that complement student ratings.

16.2. FORMATIVE AND SUMMATIVE EVALUATIONS
A course can be evaluated at any time during or after the term. Evaluations made during the 
course, called formative evaluations, elicit comments from students so that the professor can 
make in-course corrections. We like to obtain early feedback immediately after the first test. 
These evaluations can be as simple as passing out comment cards and asking the students to 
respond anonymously to two questions such as:

What do you like about this course?
What about this course could be changed to improve your learning?
If you prefer to be a bit more directive and focus the students on their learning, you can 

replace the first question with the following two questions:
What aspects of this course help you learn?
What aspects of this course interfere with your learning?
Student comments are useful if the professor changes things that are not working. If the 

comments reveal that the TA is not available during office hours, the professor can take steps 
to correct this problem early in the semester. The evaluations can also allow the professor to 
do something he or she wants to do, but which might not go over well without the empower-
ment of student comments. If one or two students are monopolizing the professor’s time in 
class, other students will likely complain on the comment cards. The professor can then say in 
a positive sense that he or she has been asked to involve more students in the class.
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There are other types of formative evaluation. Chatting with students informally during 
the semester often points out what is or is not working. Formal weekly meetings with a group of 
students representing the class is another way of obtaining useful feedback during the semester. 
Chatting with the TA can also be illuminating since TAs often have a good idea of what is or is 
not working. Critically evaluating the results of quizzes or tests may show that certain critical 
concepts have not been learned. The professor may want to adjust the syllabus to provide more 
time for these concepts. Watching the students’ nonverbal behavior and asking them to explain 
concepts are also types of formative evaluations that can be used in every class period.

Summative evaluations, which are done at the end of the course or well after the course is 
over, are used for a variety of purposes, some of which are controversial (see Sections 16.3 and 
16.5). Of course, summative evaluations provide feedback to the professor. Since professorial 
self-evaluations are often very high (Centra, 1993), student evaluations can provide a salutary 
dose of reality. When the professor has excelled, the feedback is a welcome pat on the back. 

Summative student evaluations can also be helpful in instructor and course improve-
ment. The more specific the comments, the more useful they are for course improvement. 
Answers to very general rating questions such as “This is one of the best courses I have ever 
taken” are not useful for course improvement. Questions on the textbook, handouts, avail-
ability of help, homework, tests, lectures, and so forth, can provide the professor with specific 
areas needing improvement. Based on dissonance theory (when the person’s self-evaluation 
and the feedback received from others differ, dissonance is generated and the person reacts 
to reduce this dissonance), professors should act to improve their teaching based on student 
ratings. Unfortunately, many studies have shown little or modest improvement in teaching 
resulting from the use of course evaluations alone (Aubrecht, 1979; Centra, 1993; Lowman, 
1985). A meta-analysis by Cohen (1980) shows that there is improvement, but it is modest. 
Specific questions on student ratings coupled with consultation do improve teaching (Eble, 
1988; McKeachie, 1990). Consultation for teaching improvement is discussed in Section 16.4. 

Student evaluations, whether formative or summative, are useful because they improve 
student morale. The chance to register an opinion is helpful even if no one pays any attention. 
Of course, if it is clear that someone is paying attention and the instructor responds to the 
comments and improves the course, then student morale will improve even further (Abbott 
et al., 1990). We collate all the responses, which usually indicates if a concern is widely shared, 
show the tallied responses to the students in class, and state what we will do to address prob-
lems. Although it would be manipulative to give students an opportunity to evaluate courses 
merely to increase student morale, the increase in student morale when evaluations are used 
for other purposes is obviously a side benefit.

Administrative use of student evaluations was originally quite controversial (Eble, 1988; 
Lowman, 1985), especially when salary, promotion, and tenure decisions were involved. As 
noted earlier, the controversy has decreased, but still simmers because there are continuing 
difficulties. First, the administration of student evaluations is often done poorly. It is not 
unheard of for professors to hand out the evaluations and then to throw away poor evalua-
tions before turning them in for scoring. A uniform administration procedure must be used 
to avoid this or other abuses (see Section 16.3.2). One possible solution is to use a separate rat-
ing form for administrative purposes and administer it in a senior seminar course. The actual 
administration of the evaluation can be done by a staff person or a student representative. 
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Another solution,that many schools now use is to use online evaluations. Second, many pro-
fessors do not trust the reliability or validity of student evaluations. This issue can be partly 
put to rest with scientific data (see Section 16.4). Unfortunately, if the administrator using 
the evaluations does not understand the effect of extraneous variables, the evaluations can be 
misused. For example, evaluations of professors in classes with less than fifteen students tend 
to be quite high. This needs to be taken into account when professors are compared. Third, 
the specific questions which are so useful for course improvement are not useful for overall 
administrative evaluations (Centra, 1993). Only the overall course and instructor ratings are 
useful for this purpose since the overall ratings have the highest correlations with student 
learning. To avoid inadvertent abuses, only the overall ratings should be sent to administra-
tors and promotion committees. The alternative of a separate rating form for administrative 
use only would also solve this problem. Fourth, few professors are uniformly excellent or 
uniformly poor in all types of courses (Murray et al., 1990). Poor ratings may only represent 
poor casting of the professor in a course. Thus, student ratings over a long time period for a 
large number of courses are needed.

Evaluation of teaching for administrative use by faculty or chair visits to the classroom 
is even more controversial than the use of student ratings. Since ratings based on visits by 
professors not trained in the evaluation of teaching tend to be much less reliable than student 
ratings, this practice should not be used for administrative purposes. (Faculty visits can be 
useful for course improvement; see Section 16.5.)

A final use of student ratings is as information for other students who are potential con-
sumers of the courses (Canelos and Elliott, 1985; Marsh, 1984). Some universities have a long 
tradition of student-run evaluations which are then published in student guides. There is no 
doubt that these guides do have an effect on the elective courses which students sign up for. 
The aim of informing the consumer of what an instructor and course will be like is laud-
able. Unfortunately, student-run ratings/guides and for-profit internet rating services may 
be poorly controlled (and in effect uncontrollable). It is not unusual for some of the guides 
to be extremely biased, particularly during periods of political upheaval. Engineering courses 
are usually not heavily represented in these guides since few engineering students join these 
student groups and since few engineering courses are electives.

16.3. STUDENT EVALUATION METHODS
Student evaluations are now the most common method for evaluating instruction and one of 
the most researched items in higher education (Heywood, 2005). Student evaluations are the 
focus of this section and Section 16.4. Since student evaluations cannot completely evaluate 
instruction, they should be used in conjunction with other evaluation methods (Section 16.5).

16.3.1. Types of Student Evaluations
If the purpose of the course evaluation is entirely feedback to the instructor for the purpose of 
course improvement, then informal evaluation procedures can be used. Both formative and 
summative evaluations can be made with comment cards, either with or without cues to the 
students on what to focus on. If there are specific questions of interest, the professor can gen-
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erate a student questionnaire. But for administrative use or for research purposes, professor-
generated questionnaires and comment cards are not suitable.

For administrative purposes, global questions on teaching effectiveness should be used 
since global questions have the highest correlations with student achievement (Centra, 1993). 
There is an advantage to separating the course improvement and administrative functions of 
student evaluations, since professors are more likely to use formalized course evaluations if 
they know they will not be used by the administration.

Many universities use formalized course evaluation procedures often administered by 
either a separate learning center or a student organization. If paper forms are used, they are usu-
ally machine-scored, multiple-choice questionnaires with space available for student comments. 
Online evaluation forms are similar except the students have to log in to access them. Perhaps 
because of this additional barrier, the response rates for online evaluations are lower than when 
evaluations are done in class. Many professors give a small amount of points or provide other 
inducements to encourage students to fill out the evaluations. The students usually rank a vari-
ety of questions on 4 to 7-point scales. Usually both specific items such as “The textbook was 
well written and understandable” and global ranking items such as “Overall, this course ranks 
highly” are included in the questionnaire. The forms may allow for instructor selection of items 
from a large pool, and it may be possible for the instructor to add additional items. Marsh (1984) 
notes that since good instruction can have many dimensions, the forms must be multidimen-
sional, that is, many different aspects of instructional ability need to be considered.

A large number of course evaluation forms have been developed and are available for a 
nominal fee. If student evaluations are to be used for research purposes the form needs to be 
carefully designed (Marsh, 1984). Many of the commercially available forms are adequate, 
and no form has been shown to be superior, which is why many different forms are in use.

16.3.2. Administration of Student Evaluations
Several studies have shown that the way student evaluation forms are administered can affect 
student ratings (Aubrecht, 1979; Centra, 1993; Marsh, 1984). Professors who make verbal 
comments requesting high rankings because of their importance in promotion and tenure 
decisions may well get higher rankings, particularly if the comments are subtle instead of 
blatant. There is also a built-in bias if the professor is present when the students fill out the 
evaluation forms. In addition, professors, like students, are subject to human frailty, and have 
been known to cheat occasionally.

To avoid these problems a uniform procedure for administering student evaluations 
should be used. The professor should not be present when students are filling out the forms. A 
trustworthy administrative assistant, TA, or even the department chair should administer the 
evaluations. A standard procedure such as the following should be followed for paper forms:

1. Bring in the forms and pencils needed.
2. Announce to the class why he or she is there and state that it is departmental policy 

that the professor not be present.
3. Describe the purpose of the forms, state what they will be used for, and note that 

evaluations are important and need to be done carefully.
4. Distribute the forms and pencils.
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5. Give simple instructions. Be sure to note that 1 is high (or low).
6. When all the students are finished, collect the forms and put them into an envelope. 

Seal the envelope.
7. Deliver the envelope to the agency which scores the forms.
What should be done with the results of the evaluations once they have been scored 

is somewhat controversial. Certainly they should be provided to the professor for course 
improvement. Professors should be encouraged but not forced to discuss their evaluations with 
another professor or an instructional consultant. They should also be encouraged to discuss  
the ratings and an improvement strategy with the class, since this increases the students’ 
satisfaction (Abbott et al., 1990). The use of voluntary evaluations for administrative pur-
poses can cause problems if norms are reported. Since those who volunteer are mainly pro-
fessors who are most interested in teaching and who are good at teaching, the norms are 
skewed to high rankings. For administrative uses a required rating of all the professors in 
the department is preferable.

16.4. STUDENT EVALUATIONS: RELIABILITY,  
VALIDITY, AND EXTRANEOUS VARIABLES
Many faculty members complain that student evaluations do not mean anything, are not reli-
able, students can be bought with grades, the ratings are not valid, alumni should do the rat-
ing, and so forth. Unfortunately, engineering professors who would never dream of doing an 
engineering design without data are willing to complain about student evaluations with no 
data. In this section a sampling of the available scientific data that allows one to discuss these 
complaints rationally will be presented. Before discussing the questions of reliability, validity, 
and extraneous variables in detail, we will note that the complaints are somewhat misplaced. 
Students are generous evaluators. For example, in one study only 11% of 852 engineering 
classes were rated as below average (Centra, 1993).

16.4.1. Reliability of Student Ratings
Reliability of student ratings means that they are consistent for whatever it is they are measur-
ing. The internal consistency (the agreement of students in the same class) of student ratings 
is quite good and becomes excellent as the number of students doing the rating increases. 
Aubrecht (1979) reports the following correlation coefficients:

r = 0.69 (ten students)
r = 0.81 (twenty students)
r = 0.89 (forty students)
Marsh (1984) reports correlation coefficients that are slightly higher:
r = 0.6 (five students)
r = 0.74 (ten students)
r = 0.90 (twenty-five students)
r = 0.95 (fifty students)



 Evaluation of Teaching 397

A second measure of reliability is stability. Are the raters stable over time and are the pro-
fessors stable over time? The correlation coefficient for students in 100 classes when they were 
asked to rate the class after it was over and at least one year later was r =0.83 (Marsh, 1984). 
When the same instructor was evaluated for the same course but in different years (which 
means different student raters), the correlation coefficients varied from r =0.62 to r = 0.89 
with a mean value of rmean = 0.74 (Marsh, 1984; Murray et al., 1990). Thus, we can conclude 
that both student raters and professors teaching the same course are stable.

Professors are probably not equally proficient at teaching all courses. When the same 
instructor was rated in the same year in different courses, the correlation coefficients varied 
from r = 0.33 to r = 0.55 with a mean value of rmean = 0.42 (Marsh, 1984; Murray et al., 1990). 
These correlation coefficients are significantly lower than those obtained for the same instruc-
tor teaching the same course. This result is discussed in more detail at the end of Section 16.4.3.

16.4.2. Validity of Student Ratings
Validity means that student ratings are measuring what they are supposed to be measur-
ing. Do student ratings actually measure teaching quality? This is a much harder question 
to answer than questions of reliability, but sufficient research reports are available to say yes.

Critics of student ratings often claim that student achievement is the outcome that we 
should study. Do student ratings correlate with student achievement? There is broad agree-
ment in the literature that a reasonably strong positive correlation exists between student 
achievement and student ratings (Aubrecht, 1979; Centra, 1993; Cohen, 1981; Greenwood 
and Ramagli, 1980; McKeachie, 1990; Marsh, 1984; Svinicki and McKeachie, 2014). The con-
clusive study was the meta-analysis of Cohen (1981) who looked at all available studies relat-
ing student achievement and student ratings in courses with multiple sections taught by dif-
ferent instructors. The global ratings were highly correlated with the final examination scores. 
Cohen (1981) found correlation coefficients of r = 0.50 based on questions about instructor 
skill, r = 0.47 based on questions about the global rating of the course, and r = 0.43 based 
on questions about the global rating of the instructor. Thus, sections where students learned 
more rated the instructor and the course higher than sections where students learned less.

Student ratings have modest positive correlations with other methods of evaluating instruc-
tion. The correlation coefficients between student ratings and ratings by professors ranged from 
r = 0.60 to r = 0.70 if the professor had not visited the classroom (Aubrecht, 1979; Marsh, 1984). 
The correlation between student ratings and administrator ratings where the administrator had 
not visited the classroom was r = 0.47 (Aubrecht, 1979). If the colleague had visited the class-
room before rating the instructor, then the correlation coefficient with student ratings was r 
= 0.20 (Aubrecht, 1979; Marsh, 1984). This number is low partially because the reliability of 
ratings based on colleague visits is low (see Section 16.5). When professors did not visit a col-
league’s classroom, they apparently based at least part of their ratings on discussions with stu-
dents. Thus, these ratings correlate significantly higher than those based on visits.

The correlation of professors’ self-rating of their teaching ability with student ratings 
has been extensively studied. Correlation coefficients between student ratings and a general 
instructor self-rating are about r =0.19 (Greenwood and Ramagli, 1980). When the instruc-
tors do a self-rating for a specific course, the correlations with student ratings are significantly 
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higher, r = 0.45 to r = 0.49 (Marsh, 1984). Most professors rate themselves higher than the 
students do, and about 30% of the time significantly higher.

Factor analysis has been used to determine what students are rating. The results of these 
studies show that students do not just give a single global rating but include several factors. 
Aubrecht (1979) states that a typical breakdown of factors with the most important factor first is:

1. Skill. Interesting presentation, intellectual stimulation, clarity.
2. Rapport. Concern for students, classroom interaction.
3. Structure. Organization, course preparation.
4. Difficulty. Amount of work demanded.
A similar but more detailed list of seven factors is given by Marsh (1984):
1. Learning and value. Challenge, subject interest, amount of material learned.
2. Enthusiasm. Interest, humor.
3. Organization. Objectives, clear explanation.
4. Group interaction.
5. Individual rapport. Provides help and answers questions.
6. Breadth of coverage.
7. Examinations and grading.
Wilson’s (1972) list includes the first five factors given by Marsh. Higgins et al. (1991) 

prepared a list of the characteristics of good instruction by asking their engineering students 
to generate such a list. Their list was similar to the other lists, except the students added: good 
communication and pronunciation, real-life applications and analogies, and lots of examples.

Gall et al. (2003), in a study of 181 mechanical engineering classes, found that the items 
most highly correlated with the course and instructor ratings were fairness and accessibility. 
The authors interpreted accessibility as a combination of availability and approachability. 
Accessibility is related to rapport in the lists of Aubrecht (1979), March (1984), and Wilson 
(1972). Methods instructors can use to increase accessibility include an open door policy, 
evening help sessions before exams, learning and using the students’ names, obtaining feed-
back from students often, and having lunch with students (Gall et al., 2003).

Students rate by reasonable criteria for good teaching. Their ratings also agree with the 
two-dimensional model of good teaching presented in Chapter 1.

16.4.3. Effects of Extraneous Variables on Student Ratings
Critics attack the validity of student ratings because of the effect of extraneous variables. They 
state that ratings are affected by the time at which the class is taught, who is taught, the grades 
given, the class size, the type of course, the age and gender of the professor, and so forth. 
This attack is partially correct since extraneous variables do affect student ratings, but the 
effect is usually quite small and is not enough to make a good teacher look poor, or vice versa 
(McKeachie, 1990). In this section we will explore what Marsh (1984, p. 730) calls “the witch 
hunt for potential biases in students’ evaluations.”

Student Focus While Doing Evaluations. Student evaluations will be less reliable and valid 
if the students do not focus their attention on the evaluation (Williams, 2003). Under what 
conditions do students pay attention to the evaluations and give their best efforts? If the stu-
dents believe that their evaluations will make a difference and help improve the teaching or 
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the course, they are motivated to provide the feedback (Giesey et al., 2004). Professors can 
prime the students’ motivation by briefly discussing how course evaluations have been used 
in the past to improve teaching or the course.

Initial Student Motivation and Expectations. Students who expect a course to be good 
often find this to be true (Svinicki and McKeachie, 2014). Since students often choose electives 
because they think the course will be good, electives often receive high ratings. The correla-
tion between the student’s initial liking for the subject and the student’s rating of the course at 
the end of the semester ranges from r = 0.42 to r = 0.49, which is quite high (Aubrecht, 1979). 
Student enthusiasm and prior interest account for much of the background or extraneous 
variable effect (Marsh, 1984). Initial student motivation is such an important variable that 
in the IDEA system for teacher evaluation, initial student motivation is used in combination 
with class size to establish norm groups for comparison purposes (Aubrecht, 1979).

Class Size. The second most important extraneous variable is class size, but the correla-
tion coefficients are significantly less than for initial student motivation. With fewer than 
fifteen students in a class, the ratings are significantly higher than they are otherwise. Students 
enjoy the close personal contact with the professor and with other students, which is almost 
automatic in classes this small (Centra, 1993). As the class gets larger the ratings decrease and 
the correlation coefficients obtained are generally from r = –0.10 to r = –0.30 (the correlation 
is negative since ratings are smaller for larger classes) (Aubrecht, 1979; Koushki and Kuhn, 
1982). Johnson et al. (2013) studied engineering courses only and found r = –0.291. For very 
large classes (more than 200 students), several studies show that ratings go back up (Marsh, 
1984; Koushki and Kuhn, 1982). This may occur because departments assign their best teach-
ers to large classes. Johnson et al. (2013) did not see this effect, but they did not report their 
maximum class size. Note that some studies have found no effect of class size in engineering 
courses (Canelos and Elliott, 1985; Ratz, 1975). In engineering the class size effect, if there is 
one, may be confounded by course type (discussed below).  Most large engineering courses 
are required courses, which receive lower ratings than elective courses.

Academic Field. There are small but significant effects based on the academic discipline 
when all other variables are controlled. Aubrecht (1979) reported that humanities, fine arts, 
and language had slightly higher rankings than social or physical sciences, mathematics, and 
engineering. Koushki and Kuhn (1982) found that at Clarkson University the arts and sci-
ences and industrial distribution had slightly higher ratings than either engineering or man-
agement. Although there is not complete agreement between these studies, they do agree that 
engineering students give ratings at the low end of the spectrum. Thus, cross-field compari-
sons are somewhat difficult. Bianchini et al. (2013) hypothesized that students who are satis-
fied with their degree program are more generous in their instructor ratings.

Course Type. Engineering professors commonly believe that laboratory courses receive 
low ratings. Kuriger (1978) found that this was indeed true and that laboratory courses had 
much lower ratings than classes dispensing theory. Kuriger (1978) also found that engineer-
ing elective courses had better ratings than required courses in the engineering discipline, 
which had higher rankings than core engineering classes taken by students in a number of 
engineering disciplines. Koushki and Kuhn (1982) also found that electives and courses in the 
discipline had higher ratings than core courses, but they did not observe a difference between 
elective and required courses in the discipline. Johnson et al. (2013), on the other hand, did 
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observe higher ratings for electives than for required courses. Instructors teaching service 
courses for students in another discipline received lower ratings (Ratz, 1975). The hours that 
the class meets also makes a small difference, with classes meeting at the convenient times of 
midmorning and midafternoon receiving the highest rankings (Koushki and Kuhn, 1982).

Course Level. Johnson et al. (2013) found fairly complicated results for the effect of engi-
neering course level. More experienced faculty received statistically significant higher ratings 
in first year engineering courses, but statistically significant lower rankings in junior and sen-
ior courses. Seniors and graduate students rated classes slightly higher than other students 
even when the type of class was the same (Kuriger, 1978).

Grades and Course Workload. A common criticism is that professors can buy ratings by 
requiring very little work and by easy grading. The first hypothesis is clearly wrong. Studies 
show that students rate courses with high workloads higher than courses with low workloads 
(Marsh, 1984). Dee (2007) found the same result in engineering courses. However, Gall et al. 
(2003) found that for instructors with average or low accessibility, high workloads lowered 
the ratings, but this result was probably not statistically significant. The effect of grades is 
much more complex. Grades earned previously from the same instructor do not affect ratings 
in the course (Canelos and Elliott, 1985). Although Kuriger (1978) found a negligible correla-
tion between grades and ratings in engineering courses, Johnson et al. (2013) found a posi-
tive correlation. Pooled studies over many classes in a number of different disciplines show 
correlation coefficients between expected grade and ratings ranging from r = 0.1 to r = 0.3 
(Aubrecht, 1979). However, one needs to be careful not to confuse correlation with causation. 
When the studies are controlled for prior interest in the subject and for the effect of work-
load in the course, most of the correlation disappears (Marsh, 1984). What remains is mainly 
from students who are receiving A’s. Marsh (1984) discusses three possible hypotheses for the 
remaining slight effect of expected grade on course rating. These hypotheses are:

1. Grading leniency. The students rate the course higher because they expect a grade 
higher than they have really earned. There is no empirical evidence for this hypothesis.

2. Validity. Students who learned more received higher grades and rated instructor higher. 
3. Student characteristics. Students who earn better grades have some characteristic 

that leads them to rate the course higher. This is correlation without causation.
Professors. A large number of professor effects have been studied. Kuriger (1978) found 

that professors who had won teaching awards received significantly higher rankings than pro-
fessors who had not. This is no surprise and represents another sign of the reliability of stu-
dent ratings. Kuriger (1978) also found that professors received better ratings than American 
TAs who had higher ratings than foreign TAs. Presumably, the professors are more experi-
enced. However, younger professors do better than older professors (Canelos and Elliott, 1985; 
Bianchini et al., 2013), and professors receive lower ratings as they become more experienced 
(Bianchini et al., 2013; Johnson et al., 2013). Wilson et al. (2014) in a study of psychology 
students found that students expected younger professors to be friendlier, have more rapport, 
encourage questions more, and be more attractive than older faculty. Older professors were 
expected to be more likely to require good work and give the students too much work than 
younger professors. Ratz (1975) found that the first time a professor teaches a course ratings 
are lower than later offerings. By a slight amount, associate professors received the highest 
ratings, but this disappeared when only electives were considered (Kuriger, 1978). Tenure 
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track faculty received higher ratings and awarded higher grades than non-tenure track faculty 
(Bianchini et al., 2013; Johnson et al., 2013). Bianchini et al. (2013) speculated that full profes-
sors and non-faculty instructors receive the same low ratings because they both have a signifi-
cant amount of extra-academic activities. Students react positively to very expressive teachers, 
and these teachers may get overly generous ratings (McKeachie, 1990). However, one of the 
items that students consider a constituent of good teaching is enthusiasm, and expressiveness 
is interpreted as enthusiasm. McKeachie (1990) found that neither the gender of the instruc-
tor nor the knowledge of the subject matter affects the ratings. However, Johnson et al. (2013) 
found that female engineering faculty received small, but statistically significant lower rankings 
in first year and sophomore courses than male faculty. For courses after the sophomore year 
there were no statistically significant differences based on gender. The question of how the 
professor’s research affects teaching ability and ratings is discussed in detail in Section 17.4.

Instructor Personality. Murray et al. (1990) did an interesting study on the interactions 
between the professor’s personality and the type of course. Their most important conclusion 
is that few professors are good teachers in all types of courses and few teachers are poor teach-
ers in all types of courses. Casting the professor in the appropriate type of course is important. 
The authors suggest that professors should determine what type of course they do well in and 
then stay with that type of course as much as possible. The three general categories of courses 
that were clearly different were introductory and general courses held in large lecture halls, 
junior- and senior-level electives that were much smaller discussion classes, and methodol-
ogy courses that were very work-intensive. Professors who were extroverts, yet compulsive 
enough to handle the details of large classes, received high ratings in the large lecture classes. 
Professors who were extroverted, friendly, and supportive yet flexible received high ratings 
in the discussion classes. Ambitious, competent, hardworking, and confident professors did 
well in the methodology courses. The only personality trait which correlated with high rat-
ings in all categories of courses was leadership, which they defined as taking initiative and 
getting things done. This study involved psychology courses and may not generalize to other 
fields. In a separate study Sherman and Blackburn (1975) found that instructor pragmatism 
was positively related to ratings in natural science courses but not in courses in humanities or 
social sciences. Instructor amiability was related to ratings in humanities but not in natural 
or social sciences. From this one could hypothesize that pragmatic instructors would receive 
higher ratings in engineering courses.

Conflicting Results. We have reported some results that conflict with each other. In addi-
tion to the possibility of errors, there are several reasons why results may differ. First, the 
student groups are different. Because engineering students and students at any single col-
lege self-select into the program, they can be expected to have different characteristics than 
other student groups. Second, the ranges of variable may be different. For example, the 
slight increase in ratings observed for very large classes occurred for more than 200 students 
(Marsh, 1984; Koushki and Kuhn, 1982). Studies that did not see this effect either had fewer 
than 200 students per class (Ratz, 1975) or did not report the number of students (Johnson et 
al., 2013). Third, an effect may be observed either without controlling for other variables or 
after controlling. Initial student motivation and expectations are an important variable that 
most studies do not include. Fourth, there is a tendency to report striking results even if they 
are not statistically significant. These findings should be ignored until they can be replicated.
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16.4.4. Can a Professor “Buy” Student Ratings?
Yes, a professor can “buy” student ratings by two different methods. First, the professor can 
load all the extraneous variables in her or his favor. Thus, the professor could arrange to teach 
a small, non-laboratory, elective class to seniors and graduate students. The course would be 
scheduled at a convenient time, and the TA would be from the United States. If possible, the 
students would be initially interested in the material. The professor would give A’s to all the 
students on the A-B border. This set of conditions can buy a slightly higher rating, but it can-
not turn a poor teacher into a good one.

The second approach is to present material clearly and communicate with the students. 
Organize the material and give clear objectives. Follow a logical presentation scheme with a 
minimum of tangents. Present many examples and real-life applications. Cultivate a pragmatic, 
let’s-get-things-done attitude. Show enthusiasm, interest, and a love for the subject. Stimulate 
the students intellectually and have a significant breadth of coverage. Be readily accessible both 
in and out of class. Have a sense of humor. Use a good textbook that is integrated into the course. 
Arrange matters so that the workload is high, but not unreasonably so. Have fair examinations 
and a clearly defined grading system. Encourage group interactions both within and outside the 
class. Develop a team concept with the students—a team whose job it is to learn the material. 
Keep the students active and incorporate a variety of modes of presentation. If you do all these 
things, then you will have done a good job and will have earned the high ratings you will receive.

16.5. OTHER EVALUATION PROCEDURES
Student evaluations, though useful, are neither the sole nor the best way to evaluate a course. 
They miss, for example, the richness of ideas that can be obtained with interview techniques, 
and students are not qualified to evaluate content. A combination of techniques can make up 
for the deficiencies of student ratings. Hoyt and Pallet (1999) recommend that student ratings 
account for 30 to 50% of the overall instructional rating. Colleague ratings of specific courses 
would be another 25 to 35%, colleague ratings of indirect contributions to the instructional 
program 10 to 15% and the department head’s ratings of indirect contributions 10 to 15%. 
Few schools have an organized program similar to this.

The ratings on indirect contributions to the instructional program would rate the profes-
sor’s contributions in the following three areas (Hoyt and Pallet, 1999): 

1. General learning environment. Does the faculty member enrich the general 
environment by being generally positive and friendly to both faculty and stu-
dents? Does the faculty member engage in general conversations about teaching 
and curricular matters?

2. Course and curricular development. Does the professor regularly update and 
upgrade her courses? Is she involved in departmental curricular revisions?

3. Helping other professors in teaching. Does the professor share his syllabus 
and other materials? Is he mentoring any faculty members in teaching? Is he 
involved with the training of teaching assistants?

All departments should include these components in determining teaching contributions.
Student interviews can be a much richer source of information than student ratings, but 

they are time-consuming. Interviews should not be done by any of the professors being evalu-
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ated. If the department chair and or the director of the undergraduate program can arrange 
to do exit interviews of all the graduating seniors, a significant amount of information can 
be obtained about the performance of professors, the curriculum, and miscellaneous items. 
Except in regard to courses the students have taken recently, the information is not likely to be 
specific enough to help professors improve courses. Thus, the interviews should supplement 
course evaluations. For valid information to be obtained on a professor, a high percentage 
of the students need to be interviewed; otherwise, only students with complaints may come 
in. Although the main advantage of interviews is that students have the freedom to bring up 
whatever they want, some structure helps control the time and ensures important topics are 
covered. Setting a time limit in advance helps the interviewer structure the interview and 
control time. Exit interviews are also useful for ABET review of the program (see Section 4.7).

An alternative to individual student interviews that takes much less time is the Small Group 
Instructional Diagnosis (SGID) method (Abbott et al., 1990 ; Angelo and Cross, 1993; Bowden, 
2004) in which a facilitator and the instructor first meet to discuss the course. The facilitator then 
meets with the class in the absence of the instructor and forms small groups which discuss the 
strengths of the class, areas requiring change, and recommendations for change. Each group 
reports to the class, and the facilitator collects and summarizes the reports for the class. He or she 
then clarifies the ideas until the class agrees that the summary is accurate. This class meeting can 
take place in a single fifty-minute period. The facilitator and the instructor then meet to discuss 
the students’ concerns and recommendations. A strategy for improving teaching is developed. 
The instructor returns to class and extensively discusses the facilitator’s report and the proposed 
improvement strategy. Of the methods tried, students preferred the group interview procedure to 
the use of standardized rating forms. With either the group interview or standardized rating forms, 
students were more satisfied when the instructor responded extensively to the student evaluations 
(Abbott et al., 1990). The SGID method is also useful for TAs who are in charge of recitations or 
courses (Bowden, 2004). Instructors who are interested in improving their teaching should con-
tact their institution’s teaching improvement or learning center to see what services are available.

Self-ratings by instructors are useful for course improvement, although the correlations 
with student ratings are low. Since many faculty rate themselves high, with 30% significantly 
higher than the students’ evaluations, self-ratings should be used as only one part of the course 
evaluation system. The high self-assessments should be no surprise since most people routinely 
rate themselves highly (Dunn et al., 2004). Instructors are more realistic in their self-ratings 
when they focus on a specific course. Use of some type of questionnaire such as the course eval-
uation guide developed by Lindenlaub and Oreovicz (1982) helps to ensure that the instructor 
has not missed any important areas. Course improvement is highest when the self-evaluation is 
discussed with a supportive but critical consultant. This is particularly true regarding the pace 
of the course and the workload. Natural science professors typically underestimate the pace and 
workload (Greenwood and Ramagli, 1980), and engineering professors probably do also.

Faculty evaluations of teaching are another approach (see also Section 16.4.2). 
Unfortunately, most professors are not trained in classroom observation, and the correlation 
coefficient between the ratings done by different faculty raters after visits is r = 0.26 (Marsh, 
1984), which is quite low. Despite this, peer visits are useful since the professor visiting the 
class is likely to provide some feedback, both positive and negative, that the students do not. 
Course portfolios (Section 16.7) are a teaching improvement method that includes peer 
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review. Student evaluations are much more reliable than faculty evaluations, possibly because 
the students see the professor many more times than a professor visiting the classroom does. 

Administrative ratings are similar to faculty ratings (Greenwood and Ramagli, 1980). An 
administrator often bases her or his ratings on informal information gathered from students. 
Untenured professors in particular are likely to be intimidated by an administrator visiting 
their classroom. The advantage that department heads have is that it is part of their job to help 
young faculty improve their teaching, and many young faculty members report that such a 
person was the only professor with whom they had discussed teaching (Boice, 2000).

A systematic follow-up of alumni is appealing. Many professors argue that the alumni 
are older and wiser, have a feel for what is important in industry, and rate professors differ-
ently than students. However, alumni follow-ups routinely result in very high agreement with 
ratings by current students (Canelos and Elliott, 1985; Centra, 1993). Since evaluations from 
current students are cheaper, easier, and result in a higher rate of usable returns, few schools 
use alumni ratings of professors.

Many critics of student evaluations claim student learning or student achievement should 
be analyzed. As noted in Section 16.4.2, there is a positive correlation between student ratings 
and test scores. Although direct measurement of student learning to evaluate courses may be 
preferable, it is difficult (Centra, 1993; Greenwood and Ramagli, 1980). Should it be the increase 
in knowledge or the total knowledge that counts? Should the learning of the better or the more 
poorly prepared students be counted differently? The better-prepared students will probably 
score higher on tests but may learn less new material than students with poorer preparation. 

In addition, some type of standardized test or concept inventory would have to be used. 
Instructor-prepared tests may be written to cover what the instructor thinks students know, 
or the instructor may teach to the test if he or she knows what is covered on the exam. This 
biasing of the results may well be unintentional. Measures of learning should include the 
affective domain. Most professors and students would agree that a course in which students 
learn the material but hate it is not a good course.

Despite these problems with the direct use of student learning for the evaluation of teaching, 
it should be used to supplement other evaluation methods. In particular, student learning should 
be used for course improvement. Tests should be analyzed first for discrimination (see Section 
11.3.2) and then to see if there are topics which students are not learning. If there are, then extra 
time or a different teaching strategy is needed. Once the problem areas have been pinpointed, the 
problems and possible solutions should be discussed with another professor. Often professors try 
to teach too much material, and the easiest way to increase student learning is to cover less.

Classroom observations or classroom assessment can also be used to determine what the 
students in a classroom are learning (Angelo and Cross, 1993). One assessment technique 
is “one-minute papers.” Toward the end of the class ask the students: (1) What is the most 
important thing you learned today? or (2) What questions do you still have? Not only do 
minute papers require the students to be active and construct their own knowledge, but they 
also provide useful feedback to the instructor. A perusal of the students’ responses may show 
where your message is not getting across.

Finally, the suitability of the content covered in the course needs to be judged by peers 
from academe or industry. Students who are learning the material cannot judge if they are 
learning the right or most useful material (Centra, 1993). One advantage of ABET visits is that 
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content is evaluated, albeit by only one person. In general, new professors with no industrial 
experience are likely to be too abstract. Professors heavily involved in research are likely to put 
too much of their research in courses. Older professors who are doing neither research nor 
consulting may be presenting obsolete material. A professor who won a best teaching award 
did so even though a later examination of his materials showed that the material was obsolete.

16.6. TEACHING IMPROVEMENT
Course improvement is much more likely if student ratings are shared with a consultant, prob-
ably because it is much harder to avoid the signals that improvement is needed. Without a con-
sultant most professors either rationalize the ratings or “just try harder.” The consultant helps 
the professor focus on an action plan to solve the problems pointed out in the ratings. The 
consultant can make specific suggestions of what to try and can also be supportive. A specific 
development plan with informal follow-ups can be developed for the remainder of the semes-
ter or for the next semester. We recommend that the consultant be an interested professor in 
the same department or a staff member of the teaching improvement center. Professors have 
the advantage that they will understand the constraints the professor is acting under and will 
not make recommendations which are impossible. On the other hand, consultants from the 
teaching improvement center are likely to be more experienced in helping professors improve. 
Svinicki and McKeachie (2014) suggest that there is no reason to wait until the end of the semes-
ter to administer the evaluation form. The student evaluation can be useful for course improve-
ment in the current semester if it is administered from the third to the fifth week of the semester.

Visits in class can be a natural extension of consultation since they give the instructor and 
the consultant more to talk about. Although there are advantages to an unstructured proce-
dure during visits (Elbow, 1986), correlation coefficients are likely to be higher if a structured 
procedure is followed. Sheppard et al. (1998) developed protocols for visits to engineering 
classrooms. Andrews and Barnes (1990) discuss several of the highly structured instruments 
that are used for evaluating primary and secondary schools.

Video has some application in course evaluations, particularly in considering some of the 
performance aspects of teaching (Centra, 1993). However, the presence of a video camera in 
the classroom can inhibit both professor and students. The result is a somewhat artificial class 
which will not be completely representative. Elbow (1986), suggested that if a video is shown 
to a consultant, the professor should pick one that the professor is satisfied with. We recom-
mend video recording once so that you can watch for annoying mannerisms.

An unstructured conversation—letting the person just talk about teaching—can be very 
useful in providing insights (Elbow, 1986). An unstructured conversation can also be pleas-
urable since many professors enjoy talking about teaching. Hoyt and Pallett (1999, p. 4) are 
adamant about the need for assistance, “What is clear from experience is that lasting improve-
ments are almost never made without some kind of active assistance from another person.”

Teaching portfolios are a self-rating method that is most useful for teaching improvement. 
Seldin et al. (2010) recommend that professors develop their teaching portfolios in conjunction 
with a knowledgeable colleague or consultant. The teaching portfolio includes representative 
teaching materials such as syllabi, assignments, tests, and other handouts. Most importantly, the 
professor needs to reflect on what these materials are supposed to accomplish and what changes 
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should be made to improve teaching. The teaching portfolio should also include evidence of 
teaching effectiveness including student evaluations, comments from consultants or colleagues 
who observed the professor teaching, and a list of teaching awards or other honors. Teaching  
portfolios often lead to improved teaching because the professor invests a significant amount 
of time developing the portfolio and the required reflection is often insightful.

Course portfolios are closely related to teaching portfolios, but focus on single courses and 
include peer review (Bernstein et al., 2006; Peer Review of Teaching Project, n.d.). Course port-
folios encourage instructors to reflect analytically about their teaching and student learning in a 
particular course.  For a benchmark course portfolio the instructor typically reflects on the syl-
labus, course goals and the reasons for these goals. Next the instructor explores the instructional 
practice including teaching methods and course materials chosen to help the students learn. 
Finally, the instructor analyzes samples of student work to explore in depth what students learn 
and how learning is assessed. Learning and assessment should be, but often is not, logically con-
nected to the course goals and learning objectives. Benchmark course portfolios help instruc-
tors frame more specific questions that they will explore with an inquiry course portfolio. In an 
inquiry portfolio instructors first frame the issue to be investigated. The instructor then devel-
ops and describes a methodology to investigate the issue and applies the methodology. Finally, 
the findings are analyzed and assessed. Course portfolios are externally reviewed by peer review 
teams in an approach that is similar to external peer review of papers submitted for publication. 

If engineering colleges become serious about improving teaching, the wealth of experience 
from primary and secondary schools should be used to show what does and does not work. The 
way to turn around poorly performing primary and secondary schools is to find a new principal. 
To turn around a college department with poor teaching, find a new department head.

16.7. CHAPTER COMMENTS
The style in this chapter differs from that of previous chapters in that we have tried to cite all 
our facts. This was done because of the controversial nature of evaluations of teaching. We 
wanted to be sure that our facts were backed by the research literature on evaluating teaching, 
and that skeptical readers could check our sources.

We are in favor of student evaluations and other methods of evaluating teaching since 
we believe that they help improve teaching. Naturally, all these methods could be improved. 
However, there does not seem to be a justification for not evaluating teaching just because 
improvements are needed. There is clearly enough empirical evidence to show that student 
evaluations separate good teachers from poor teachers. On the other hand, there is also evi-
dence that student ratings cannot make fine distinctions between teachers.

HOMEWORK
1. Informally discuss your teaching with a colleague.
2. Make arrangements to visit the class of a master teacher and afterwards discuss teaching.
3. Develop a simple formative evaluation instrument to use in your classes.
4. Obtain a copy of your university’s summative form for student evaluations. Evaluate 

the evaluation form. Is it adequate? If not, how could it be improved?
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CHAPTER 17

professional concerns

Professors have a variety of professional concerns, from obtaining tenure to professional 
growth, which directly or indirectly affects their teaching. Matters of faculty development for 
a successful and enjoyable career confront them with responsibilities of professional ethics 
and the necessity that they be ethical professionals. After first considering how faculty mem-
bers actually spend their time, the sections that follow will deal with these matters in turn.

In this chapter we are reporting the situation as we see it, not as we wish it would be. We 
believe that both education and research are important, but education and the welfare of stu-
dents should be the primary activity and focus of the university. What we see at most research 
universities is the reverse.

17.1. SUMMARY AND OBJECTIVES
After reading this chapter, you should be able to:

•	 Explain tenure and the usual procedures for promotion and tenure at universities.
•	 Discuss the environment for engineering faculty and ways to improve it.
•	 Discuss methods for developing faculty and prepare a personal development plan.
•	 Outline the AAUP ethical standards and determine if the AAUP guidelines are 

satisfied.
•	 Determine the applicability of Hougen’s principles in one’s own engineering discipline.

17.2. FACULTY TIME
How many hours per week do faculty work? Bowen and Schuster (1986) and Fairweather 
(1996) report that studies typically find that professors work 55 to 62 hours per week during 
the academic year and slightly less during student vacation periods. Beaufait and Harris (1989) 
state the norm for new faculty is about 55 hours per week. A 2010 survey at the University 
of Michigan found the mean hours per week of respondents was 58.4, which was an increase 
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from the 57.2 recorded in 1996 (Wright, 2011). How do faculty split their time between teach-
ing, research and committee work? Table 17-1 shows the results from the 2007-08 Higher 
Education Research Institute at UCLA survey.

Table 17-1 shows that on average female professors spend less time on research and schol-
arly writing than do males. Although the median number of hours/week is in the same range, 
female professors spend more hours per week than male professors in scheduled teaching, in 
preparing to teach and grading, and in committee work and meetings. Both female and male 
professors spend less time doing research than they do in teaching activities. The University of 
Michigan study (Wright, 2011) reported all ranks spent 46% of their time teaching and meet-
ing with students versus 29% on scholarship and research. Assistant professors spent more 
time per week and higher percentages of their time in both teaching and scholarship than 
other ranks. To some extent assistant professors were protected from university service, which 
allowed them to spend less time on service. Menges (1999) found that new faculty spend more 
time on teaching than do more experienced faculty. At research universities new faculty spent 
approximately 35% of their time on research and 35% on teaching. At other institutions two-
thirds or more of new faculty time was spent teaching. Service commitments started very low 
but had increased significantly to 10 to 15% of faculty time by the third year. At many research 
universities new faculty are assigned one course a semester. Based on Boice’s (2000) data on 
time spent by new faculty, the time spent on this assignment is typically:

Table 17-1. Percentage Faculty Time Per Week on Various Activities for Faculty at all Four Year 
Institutions from 2007–08 Survey (Higher Education Research Institute, 2009)

Activity
Hours per week

None 1–4% 5–8% 9–12% 13–16% 17%+ Median 
h/wk

Scheduled teaching, 
Female

0.7 11.8 30.1 35.4 13.6 8.5% 9–12

Scheduled teaching, 
Male

0.6 14.5 32.0 35.0 11.1 6.8 9–12

Preparing to teach 
& grading, Female

0.3 7.9 21.9 23.4 16.0 30.5 9–12

Preparing to teach 
& grading, Male

0.3 11.9 25.1 25.3 15.6 21.8 9–12

Research & scholarly 
writing, Female

19.1 36.9 19.1 11.1 5.1 8.7 1–4

Research & scholarly 
writing, Male

13.2 29.3 20.8 13.5 7.5 15.6 5–8

Committee work & 
meetings, Female

4.1 55.2 28.2 8.3 2.6 1.7 1–4

Committee work & 
meetings, Male

5.7 58.5 25.4 7.0 2.1 1.3 1–4
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•	 3 h/wk in class plus 20 minutes/day interacting with students before and after 
class (total = at least 4 h/wk)

•	 9–15 h/wk preparing for class, plus another 1–2 h/wk grading. (total = at least  
10 h/wk and sometimes 20h/wk

•	 3–6 h/wk for office hours, and more if have an open door policy
•	 Total = 16 to 30+ h/wk

New faculty who have already learned how to teach will be at the low end of this estimate.

17.3. PROMOTION AND TENURE
We will first consider the pros and cons of tenure and then discuss promotion procedures 
along with the widely perceived criteria for promotion. Finally, we’ll consider appropriate 
actions for untenured professors desiring to be promoted. 

17.3.1. Tenure
Tenure is close to a lifetime guarantee of a job as long as the university continues to teach 
the subject and as long as the professor is not found guilty of any heinous crime. Tenure was 
invented to protect a faculty member’s right to say things in her or his area of competence 
(Segal, 1974). This right is now called “academic freedom.” Prior to the development and 
widespread adoption of tenure it was not unusual for a professor to be “summarily dismissed” 
for saying something that the president or board of trustees of the institution disliked. Clearly, 
the American Association of University Professors (AAUP) was reacting to abuses when its 
1915 Declaration of Principles was adopted. Amended in 1940, this declaration advocates:

1. Bestowing tenure on all associate and full professors.
2. A probationary period with a maximum length of seven years.
3. Explanation of the grounds for dismissal.
4. Written notification and a hearing before a faculty committee prior to dismissal.
Most universities use the AAUP guidelines as the basis for their individual variations of tenure. 
Tenure has proven to be the best protection for academic freedom. There are numerous 

instances of abuses by institutions, but sanctions established by the AAUP are embarrassing 
to the institution and do force most institutions to use due process for tenured professors, a 
protection not enjoyed by the untenured. Approximately 85% of faculty works at an institu-
tion with a tenure system (Higher Education Research Institute, 2009). However, adjunct (aka 
contingent or temporary) faculty status has effectively removed many professors from the 
tenure system (O’Meara et al., 2008). Adjunct professors often scrape by on part-time earn-
ings and essentially have no protection from being laid off. Fortunately, engineering contin-
ues to hire tenure track professors for most positions.

For some professors the granting of tenure serves to unleash a latent creative ability that 
can lead to major scholarly advances. The newly tenured professor may feel free to try risky 
research or to attack the scholarly establishment. Although this flowering does not always 
occur, the possibility that it might occur is a strong argument in tenure’s favor. One addi-
tional advantage is that tenure forces the institution to make a carefully considered deci-
sion at a defined point in time. Otherwise, many institutions, like many individuals, would  
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procrastinate and not make hard decisions. When the department chair needs to fill out the 
teaching roster, it would be quite easy to keep someone barely adequate in place.

Like any structure invented in response to abuses, tenure can be abused. First, the process 
of granting tenure often does not follow the AAUP ideal of faculty control. Even if adminis-
trators do not vote or have a limited vote, their presence on committees certainly has an effect 
on tenure decisions. Of course, the AAUP is an advocacy group, and their ideal may not be in 
the best interests of all universities.

Perhaps the major charge against tenure is that it inbreeds mediocrity (Segal, 1974). Once 
mediocre professors become promoted they may promote other mediocre professors and 
the quality of the entire faculty erodes. As faculty quality slides downhill, the truly excellent 
professors may decamp. The danger in the tenure decision is that it is at best a guess at a fairly 
early stage about what a professor will do for the next thirty or so years. If too fine a cut is 
made, some excellent people may be let go, and they may well bloom elsewhere. If the cut is 
too easy, mediocre or lazy individuals may be retained.

Tenure often places untenured professors under enormous pressure, while tenured pro-
fessors are under almost no pressure. This pressure on assistant professors pushes them to do 
research that is rapidly publishable but not necessarily important. The untenured professor 
is told to focus and not become a broadly educated scholar. Changing one’s research area 
from one’s PhD subject is highly discouraged even if the now older and wiser professor can 
see more productive research areas. The push for tenure can also severely limit the time an 
untenured professor spends on improving teaching.

The pressures of tenure also skew the institution’s resources. Assistant professors are 
often given light or nonexistent teaching loads and committee assignments. This is done to let 
them devote time to research. In the best circumstances this strategy works well, although in 
the worst circumstances the assistant professor leaves before ever having produced anything. 
In addition, this procedure may reduce the teaching load below the critical mass necessary for 
the assistant professor to learn how to become an effective, efficient teacher.

Finally, the very idea of academic freedom can be abused. Academic freedom is meant to 
protect professors in their areas of competence. There are those who wander outside their areas 
of competence and still expect to be protected by academic freedom. Occasionally professors 
teach material totally unrelated to their discipline and argue that it is their academic freedom 
to do so. Since our colleagues in areas such as biology, climate studies, philosophy, political 
science, and religion really need the protection of tenure, we are in favor of retaining tenure.

17.3.2. Structure of the Promotion Process
Promotion and tenure systems differ significantly from institution to institution, but the gen-
eral pattern is similar. We will describe a representative pattern. Untenured professors should 
determine both the written and the unwritten rules for tenure at their university.

In engineering most new academics are hired as assistant professors on the tenure track. 
Being on the tenure track means the assistant professor can become tenured, but it also means 
that if not promoted to associate professor within a specified time frame (usually seven years) 
the assistant professor loses his or her position. At most institutions, promotion and the grant-
ing of tenure occur at the same time. A few institutions promote first and grant tenure later as 
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a separate decision. The next step after associate professor is promotion to professor (aka full 
professor). There is no set time frame for this promotion. Many schools have instituted named 
chairs and distinguished professor positions for full professors with outstanding credentials.

Formerly, the promotion process started in the fall. Since many institutions currently ask 
for letters from eminent researchers, the process often starts in the spring to give time to solicit 
and obtain letters. The promotion document is prepared by the candidate’s department, usually 
with considerable input from the candidate. The departmental promotion and tenure commit-
tee, consisting of the full and sometimes the associate professors in the department, receives a 
copy of the document. At the spring meeting the committee decides if the candidate should be 
very strongly considered for promotion. If yes, then letters are requested. In the fall the candi-
date is fully discussed at the primary committee meeting and the letters are carefully analyzed 
for hidden meanings. After considerable discussion, a vote, usually by secret ballot, is taken. To 
have an open and free discussion the committee meetings are totally confidential. Support from 
the candidate’s department and chair is necessary, but not sufficient, for promotion.

If the candidate is successful at the departmental level, the nomination including the let-
ters of recommendation is sent to the next level, which is often the college (such as the college 
of engineering) level. The department head or a representative makes a presentation to this 
committee, and another vote is taken. If successful, the nomination is sent to the university 
level where yet another committee discusses and votes on it. Finally, the nomination is sent 
to the board of trustees for approval. The board has the legal right to vote no, but fortunately 
most boards are wise enough to leave promotion decisions to the faculty. By now, it is spring 
and candidates who are naturally nervous are reduced to quivering jelly.

The details of exactly when this all occurs, who votes, how many votes are required to 
pass, and so forth vary greatly. Often the only way to find out is to ask.

17.3.3. Criteria for Promotion and Tenure
The criteria for promotion also vary. Although often not written down, time in grade is usu-
ally included. Many schools adhere to the AAUP guidelines with promotion being considered 
during the sixth year so that unsuccessful candidates can be given the seventh year to find 
another position. Many schools have an unwritten but firm minimum number of years (four 
or five) required before the candidate will be considered. Since schools have both written and 
unwritten criteria, an untenured professor is advised to develop a relationship with a mentor 
(Boice, 2000). The written criteria at most schools include research, teaching, and service. 
These requirements should certainly be read carefully since they contain some useful infor-
mation and some nuggets of truth. At research universities the actual criterion for promotion 
to associate professor and for receiving tenure was previously

RESEARCH / RESEARCH / RESEARCH

this was usually translated into

PUBLISH / PUBLISH / PUBLISH

(Lee et al., 1997; Sisson, 1982; Boyer, 1990). Reporting on a 1989 Carnegie Foundation survey 
of faculty, Boyer (1990) found that 83% of faculty at research universities agreed with the 
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statement “In my department it is difficult for a person to achieve tenure if he or she does 
not publish.” This number was up from 44% in 1969 and is probably higher now. Among 
engineering professors 63% strongly agreed with this statement (see Table 17-2). There is an 
apparent disconnect between promotion and tenure requirements that are heavily based on 
research while faculty spend considerably more time on teaching related activities than on 
research (Table 17-1).

Recently, some evidence (Duderstadt and Womack, 2003) has appeared that many 
schools have revised the unwritten promotion criterion for engineering professors to

PUBLISH / MONEY / ADEQUATE TEACHING

Or more often to

MONEY / PUBLISH / ADEQUATE TEACHING

The addition of two requirements corresponds to a general tightening of the tenure 
requirements at most universities. The importance of bringing in money is shown in Q3 in 
Table 17-2. The argument for the need for sponsored research is that professors cannot con-
tinue to do excellent research without support, and the peer review process measures quality. 
Some institutional self-interest may also enter the picture. 

The importance of teaching is shown in Q4 in Table 17-2. The results in Q4 probably 
understate the importance of teaching since the requirement for adequate teaching seems to 
operate as a minimum condition that must be surpassed but then is not considered further. 
More recent changes in engineering faculty rewards in the United States were explored by 
Lattuca et al. (2006). Approximately one-half of the respondents reported that over the past 
decade there were no changes, approximately one-third reported an increased emphasis on 
“teaching in faculty hiring, promotion, tenure, and salary and merit decisions,” and approxi-
mately one-fourth reported a decrease in emphasis on teaching. Interestingly, senior faculty 
reported more emphasis on teaching in promotion and tenure decisions, whereas unten-
ured faculty thought the emphasis had decreased. This difference in perceptions is impor-
tant because perceptions of the faculty reward systems influence faculty behavior. Since bad 
teachers continually cause the department, and particularly the chair, a great deal of grief, the 
requirement for adequate teaching is clearly in the best interests of the department. Obviously, 
one can argue with the values that only adequate teaching is necessary; our purpose here is to 
report what is, not what could or should be.

An untenured professor needs to know the details of what counts for how much in the 
various areas. This search will lead into many subjective areas (Watson, 1991; Wankat, 2002). 
For instance, not all publications are equal. Ideally, the quality of all publications would be 
determined by careful scrutiny, but this is a difficult subjective judgment. Boyer (1995) gives 
guidance on judging the quality of scholarship, but most engineering departments use journals 
and the opinions of outside experts as a substitute for directly measuring quality. For technical 
papers, refereed articles in a major (widely available, included in the Science Citation Index, and 
with a high impact factor [“average number of citations received per paper published in that 
journal during the two preceding years,” http://en.wikipedia.org/wiki/Impact_factor]) journal 
are more important than refereed articles in a minor journal, which are more important than 
refereed notes, which are more important than articles in refereed proceedings (computer sci-
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ence is an exception—some conference proceedings are very selective and very prestigious), 
which are more important than non-refereed articles. Nontechnical articles are less important 
than any of the above. Thus, the journal is used as a substitute for a direct measure of quality. 
Since there may be little difference in the time and energy required for publishing in prestig-
ious journals, assistant professors are often advised to publish in these journals. 

“Citation counts are one of the better indicators of the visibility and value of research” 
(Centra, 1993, p. 139). However, citation counts need to be normalized with respect to how 
active a field is and what the norms for citing are. In addition, self-citations probably should 
be removed. Unfortunately, many promotion and tenure committees look at the h-index 
without considering other factors. [To determine an h-index, first list the person’s publica-
tions in order of the number of times they are cited with publication #1 having the most 
citations. Then count down until the number of publications counted equals the number of 
citations of the current paper. This is the h-index. Example A: Professor A has 40 papers and 
a total of 600 citations. The top paper (#1) has 150 citations, paper #10 has 14 citations, papers 
#11 and #12 have 11 citations and paper # 40 has 0 citations. Prof. A has an h-index of 11 (see 
problem 3 in Homework for another example).] Presentations at conferences and universi-
ties also count, but in a different way. Since most schools require recommendation letters 
from professors in the candidate’s area to evaluate the candidate’s research, assistant profes-
sors need to become acquainted with researchers in their area. It is easier for the professor to 

Table 17-2. Tenure Responses, 1989 National Survey of Faculty (Boyer, 1990)

Responses to  
statement #1:

Strongly 
agree

Agree with 
reservation Neutral

Disagree 
with reser-

vation

Strongly 
disagree

1. In my department, it is difficult for a person to achieve tenure if he/she does not publish
Research Institution 83 12 1 3 2
Engineering 63 18 7 7 4
Responses to  Q2 
to Q4:

Very 
Important

Fairly 
Important

Fairly Un- 
important

Very Un- 
important

No 
Opinion

Q2. How important is the number of publications for granting tenure in your department?
Research Institution 56 39 4 1 1
Engineering 43 40 10 5 3
Q3. How important are research grants received by the scholar for granting tenure in your 
department?
Research Institution 40 36 16 6 2
Engineering 49 28 17 4 2
Q4. How important are student evaluations of courses taught for granting tenure in your 
department?
Research Institution 10 41 30 16 2
Engineering 17 38 31 10 4
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remember the candidate’s research and to write a favorable letter if the professor knows the 
candidate. Excellent presentations, informal discussions at meetings, and networking help 
one to develop these personal connections. Networking does not replace the need to conduct 
good research, but networking (e.g., Misner, 2009) has become an important skill for faculty.

Who the candidate writes publications with is also scrutinized. Papers from the candi-
date’s thesis are expected and count positively only if they are of exceptional quality or quan-
tity. Since the thesis papers are expected but really do not count, it is important to finish them 
as soon as possible. This is one advantage of having a postdoctoral appointment. Under no 
circumstance should an assistant professor start a job before he or she has completed the 
requirements for a PhD. Once these papers have been completed, the candidate needs to sever 
the umbilical cord to the adviser. This is particularly important for professors who stay at the 
school where they earned their PhD. Besides papers from the thesis, the candidate should have 
a mix of papers written by her- or himself, with colleagues and with students. If all papers are 
written with colleagues, members of the promotion committees will wonder if the candidate 
is independent, and if all papers are solos, the question will be whether the candidate can work 
with others.

Support for research is necessary to continue doing quality research and to support grad-
uate students. As is the case with publications, not all research support is counted equally. 
At many research universities grants from certain government agencies such as NSF, NIH, 
and NASA are more valued than other grants. External support is always more highly valued 
than internal university support. The most weight is given to grants with the candidate as the 
principal investigator (PI). Grants for which the candidate is a co-principal investigator or 
investigator also count but not as much. At undergraduate institutions research with under-
graduates requires significantly less money, but external grants are always appreciated.

In the past, most research universities did not expect that assistant professors would have 
graduated PhD’s within the six-year probationary period. Unfortunately, this expectation 
appears to have changed and in addition to having graduate students who are conducting 
research and writing papers with their advisor, assistant professors at many research universi-
ties are expected to have graduated at least one PhD. However, because of the six-year time 
constraint, assistant professors should not expect the research of their students to be sufficient 
for promotion and tenure.

Does engineering education research count? Most of the items used to analyze technical 
research are also in place for engineering education research. These include the availability of 
research grants, journals and conference proceedings with a reasonably well established peck-
ing order, and a market for PhDs and postdocs who have done engineering education research. 
The National Science Foundation has grants for engineering education research and develop-
ment. These grants are quite competitive and count toward promotion, but at many schools 
they count less than grants for technical research. Occasional education papers are often con-
sidered to be a “hobby” and may count very little. Depending on the institution, a serious effort 
at engineering education research may or may not be considered equal to technical research. 
A big part of the problem is that many senior professors have no idea how difficult it is to 
publish research in the top-ranked engineering education journal—Journal of Engineering 
Education. Publishing a review article is also a challenge but is not nearly as difficult as publish-
ing a research paper. Professors interested in focusing on engineering education research need 
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to determine in advance how promotion committees will look at this research. Surprisingly, 
many undergraduate institutions do not appear to value engineering education research.

A UK survey by Alpay and Verschoor (2014) found that STEM faculty believed that 
achievements with the most impact were novel technical research, technical research publica-
tions and reputation as a technical researcher, while those with the least impact were fund-
ing teaching activities and teaching publications. They observed a general desire of faculty to 
reduce teaching loads. When asked if technical research enhanced undergraduate teaching, 
70.9% of the respondents agreed with 23.5 % choosing occasionally, 35.4% choosing often, 
and 18.0% choosing to a great extent. When asked if undergraduate education enhanced tech-
nical research, 45.0% of the respondents agreed with 25.7 % choosing occasionally, 13.5% 
choosing often, and 5.8% choosing to a great extent. Clearly, in the UK STEM faculty believe 
technical research is more important than teaching.

A final comment: Many full professors at research universities want to see a big, long-
term research plan. What will the candidate be doing five and ten years from now? Develop a 
research plan to help guide your activities and to help impress the full professors.

Teaching counts, but not enough at most research universities.  Of course, at institu-
tions focused on teaching, teaching counts a lot. Since no one benefits from bad teaching, 
most departments want proof that teaching is at least adequate. Although the lack of a large 
number of student complaints may be sufficient proof, it is better to obtain positive proof by 
regularly obtaining student evaluations of the class. Unfortunately, at most research univer-
sities excellent teaching helps only in borderline cases. For example, if the promotion case 
looks to be a little early on the basis of research alone, excellent teaching may make the dif-
ference. Excellent teaching can be proven with teaching evaluations and teaching awards. 
In Chapter 16 we noted that teaching evaluations need to be used with care in promotion 
decisions. A uniform procedure for administration should be followed for distributing and 
collecting the forms. Items which ask for overall ratings should be used since they correlate 
more highly with student learning. Adjustments should be made for factors such as elective 
versus required courses, class size, time of day, or unpopularity of classes (such as laboratory 
courses). Finally, since different personalities do better in different types of courses, ratings 
should be collected for a variety of courses. 

For promotion to associate professor and for receiving tenure, service has very little clout 
at most universities, although at four-year and community colleges service can be an impor-
tant factor. Even at research universities one cannot totally ignore service, since failure to do 
one’s share of committee work and other types of departmental service will be a negative fac-
tor. However, once a reasonable share has been done, more will not help. Professional society 
activities are also expected, but moderation is again the key. However, chairing sessions at 
national meetings is an excellent way to network with faculty in your interest areas. The fairly 
common practice of giving women and underrepresented minorities more committee and 
advising assignments is unfair if these activities do not count for promotion (Alexander-Snow 
and Johnson, 1999). 

Ouellett (2010) notes that there has been a general broadening of the role of faculty, 
and rewards including promotion can now occur for activities in teaching and service. 
However, at least in engineering at research universities, these rewards usually occur after 
the professor has tenure. Once a professor has tenure, teaching and service do count at many  
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institutions. Lee et al. (1997) were surprised by their survey result that faculty believed that 
service is rewarded more than teaching but less than research. Earlier, Sisson (1982) obtained 
the same result. Our observation based on anecdotal evidence, which is less reliable than sur-
veys, is that service counts more for promotion to full professor than to associate professor, 
but we believe it is still third. However, service is probably more important than teaching 
for salary increases. A professor who does much of the departmental service is very much 
appreciated by the Head, and often the Head will reward this person with above average sal-
ary increases.

A final unwritten area is general conduct and personality. Promotion is not a case where 
“nice guys finish last.” All things being equal, it is easier to promote a personable individual 
and easier not to promote a nasty person than vice versa. A talented nasty person will be 
promoted, but a mediocre nasty person probably will not. If you act in a collegial fashion, do 
your share willingly, get things done on time, and have a generally positive outlook on life, 
then you will benefit if your promotion is not clear-cut. Part of the tenure process involves 
the decision that the candidate fits in with the institution (Watson, 1991). This paragraph 
may seem unfair, but in industry the ability to get along and work with a team is more highly 
prized than in academia.

If all of this sounds to you like promotion and tenure committees nit-pick and search 
for any possible reason to doubt that the assistant professor should be promoted, then you 
have the right idea. However, despite all the nit-picking, the committees often make the right 
decision. We think that all the nit-picking occurs because committee members either want to 
impress other committee members or they want to justify voting no—a difficult decision for 
many professors.

Universities do change and the criteria for promotion and tenure change. Over the last 20 
years publishing and research support have remained most important, but research universi-
ties have been able to redefine scholarship to some extent so that a broader range of activities 
is rewarded. This follows the main conclusion of the Carnegie report (Boyer, 1990). There 
has been a clear swing toward increasing the importance of teaching although the increase in 
weight given to teaching in promotion decisions was modest. As with the weather, it is often 
easier to talk about rewarding good teaching than to actually do anything about it. Some of 
the unhappiest people we know are professors who were hired to do one thing (teaching) and 
then had the university change and ask them to do something else (research). Professors need 
to watch the trends at their university.

17.3.4. Actions for Untenured Professors
Many professors want to argue with the values their university uses to set priorities for pro-
motion and tenure. However, professors, particularly assistant professors, ignore the estab-
lished reward system at their peril. Research universities do not punish professors for excel-
lent teaching and for spending time with students. What universities punish professors for 
(by denying tenure or promotion) is not doing what the university asked for (research and 
money). To survive with your moral esteem intact, determine how to do both what you want 
and what the university wants. Previously (roughly before about the year 2000), there was 
enough time to do a good job on both teaching and research even if the new assistant profes-
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sor needed on the job training to learn to write proposals, mentor graduate students, and 
teach. At many research universities expectations have increased so much that assistant pro-
fessors need to start with as much preparation and experience in academic duties as possible. 
The actions that PhD students and postdocs who aspire to faculty positions should do are 
discussed in Appendix A immediately after this chapter.

What can you do as an untenured professor to increase the odds that you will be promoted 
and receive tenure? First, retain your sense of humor. It will help keep stress under control. Gray 
and Prow (2008) provide useful advice for new faculty along with a dose of humor. For example, 
hint #1: “Gray’s Theorem of N + 2. The number of papers required for tenure is N + 2, where N 
is the number you published. Corollary: Gray’s Theorem is independent of N.” In a serious vein, 
they recommend serious networking with scholars in your discipline.

Find a teaching mentor (Felder, 1993; Felder et al., 2011 ; Williams et al., 2014) and a 
research mentor. The research mentor will probably be in your department, but the teach-
ing mentor does not have to be in your department or even your college. If there is a formal 
mentoring program in your department or college, tap into it as soon as possible. New faculty 
who join volunteer formal mentoring programs are promoted faster than those who do not 
join (Wasburn and LaLopa, 2003). If you did not have a course on teaching as a graduate stu-
dent, attend a teaching workshop that lasts at least three days— the ASEE National Effective 
Teaching Institute (NETI) is particularly effective (Felder et al., 2011). Proposal writing work-
shops are also very useful.

Find out as clearly as possible what the target is, especially since the requirements for 
promotion and tenure are a vaguely defined moving target. Thus, the opinions of several 
professors in addition to your mentors are important. Once the target has been identified, 
develop a plan (see Chapter 2) that focuses first on activities and priorities and then on appro-
priate schedules and to-do lists. List those things which count for promotion at your school 
and list those that you want to do. Plan to combine teaching and research by teaching classes 
in your research specialty. Unfortunately, women tend to be given fewer of these assignments 
(Creamer, 1998). Discuss with your chair the teaching assignments for the next several years 
and see if you can get commitments to teach an elective course and to teach courses several 
times in a row to reduce your preparation time.

Develop a tentative schedule for doing and publishing technical research (if you want 
educational research to count as research for P&T obtain a signed agreement from your dean). 
This schedule needs to include plans for writing proposals, visiting funding agencies, training 
new graduate students, doing research, going to meetings, networking, writing papers, and 
so forth. Discuss the plan with your research mentor. Since plans like these are usually overly 
optimistic, plan to get more done than will be needed to secure your promotion. Then if some 
of the plans are delayed, you will still have done enough.

Your plans should be developed for the entire probationary period at a sustainable pace. 
If you can do some research that will come to fruition quickly and some that will take more 
time to mature, you will have a steady stream of papers coming out. Since this is typically 
six-year period, you need to include time to relax. Even if family and other obligations would 
allow you to work more, work at most six days per week except in rare emergencies. Schedule 
an extra day to relax by flying to meetings on a Saturday. Schedule a week of vacation every 
year. In the long run these breaks will increase your efficiency, and you will get more done.
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Keep a running record of things that you do to ensure that all pertinent information is 
included in the curriculum vita. This is important in order to avoid selling youself short in the 
promotion and tenure document. For instance, if you give three or four seminars every year 
at different universities, at the end of five years you will have accumulated between fifteen and 
twenty visits. If these are not written down, it is very easy to forget one or more of them. Keep 
a running curriculum vitae in a computer file. Get into the habit of recording things right 
after you have done them.

The world does not end when tenure is denied. Most engineers who are denied tenure 
go into industry (Watson, 1991). Their salary and job satisfaction are often higher than in 
academia. If teaching was a positive part of the academic experience, there are many part-time 
teaching opportunities available. Other faculty find another institution is a much better fit for 
their priorities.

17.4. FACULTY ENVIRONMENT
We will first discuss the faculty environment and explore the reason for the mixed messages 
from faculty: there may be widespread grumbling in the professorial ranks (Beaufait and 
Harris, 1989; Boyer, 1990; Duderstadt and Womack, 2003; Mooney, 1991), yet in many ways 
professors like their jobs (Boyer, 1990; Mooney, 1991). After considering the complaints, we 
will discuss what can be done to improve the environment for college professors. This discus-
sion is continued in Section 17.5 on faculty development. Obviously, more money would help 
but is probably not forthcoming. In 2014, states in the US are slowly starving their state insti-
tutions while becoming more involved (some would say meddling) in the academics. Thus, 
the focus will be on what can be done with no or modest amounts of money. 

Perhaps the best sources of information on the attitudes of faculty are the extensive fac-
ulty surveys done by the Carnegie Foundation for the Advancement of Teaching (Boyer, 
1990) and by the Higher Education Research Institute at the University of California at Los 
Angeles. The signs of dissatisfaction were widespread in 1989 when the Carnegie study was 
conducted (Table 17-3). From the responses to question Q1 in Table 17-3, one can see that in 
1989 the interests of engineering professors were split 50-50 between teaching and research, 
although teaching had more professors strongly interested in it. There was an obvious differ-
ence between professors’ interests and the perceived requirements for tenure that are reported 
in Table 17-2. Assistant professors are usually hired from major research universities where 
they were socialized that research is the “supreme value” (Schwehn, 1993, p.5). Since assistant 
then associate professors are promoted based on their research ability, most members of pro-
motion and tenure committees are successful researchers. Thus, the percentage of engineer-
ing professors more interested in teaching has probably decreased since 1989 (Wankat, 2013). 

Unfortunately, the data pools for Boyer (1990) and the Higher Education Research 
Institute (2003, 2006) are different for Q1, but some comparisons can be made. The 2001–02 
and 2004–05 public university data is probably closest to Boyer’s all four year institution data. 
Comparing these sets of data, there appears to be a modest swing towards research.

Another source of dissatisfaction in 1989 was the perception that publication pressures 
reduce teaching quality (see Q2 in Table 17-3). More than half of the professors at research 
institutions and more than half of the engineering professors agreed with this statement. The 
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Table 17-3. Faculty Satisfaction

Answers Q1: Research Lean to 
research

Lean to 
teaching Teaching

Q1. Do your interests lie primarily in research or teaching?  
All 4 yr. Institutions 9 33 32 26
Research Institution 18 48 24 9
Engineering 7 43 23 27
Public Univ. 01–02a 8.6 40.5 34.5 16.4
Public Univ. 04–05b 7.9 40.8 33.4 17.9

Responses to  
statements Q2 to Q8:

Strongly 
agree

Agree with 
reservation Neutral

Disagree 
with reser-

vation

Strongly 
disagree

Q2. The pressure to publish reduces the quality of teaching at my university.
Research Institution 24 29 10 23 15
Engineering 24 29 13 19 15
Q3. During the past two or three years, financial support for work in my discipline has 
become harder to obtain.
Research Institution 38 25 21 13 3
Engineering 29 23 34 12 2
Q4. I hardly ever get to give a piece of work the attention it deserves.
Research Institution 13 33 12 30 13
Engineering 22 29 15 24 9
Q5. My job is the source of considerable personal strain.
Research Institution 15 32 12 24 16
Engineering 16 33 18 20 12
Q6. If I had it to do over again, I would not become a college teacher.
Research Institution 6 7 11 25 51
Engineering 8 5 11 21 54
Q7. I feel trapped in a profession with limited opportunity for advancement.
Research Institution 5 9 10 19 56
Engineering 6 10 13 16 56
Q8. This is a poor time for any young person to begin an academic career.
Research Institution 7 15 16 38 24
Engineering 11 17 15 32 25

Data from Boyer (1990), except where indicated otherwise: a Higher Education Research Institute (2003),  
b Higher Education Research Institute (2006); Answers are in percents
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interaction of teaching and research will be discussed in more detail later. There was also 
substantial agreement that it had become more difficult to obtain financial support (Q3, Table 
17-3), and the situation appears to have become worse. For example, the percentage of NSF 
engineering education proposals funded in 2011 was approximately 12% for the Research 
Initiation Grants in Engineering Education (RIGEE) program, 19% for the Research/
Educational Enhancement (REE) program, and 10–12% for the Transforming Undergraduate 
Education in Science (TUES) program (Wankat, 2013). In 2014, anecdotal evidence is that 
financial support for research is even more difficult to obtain than in the past. Professors also 
reported that they had difficulty putting sufficient time into any project (Q4, Table 17-3). 

These sources of dissatisfaction add up to considerable strain on faculty (Q5, Table 17-3). 
Approximately half of faculty members report considerable strain. Duderstadt and Womack 
(2003) believed that all of these pressures had gotten worse. The Higher Education Research 
Institute survey (Mooney, 1991) reported that the following were major sources of stress:

1. Time pressures (reported by 83.5% of professors surveyed).
2. Lack of personal time (79.8%).
3. Teaching load (65%).
4. Managing household responsibilities (63.7%).
5. Committee work (57.5%).
6. Colleagues (54.2%).
7. Students (50.4%).
8. Research or publishing demands (50.4%).
9. Faculty meetings (49.6%).
The youngest faculty members reported considerably more strain than any other age 

group (Boyer, 1990). Clearly, there is a price to pay for trying to earn promotion and tenure. 
This is strongly supported by anecdotal evidence. Lee et al. (1997) point out that the discrep-
ancy between what faculty thinks the university promotion and reward system should be and 
the faculty perceptions of the promotion and reward system will result in faculty dissatisfac-
tion. Duderstadt and Womack (2003) believe that the major cause of faculty stress is rapid 
change in the roles of faculties and universities.

Responses to state-
ments Q9 to Q11:

Very 
important

Fairly 
important

Fairly un-
important

Not at all 
important

Q9. Please indicate the degree to which your academic discipline is important to you.
Research  Institution 77 21 2 0
Engineering 75 23 2 0
Q10. Please indicate the degree to which your department is important to you.
Research Institution 48 39 11 2
Engineering 52 42 6 0
Q11. Please indicate the degree to which your college or university is important to you.
Research Institution 30 50 17 4
Engineering 41 43 16 1

Table 17-3. (Cont.).
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Several questions in Table 17-3 show that in some ways college professors are satisfied 
with their jobs. Q6 shows that most professors would become college professors again despite 
everything they now know. In addition, Q7 shows that most professors do not feel trapped, 
and Q8 shows that most thought that 1989 was a good time to start an academic career. 
Clearly, there was something satisfying about being a professor when it is compared to the 
alternatives. Q9 to Q11 show that the academic discipline, department, and university were all 
important to professors but that their academic discipline had the highest level of allegiance.

Extensive national data for 2007–08 on faculty were reported by De Angelo et al. (2009). 
The overall satisfaction of faculty with their career is shown in Table 17-4. This data shows 
three trends that will continue in other data sets. 

1. Male professors are more satisfied than female professors. 
2. Full professors are most satisfied.
3. Associate professors are not more satisfied than assistant professors
Data collected in 2010 on the climate for male and female professors at Rochester 

Institute of Technology (RIT) is summarized in Table 17-5 (Marchetti et al., 2012). For both 
genders satisfaction with work/life balance was most strongly correlated with overall satisfac-
tion. Males were more satisfied than females (p < 0.05). The mean score for work/life balance 
was significantly less for women (p < 0.0001), and the mean score for departmental climate 
was significantly less for women (p < 0.01). Composite score for value and influence was sig-
nificantly less for African American, Latin American and Native American faculty (p < 0.05). 
Gender differences in satisfaction appeared to increase at the higher ranks, but were generally 
not significant because of small sample sizes.

Table 17-4. Overall Satisfaction of Faculty With Their Career (De Angelo et al., 2009, p. 17)

All ranks Asst. Prof. Assoc. Prof. Full Prof. 
Women 72.1% 71.7% 68.5% 74.3%
Men 76.6% 73.0% 73.2% 80.4%

Table 17-5. Results of Satisfaction Survey at RIT (Marchetti et al., 2012)

All things considered, how satisfied are you with your current position at RIT?
females 57% satisfied 21% dissatisfied Males more satisfied 

p < 0.05males 64% satisfied 16% dissatisfied
Profs. More satisfied than Asst. Prof. p < 0.01
Non-STEM faculty more satisfied than STEM faculty p < 0.01
With a scale of 1 = Very Dissatisfied and 5 = Very satisfied
Average satisfaction by gender Female 3.49

Male 3.69
Average satisfaction by rank Assistant 3.49

Associate 3.49
Full 3.90
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What do these tables of data mean? There appear to be some major satisfactions to 
being a college professor. But there are some demotivating factors at work, some of which 
have increased in recent years. These factors include pressure on faculty, red tape, too many 
administrative responsibilities, too many courses to teach, inadequate staff support, lack of 
modern equipment, excessive workload, lack of influence, tenure requirements, lack of col-
legiality, a poor administration, gender and racial inequalities, and the low value placed on 
teaching (Beaufait and Harris, 1989; Boyer, 1990; Duderstadt and Womack, 2003; Marchetti 
et al., 2012; Mason et al., 2013). Interestingly, salary and fringe benefits are no longer the 
major problems they once were.

Gender and racial inequalities and bias, that are invisible to white males, are all too obvi-
ous to women and racial and ethnic minorities (Creamer, 1998; Marchetti et al., 2012; Mason 
et al., 2013; Trautner et al., 2002). For example, members of these groups are often asked to do 
additional duties that will not count in their promotion decisions, such as serve on commit-
tees, advise student groups, and present at recruiting fairs. They may be denied opportunities 
that will count in promotion, such as teaching upper division or graduate courses. The “white 
male way of acting” is often considered to be the norm. “Women’s emotions and the manner 
in which they interact with others may be different from men. However, they do not differ 
in their intellectual abilities. Women are often accused of ‘being too sensitive’ or of ‘taking 
things too personally’” (Trautner et al., 2002, p. 48). Women may be isolated, lack mentors, 
and, if they do research with a male professor, it is often assumed that the male professor is 
the lead in the research. Both women and underrepresented minorities complain about not 
being acknowledged as professors by students, other professors, staff and the police. 

In their book Do Babies Matter? Gender and Family in the Ivory Tower, Mason et al. 
(2013) collect an overwhelming mass of data that illustrates the difficulties women face in aca-
demic careers. In 2000, women earned 49% of the PhDs awarded to US citizens in the US and 
currently women earn 51%. The median age of new male PhD recipients is 32 and of women 
is 33. Despite a number of years of equality in numbers of PhD degrees, many more men 
are hired as assistant professors than women. In engineering only 22% of PhD recipients are 
women. Earning a PhD in engineering tends to take less time than in humanities, but by time 
the almost mandatory post-doc has been completed new assistant professors in engineering 
are in their mid-30s. Waiting to start a family until after tenure becomes biologically risky for 
women. On the other hand, “Women who had children within five years of receiving their 
PhD were much less likely than men with early babies to acquire tenured professorships” 
(Mason et al., 2013, p. 3). And only one-third of the women who accept a tenure-track posi-
tion before they have a baby ever become a mother. Women, whether they have children or 
not, receive tenure at a lower rate than men. Women with tenure are more likely to be single 
and more likely to be divorced than men with tenure. Women who earn tenure take longer 
than men to be promoted to full professor.

Retention of women and underrepresented minorities can be increased with a number of 
steps (Mason et al., 2013; Trautner et al., 2002). Workshops on gender and race/ethnicity can be 
remarkably effective at helping people become sensitive to these issues if they are strongly sup-
ported and attended by the upper administration. Faculty and staff need to realize that attend-
ance is expected. A modest allocation from the dean’s office can help support groups signifi-
cantly. Family and child-bearing friendly policies that are enforced are necessary for everyone 
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including post-docs and graduate students. Part-time positions with tenure that are convertible 
to full-time positions would provide needed flexibility for dealing with family responsibilities. 
Department heads need to make it clear that sexist or racist banter or “jokes” are unacceptable.

Collegiality is a caring about one’s colleagues. It involves both informal and formal 
sharing of the load required for an excellent department. It involves cooperation instead of 
competition. In a collegial atmosphere everyone is glad when one professor wins an award 
since the whole department has won. Working and playing together leads to collegiality. In 
a collegial atmosphere everyone works within the system and tries to change things without 
being disruptive. Like good will, collegiality is a fragile resource easily lost and difficult to 
regain. Unfortunately, the competitive atmosphere of research universities causes collegiality 
to suffer (Astin, 1985). Malicious gossip, vendettas, paranoia and false accusations, temper 
tantrums, pettiness, and bickering all lead to a poisonous atmosphere. Many professors are 
lonely and interact with their colleagues only in the halls and in faculty meetings (Altman, 
2004). One way to start to regain collegiality is to reinstitute Friday afternoon social hour with 
other faculty and graduate students. Another start is the development of ad hoc faculty groups 
to learn about new developments in mathematics, science, engineering, or education. Since 
young faculty members in particular complain about a lack of collegiality (Altman, 2004; 
Boice, 2000), an organized luncheon series to discuss teaching methods can be very helpful.

Boyer (1990) strongly urges universities to find new ways to define scholarship and to 
develop new methods for the evaluation of teaching. Universities that have followed these rec-
ommendations have probably reduced some of the demotivating stress and eased the strain, 
particularly on untenured faculty.

As noted in Q2 in Table 17-3, there is widespread belief that research can decrease the 
quality of a professor’s teaching. At the same time there is widespread belief among admin-
istrators and researchers that research improves a professor’s teaching. Neither belief is sup-
ported by the data on teaching evaluations. From reviews of the literature Feldman (1987), 
Prince et al. (2007), and Svinicki and McKeachie (2014) state that studies show little correla-
tion between effective research and effective teaching. For practical purposes the correlation 
coefficient is zero. Ratz’s (1975) study found no effect of research on teaching ratings of engi-
neering professors. On the other hand, Kuriger (1978) found that the teaching ratings of engi-
neering professors who did no research were considerably lower than those of professors who 
did research. The ratings of professors doing a moderate amount of research were slightly 
better than those of faculty with a large amount of research. If only elective courses were con-
sidered, then teachers doing a large amount of research did slightly better than those doing a 
moderate amount. Bresler’s (1968) study of scientists and engineers at Tufts University agreed 
with Kuriger’s study, except that Bresler found that professors who did extensive research 
received higher ratings in all courses. Since professors doing a lot of research often have sig-
nificant clout in their departments, they may teach more than their share of elective courses. 
As noted in Chapter 16, students in elective courses give higher teacher ratings. 

The disagreement between studies is an indication that the relationship between teach-
ing and research on the level of the individual professor is complex. Murray et al. (1990) 
found that few teachers are either good or poor in all courses. Professors who are ambitious, 
competent, hardworking, and confident tend to receive high student ratings in methodology 
courses which are very work-oriented. These same personality traits are highly correlated 
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with research productivity. Thus, for this one type of course one might expect a correlation 
between student ratings and research. However, correlation does not imply causation. In 
addition, the link between engineering research and the teaching of undergraduates is rather 
weak (Prince et al., 2007). Ideally, research or other scholarly activity reinforces teaching and 
both the teaching and the research improve. In engineering this is most likely to happen in 
elective courses since the professor has more freedom to discuss research. The advantages of 
doing research include developing faculty who are vital and enthusiastic, and the faculty in 
some sense remain learners themselves. However, there are other methods such as writing 
review papers that are probably just as effective if not more so (Centra, 1993).

Duderstadt and Womack (2003) imply that the pressure to do research, obtain funding, 
and publish has become worse, and that research interferes more with teaching than it did 
when the previously listed studies were done. The widespread belief that research interferes 
with teaching probably also comes from observation that on the university level research does 
weaken teaching (Astin, 1993). Research harms teaching if fewer faculty are teaching, the 
students are neglected, curriculum development is neglected, promotion depends only on 
research, university expenditures have shifted from instruction to research, or the uncertainty 
of being on “soft” money lowers faculty morale (Duderstadt and Womack, 2003). Fairweather 
(1999) estimated that faculty at research universities spend about 40% of their time teaching 
while at other institutions the percentage can be up to 67%. He found that it is difficult for 
professors to be above average in both teaching and research. However, universities routinely 
require a balance of research and teaching for each individual faculty member.

Enrollment and the supply of PhDs interested in becoming professors are cyclical. In 
1992 an expected shortage of engineering teachers was a major concern. In 2014 the economy 
is still recovering from a recession, jobs in industry remain tight, and the supply of well quali-
fied candidates to become engineering professors is greater than the demand.

A more diverse faculty would better match the more diverse pool of students. One could 
increase the pool by increasing the number of women and underrepresented minority BS 
engineers and by increasing the percentage of women and underrepresented minorities that 
go on to graduate school. This requires action from grade school through high school up to 
the undergraduate years. We can encourage more students to go to graduate school by stop-
ping the current “burnout process,” explaining the advantages of graduate school, increas-
ing the stipend, providing teaching (Newton and Scholz, 1987) and research opportunities  
to undergraduates, pointing out the long-term economic return of graduate school 
(Kauffman, 1985), developing one-day workshops for undergraduates on graduate education 
(Blackmond, 1986), and selling students early on the joys of being a professor (Landis, 1989).

Another solution is to increase the percentage of underrepresented minority and women 
PhD engineers who become professors. Since salaries are competitive, other aspects of a 
professor’s job need to be made more appealing. Innovative plans to lessen the sting of the 
probationary period for tenure may help. Careful analysis of the loads on different profes-
sors and efforts to give credit for additional activities asked of women and underrepresented 
minorities would help even the playing field. Innovative maternity and paternity leaves and 
plans to handle “the two-career problem” could attract well-qualified engineers into teaching. 
Candidates’ choices of schools are heavily influenced by the reputation of the school (Matier, 
1991). Other important factors over which the department has more direct control are teach-



 Professional Concerns 427

ing and research loads, teaching assignments, research opportunities, congeniality of associ-
ates, and rapport with departmental leaders.

Schools could also change the definition of “qualified.” Aren’t engineers with many years 
of industrial design experience qualified—probably more qualified—to teach design, labora-
tory, and possibly other courses than professors with no industrial experience? Some innovative 
institutions have developed Professor of Practice positions that allow them to hire experienced 
engineers at the right level without typical tenure and publication concerns. Could more use 
be made of “loan” engineers or engineers from industry on sabbatical? Our experience is that 
professors of practice and engineers on loan are usually very interested in students and teaching. 

17.5. FACULTY DEVELOPMENT
Faculty development is needed because most graduate schools have not prepared PhD gradu-
ates for most of the duties they will perform as faculty members (Altman, 2004; Boice 2000; 
Brent et al., 2006; Reis, 1997; Wankat, 2002). Since the real quality of a university is not the 
facilities but the faculty and staff, universities need to make a long-term commitment to faculty 
development or they will risk having older, tenured faculty members who are both obsolete and 
burned out. It is essential that engineering faculty remain current with technological advances 
and industrial practice. One argument in favor of having engineering faculty do research is that 
research keeps them current. This is true, but often only in the professor’s narrow specialty. 
Only very large departments can afford the luxury of having professors teach only in their 
special area. Most professors teach some courses that are not their specialty, but if they do 
not make an effort to stay current, the course will soon become somewhat stale. For teaching 
undergraduate courses, other methods for staying current, such as writing a textbook, consult-
ing, writing review papers, and attending workshops, may be more effective than research.

Another reason for faculty development is that professors need to continually update 
their knowledge and skills as their roles change during their careers (O’Meara et al., 2008). 
The first three years are spent learning how to teach and starting on research. During this 
period new professors usually receive less help and mentoring than they want (Boice, 2000). 
For the second two or three years, assistant professors are very concerned about tenure and 
may explore alternatives should tenure be denied. Associate professors enjoy the recent pro-
motion and tenure and become more involved in their institution. However, they may go 
through a “sophomore slump” since they are no longer receiving the attention and help that 
assistant professors receive. Full professors often go through a transition period or midlife 
crisis (Levinson and Levinson, 1996; Levinson et al., 1978). They may feel less enthusiasm for 
teaching and research and may suffer declines in student ratings and research productivity. 
In general terms, these professors must choose between stagnation and diversification. As 
retirement nears, the professor may start to withdraw gradually, possibly become more “mel-
low,” and be very satisfied with service to the department and the profession. Professors need 
encouragement and help to be most effective in each of these stages. 

Faculty development can be accomplished by the individual faculty member, but it is help-
ful if the department chair or dean provides encouragement in the form of modest financial sup-
port. Unfortunately, funding for faculty development is often the first item axed when money 
becomes tight (Altman, 2004). Growth or creativity contracts, in which the professor lists what 
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will be done over a three to five-year period, are useful (Boyer, 1990; Simpson and Oggel, 1984). 
The advantage of a growth contract agreed-to by the chair and the dean is that the professor 
knows that successful completion will be recognized and rewarded. Otherwise, a professor 
embarking on a new path may find his or her efforts ignored. The growth contract recognizes 
that universities need faculty with interest and strength in a variety of areas, not just research.

Mentoring is another type of faculty development that can be advantageous for both new 
and experienced faculty. New faculty with mentors often get off to a much faster start in teach-
ing and research (Boice, 2000). Those who receive role-specific modeling in teaching or research 
receive higher teaching ratings or are more productive in research. However, since people prefer 
mentors of the same gender, women are at a disadvantage in engineering. Women faculty get 
less faculty support than men but need more (Creamer, 1998; Gibbons, 1992). Experienced fac-
ulty who serve as mentors often feel that their mentoring is an opportunity to give back to the 
profession and may feel joy when their mentee succeeds (Veslind, 2001).

An obvious area for faculty growth is in teaching (Felder et al., 2011; McCrickerd, 2012; 
Wankat, 2002). Many professors are acquainted only with a non-interactive lecture style of 
teaching. Better teachers know instinctively what works, but usually do not know why and 
cannot explain how someone else can improve. For good teachers a very modest amount of 
study can have a major impact on their understanding of the teaching process, since they 
already have a rudimentary knowledge structure and are usually motivated to do better. 
However, major changes such as switching from lectures to active learning usually require 
support. Support is very helpful in overcoming fear, a major reason professors do not innovate 
more (McCrickerd, 2012). Poor teachers need to attend a teaching workshop (see Chapter 1). 
Then they need to experiment, receive feedback and encouragement, and try again. Of course, 
poor teachers must also have the motivation to improve. Boice (2000) found that new faculty 
wanted more help with teaching, and he observed that formal teaching development pro-
grams worked if new faculty enrolled in them. 

In engineering, ASEE Prism is the most accessible source of teaching information on 
a monthly basis. The annual meeting of ASEE and the Frontiers in Education Conference 
cosponsored by ASEE and IEEE are good choices for workshops, symposia, and personal con-
tact. Most universities have in-house teaching improvement programs, which can be use-
ful for the knowledge and skills learned, and for the opportunity to meet other professors 
who are vitally interested in teaching. There may also be for-credit courses with titles such as 
“Educational Psychology for College Teachers.”

Even if there are no courses, good teachers can be talked to and observed. One possibility 
is to work with a mentor (Felder, 1993; Gibbons, 1992), either on campus or while on sab-
batical. A word of caution when you observe any professor: Many teachers are good teach-
ers because they have major strengths in the second dimension of good teaching—rapport. 
The performance (lecture) ability of these professors may just be adequate, but the students 
respond to the rapport. Thus you must watch much more than just lectures. A formal men-
toring program that assigns new professors to teach recitation sections and expects them to 
attend lectures is also useful. It involves an assistant professor closely with an experienced 
teacher and encourages informal discussions on teaching methods. In addition, since it is a 
rare professor who does not prepare for class when he or she knows a colleague will be pre-
sent, the lectures will be well done.
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Another approach is to become a student again and do all the work required to earn a grade 
(Culver, 2014; Wankat, 2003). As a student, professors will remember what it is like to learn new 
material from someone who knows more than they do, and the importance of encouragement 
will become very clear. Students also are users of the technology, which is very different than 
assigning students to use that technology, and as a student the professor will experience being 
dependent on the technology to succeed (Culver, 2014). Finally, while acting as a student faculty 
can learn more about student culture and probe into what students consider to be cheating.

Once you see, read, or hear about something you think will work for you, try it on a small 
scale. Students usually interpret small-scale changes and experiments as non-threatening, and 
they respond favorably. Large-scale changes in teaching are often seen by students as threat-
ening (see Section 7.12). 

A second major problem teachers have is content boredom. This is somewhat ironic since 
many professors are professors because they love the discipline, but anyone can become bored 
with teaching the same material semester after semester. Professors who teach because they love 
students are much less likely to suffer from boredom since the students change every semester. 
There are several obvious solutions when content boredom sets in, but they require extra work.

•	 Teach a new course.
•	 Team-teach, particularly a multidisciplinary course.
•	 Teach outside your discipline. Examples include teaching mathematics or physics or 

another area of engineering.
•	 Write a textbook.
•	 Develop courseware.
•	 Teach the same content with a radically different teaching method.
The university can help a faculty member develop skill in teaching. Paying for trips to 

ASEE meetings sends a not-so-subtle message that these meetings are as important as techni-
cal society meetings. Modest engineering-wide grants awarded competitively can help profes-
sors develop innovative teaching methods. Sabbaticals can be granted for teaching as well as 
for research reasons. Departments can organize mentoring programs, luncheons to discuss 
teaching, workshops and seminars. Teaching awards are nice but are most effective if made as 
a salary increase so that faculty benefit from them year after year.

Faculty members also need to consider development in research. New faculty will benefit 
from mentoring in being a research advisor. Research in the same area year after year can 
also become routine. To get past the routine and develop new ideas, a professor can start a 
totally new research area, though this is very time-consuming and is often easiest to do while 
on sabbatical. Perhaps one can ease into a new area by joining an interdisciplinary research 
team. Somewhat less drastic steps to invigorate a research program include going to different 
research conferences, auditing a graduate-level course in a new area, writing a critical review 
or research monograph, serving as an NSF program director on a rotating assignment, and 
integrating research and teaching by teaching a graduate-level seminar. 

Faculty may also want to have a long-term development plan in engineering practice. For 
young faculty with no, or very little, practical engineering experience, summer jobs in indus-
try can be helpful. Since the common wisdom is that this should not be done until tenure 
has been obtained, this is another case where tenure skews the educational system. Industrial 
sabbaticals can be useful, particularly in research areas where industry is at the forefront. 
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Consulting is also helpful, although the contact is usually too short to get a complete indus-
trial flavor. To a lesser extent, working with other engineers through professional societies 
can be useful.

Finally, some professors may want to include service or administration in their develop-
ment plans. One of the duties of faculty is to do their fair share in faculty governance (see 
Section 17.6). The faculty member may decide to do this by becoming involved in the univer-
sity senate, the faculty union, the American Association of University Professors (AAUP), or 
heavy university committee duties. An alternative is administrative duties such as assistant 
department chair, department chair, or assistant dean (Greene and Van Kuren, 1995; Buller, 
2012; Chu, 2012). A few universities actually train professors for these positions, but in the 
absence of a formal training program the professor can talk to professors who have held these 
positions in the past, read a few books, and perhaps find a suitable workshop.

A fully functioning department needs faculty who are interested in all areas of research, 
teaching, engineering practice, service, and administration. Felder (1994) calls this “the myth 
of the superhuman professor.” Very few professors can be good in all areas simultaneously. 
Departments need professors who specialize in one or two areas. The current problem and chal-
lenge for the future is that research receives many more rewards than the others. A department 
can find itself with few professors interested in students, service, engineering practice, or admin-
istration. The results can include student revolts, a breakdown in service and a lack of curricu-
lum development, difficulty at accreditation time, and a lack of leadership. Balance is needed but 
is difficult to maintain for long periods.

17.6. PROFESSIONAL ETHICS
The privileges of academic freedom, the latitude given to professors to choose research areas, 
and the security of tenure must be balanced with self-policed ethical behavior. Engineering 
professors have fewer constraints than their industrial counterparts and fewer external agen-
cies watching their behavior than medical doctors or lawyers, so ethical behavior must be self-
directed. Since ethical behavior must come from within, it is useful to study codes of ethics 
and to reflect on the applications of these codes. Henninger (1991) has a useful list of older 
references on academic ethics.

Some behavior, upon reflection, will clearly be seen as unethical. Other behavior falls into 
grey areas where it is arguable whether it is ethical or not. The professor may decide to avoid 
this behavior so that there is no question of impropriety. Alternatively, she or he may decide 
that the behavior is ethical, but to avoid the appearance of unethical behavior will inform the 
proper administrative authorities in advance. An example of a grey area involves a professor 
who commercializes the results of university research by starting a high-technology company. 
Since large amounts of money may be involved, some people will question the ethics of almost 
any arrangement.

A general code of ethics for engineers was introduced and discussed in Table 12-1. 
Naturally, this code applies to engineering professors as well as other engineers. The rami-
fications of any ethical code for an individual are often not clear until particular cases are 
discussed in detail. For example, does teaching when one is not a competent teacher violate 
Canon 2 (“Engineers shall perform services only in areas of their competence.”)?
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The engineers’ code of ethics was not written with the requirements of engineering pro-
fessors in mind. The professorial aspects of the engineering professor’s position are more 
closely related to the statement of professional ethics made by the AAUP summarized in 
Table 17-6 (AAUP, 2014). Engineering professors should adhere to both the engineering code 
of ethics and to the AAUP statement.

There are many ramifications of the AAUP statement of ethics. A complete enumeration 
is obviously impossible, and each case must be looked at individually. As an example, a few of 
the ramifications of each paragraph of the AAUP statement are delineated below.

1. Intellectual honesty obviously requires that research data be reported accurately. 
Falsification of data is unethical and illegal. Data which may be questionable can be 
reported, but all questions about the data must be fully discussed. Prior work must 
be acknowledged (see also item 3).

2. Exploitation of students includes the sexual exploitation of students. It is obviously 
unethical to exchange grades for sexual favors. Dating a student can inadvertently 
lead to ethical problems. It is better to wait until the person is a former student to 
begin a romantic relationship.

A grey area of the ethical code involves the ethics of requiring students to pur-
chase your textbook for a course. Authors are probably incapable of objectively 
determining that their book is not the best. One solution to this problem is to donate 
the royalty income from your students to the university.

3. Professors should not let personal differences cloud professional evaluations of the 
work of colleagues. Accepting a share of institutional governance requires that the 
professor do his or her fair share of committee duties. This may also mean that the 
professor should accept her or his turn as a member of the faculty senate or as the 
departmental chair.

Table 17-6. Summary of AAUP Statement on Professional Ethics (AAUP, 2009)

The professor recognizes special responsibilities:
1. Seek and state truth in subject as he or she sees it. Intellectual honesty must be prac-

ticed. Other interests must never seriously interfere with freedom of inquiry.
2. Encourage students in the pursuit of learning. The professor will respect students, 

avoid exploiting students and honestly evaluate students.
3. Respect colleagues and defend their right of free inquiry. Do not discriminate against 

or harass colleagues. Acknowledge academic debts and accept faculty responsibility for 
institutional governance.

4. Determine amount and character of outside work with due regard to paramount 
responsibility within institution to be an effective teacher and scholar. Observe the 
institution’s regulations as long as academic freedom is preserved. Give due notice of 
intent to leave.

5. As a citizen speak as an individual bound by the rights and obligations of a citizen. 
When speaking as a private citizen, avoid creating impression that the institution is 
represented.
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4. Professors should observe the regulations of the institution as long as they do not 
compromise academic freedom. (The AAUP is very clear that academic freedom is 
a higher value than following the institution’s regulations. Your institution prob-
ably sees this issue differently.) The professor may constructively criticize and try to 
change institutional regulations. However, we interpret this as meaning that trying 
to punish the institution would be unethical. Thus, a professor could ethically sue 
her or his university, but collecting punitive damages may well be unethical. If there 
is a conflict between outside work such as consulting and university duties, the uni-
versity duties should be considered more important.

5. The professor has all the rights and obligations of a citizen. This can be interpreted 
to mean that outside her or his subject area the professor has no special privilege of 
academic freedom beyond those of every citizen.

Intellectual honesty and responsibility in research has become a topic of national impor-
tance, and the federal government through the US Department of Health and Human Services 
has established a number of policies. The Office of Research Integrity (ORI; http://ori.hhs.
gov/) has a number of misconduct case studies and access to policies and regulations (all 
written in legal terms). “Research misconduct means fabrication, falsification, or plagiarism in 
proposing, performing, or reviewing research, or in reporting research results” (PHS, 2005, p. 
28386). The ORI system depends on complainants (aka whistle blowers) making good faith 
charges of misconduct. This is both a strength since complainants often have access to the 
specialized knowledge necessary to realize that misconduct has occurred, but also a weakness 
since many researchers believe that whistle blowers are at risk of reprisals, even though repris-
als are illegal.

The rules on monetary conflicts of interest have been tightened up and the minimum 
threshold for reporting has been reduced to $5,000 (NIH, 2011). 

In actual practice professors have been very reluctant to accuse others formally of uneth-
ical scholarship, cheating on research results, or conflicts of interest. Such allegations can 
become very time-consuming, and it is widely perceived that whistle blowers often receive 
reprisals in some form. Clearly informing all students doing research of the ethical standards 
they are expected to follow can help eliminate the need to report others.

It is useful to insert a healthy note of skepticism. “In all of this, however, we must be on 
guard against any group which seeks recognition as spokesman for ‘the profession,’ and then 
seeks to impose its narrow definition of engineering ethics on us all” (Florman, 1976, p. 31).

17.7. GUIDEPOSTS FOR ENGINEERING EDUCATION 
(HOUGEN’S PRINCIPLES)
Olaf Hougen was one of the pioneers in chemical engineering education. In a memoriam, Bird 
(1986) shared the principles that Hougen used to guide the development of the Department of 
Chemical Engineering at the University of Wisconsin. We repeat these principles here since 
we believe that many of them will prove to be useful guiding principles for all engineering 
educators. The quotations are from Bird (1986).

1. “The undergraduate program should be practical and conservative, whereas the grad-
uate program should be imaginative and exploratory.” Undergraduate programs are 
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to a large extent training for industry and thus should prepare students for responsi-
ble engineering jobs. Graduate research should move boldly into new areas.

2. “There should be a smooth flow of information from graduate research to graduate teach-
ing to undergraduate teaching.” Since the graduate program moves boldly into new areas, 
it can serve as a testing ground for new material. Once this material has proved its worth, 
it should be moved into the undergraduate program. This implies that professors are 
involved in teaching at both the graduate and undergraduate levels, and in research.

3. “If you can’t find relevant problems to give the student, then you shouldn’t be teaching 
the material to the students.” If there are no industrial problems currently or in the 
future which can be solved with a method, then that material should not be part of 
an engineering curriculum.

4. “Use the best available information from the modern sciences.” Engineering should be 
based on scientific knowledge, and it should be up-to-date.

5. “Well-founded and well-tested empiricisms are to be preferred over theories that have 
only a limited range of applicability.” Correlations should be scientifically based, and 
founded on extensive data. The data should be as comprehensive as possible since 
graduates will hold responsible industrial positions.

6. “It is vital for engineers to know how to solve problems with limited and incomplete 
data.” Complete data is a luxury that is often unavailable. Students must be well-
versed in estimation methods, particularly for physical properties.

7. “Students are impressionable and learn quickly, and therefore a professor must make 
certain that he [or she] teaches in a responsible way.” Wild conjectures presented as 
fact or unethical behavior have no place in teaching.

8. “It is important that the students have a good grounding in the basic fundamentals; 
there’s nothing worse than a student who has a thin veneer of high-powered theory.” 
The basic ideas need to be stressed. Both undergraduate and graduate students with 
weak backgrounds should be encouraged to take remedial coursework.

9. “We must always recognize that our students and our teaching assistants are young 
professionals.” The students and teaching assistants need the challenge and reward of 
helping to develop the engineering profession.

10. “Faculty members have an obligation to assist colleagues in other institutions.” 
Visitors, particularly those from other countries, should be treated with respect and 
be provided with whatever information they need. In addition, faculty members 
have a responsibility to prepare excellent textbooks.

11. “We have, as faculty members in a state-supported institution, a responsibility to serve 
the taxpayers by performing our job well.” Even though resources might be limited, 
the faculty needs to perform its assignments as well as possible.

12. “Do not show emotions of bitterness or beratement or belittlement; ascribe the best 
motives to your associates; say nothing derogatory.” Florman (1987) points out that 
there is a fine line between useful argument and divisiveness. We must believe that 
all our associates have the best wishes of the university and the engineering disci-
pline at heart. Hougen’s is difficult advice to follow; however, if followed, it will lead 
to a collegial atmosphere within a department.
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17.8. CHAPTER COMMENTS
Many of the topics in this chapter are only indirectly related to teaching in the classroom, yet 
they can have a major impact on how well a professor teaches. Tenure and promotion are 
issues of vital interest to potential faculty members. The other topics in this chapter seem to 
be of more interest to older faculty. Ethical concerns don’t suddenly arise when one becomes 
a professor; courses at all levels should consider ethics (see Chapter 12). As is often the case, 
however, the topic is appended awkwardly to the end of a class, with the result that students 
don’t appreciate its relevance. Graduate students are no different in this regard; however, they 
do find case studies to be of considerable interest. 

HOMEWORK
1. Make a list of ten advantages of tenure. Make a counter list of ten disadvantages. 

Develop an alternative to tenure which would retain many of the advantages but 
have fewer disadvantages.

2. Develop a plan for how you will get promoted to associate professor.
3. The h-index was defined in Section 17.3.3, and the h-index of Prof. A was calculated. 

Example B: Professor B has 35 papers and 500 citations. The top paper (#1) has 45 
citations, paper #16 has 18 citations, paper #17 has 15 citations, and paper # 35 has 0 
citations. Prof. B has an h-index of 16. Does the h-index give a fair representation of 
which professor has had more impact through their research? Explain your reasoning.

4. Assume that you have just been appointed department chair. At your university the 
department chairs set raises within broad guidelines. However, the total dollar pool 
for raises is a fixed sum which averages to 4% of the total faculty salaries. Determine 
a scenario for how you will reward faculty. Consider the following faculty members:
a. Professor R does research. He is nationally known and has a standing offer for a 

position from another university. His teaching ratings are abysmal.
b. Professor T is a wonderful teacher, but he has not done research for ten years. 

He routinely alternates winning the best teacher award with Professor S.
c. Professor E is a good teacher, does modest research, and serves the department 

whenever asked to do so.
d. Professor A has a national reputation and is a member of the National Academy 

of Engineering. He is getting ready to retire in a year or two and is no longer 
doing research.

e. Professor S is the chairman of the undergraduate curriculum committee, does 
all the departmental advising of undergraduates, is adviser to the student profes-
sional society, and is a good teacher. The students talk to him all the time, and 
he single-handedly prevented a revolt of the seniors in Prof. R’s class. He is not 
doing research.

f. Professor D has been an associate professor for twenty years. He is the outstand-
ing racquetball player on the faculty, but you cannot think of anything else out-
standing about him. He is a member of the organizing committee for a pro-
posed faculty union.
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g. Professor N is a new assistant professor who has been with the department for 
one year. She seems to be off to a fast start in her career and already has one 
research grant.

5. Discuss the following scenarios. Is the professor’s behavior ethical?
a. Professor B is single. She has started dating one of the graduate students at 

your university. Consider three cases: 1) The graduate student is not in Prof. 
B’s department, 2) The graduate student is in Prof. B’s department, but she is 
not his adviser and he is not taking any courses from her, 3) Professor B is the 
graduate student’s research adviser.

b. Professor C is a highly sought-after consultant. He normally teaches Monday, 
Wednesday and Friday and is often gone on Tuesday or Thursday. He has the 
opportunity to make a great deal of money consulting for a new client, but 
would have to miss his Wednesday and Friday classes.

c. Professor K is the department chair. He has allowed other professors in the depart-
ment $1,000 for travel to professional meetings. So far this year Prof. K has spent 
$3,000 from departmental funds for travel to professional meetings himself.

REFERENCES
Alexander-Snow, M., & Johnson, B. J. (1999). Perspectives from faculty of color. In R. J. 

Menges & Associates (Eds.), Faculty in new jobs: A guide to settling in, becoming estab-
lished, and building institutional support (pp. 88–117). San Francisco, CA: Jossey-Bass.

Alpay, E., & Verschoor, R. (2014). The teaching researcher: faculty attitudes towards the 
teaching and research roles. European Journal of Engineering Education, 39(4), 365–
376. 

Altman, H. B. (2004). A baker’s dozen: Dirty lessons I have learned in an academic career. 
Change, 36(4), 50–53.

American Association of University Professors (AAUP). (2009). Statement on professional 
ethics. Retrieved from http://www.aaup.org/report/statement-professional-ethics

Astin, A. W. (1985). Achieving educational excellence. San Francisco, CA: Jossey-Bass.
Astin, A. W. (1993). What matters in college? Four critical years revisited. San Francisco, CA: 

Jossey-Bass.
Beaufait, F., & Harris, W. (1989). Enhancing the engineering faculty environment. Engineer-

ing Education, 75(5), 566–570.
Bird, R. B. (1986). Hougen’s principles. Chemical Engineering Education, 20(4), 161–163.
Blackmond, D. G. (1986). Graduate education in chemical engineering: A workshop to help 

students answer the questions: What is it? Why go? What comes after? Chemical Engi-
neering Education, 20(4), 174–177.

Boice, R. (2000). Advice for new faculty members: Nihil nimus. Boston, MA: Allyn and Bacon.
Bowen, H. R., & Schuster, J. H. (1986). American professors: A national resource imperiled. 

New York: Oxford University Press.
Boyer, E. L. (1990). Scholarship reconsidered: Priorities of the professoriate. Princeton, NJ: 

Carnegie Foundation for the Advancement of Teaching.
Boyer, E. L. (1995). Assessing Scholarship. ASEE PRISM, 4(7), 22.



436 CHAPTER 17

Brent, R., Felder, R. M., & Rajala, S. A. (2006). Preparing new faculty members to be success-
ful: A no-brainer and yet a radical concept. Proceedings of the ASEE Annual Conference. 
Washington, DC: ASEE.

Bresler, J. B. (1968). Teaching effectiveness and government awards. Science, 160(3824), 164–167. 
http://dx.doi.org/10.1126/science.160.3824.164

Buller, J. L. (2012). The essential department chair: A comprehensive desk reference (2nd ed.). 
San Francisco, CA: Jossey-Bass.

Centra, J. A. (1993). Reflective faculty evaluation. San Francisco, CA: Jossey-Bass.
Chu, D. (2012). The department chair primer: What chairs need to know and do to make a dif-

ference (2nd ed.). San Francisco, CA: Jossey-Bass.
Creamer, E. G. (1998). Assessing faculty publication productivity: Issues of equity (ASHE-ERIC 

Higher Education Report No. 2). Washington, DC: Graduate School of Education and 
Human Development, George Washington University.

Culver, T. F. (2014). I’m a student . . . again”: Unexpected lessons from a professor returning 
to school. College Teaching, 62(3), 83–85.

De Angelo, L., Hurtado, S., Pryor, J. H., Kelly, K. R., Santos, J. L., & Korn, W. S. (2009). The 
American college teacher: National norms for the 2007–2008 HERI faculty survey. Los 
Angeles, CA: Higher Education Research Institute at UCLA.

Duderstadt, J. J., & Womack, F. W. (2003). The future of the public university in America: 
Beyond the crossroads. Baltimore, MD: Johns Hopkins University Press.

Fairweather, J. S. (1996). Faculty work and public trust: Restoring the value of teaching and 
public service in American academic life. Boston, MA: Allyn and Bacon. 

Fairweather, J. S. (1999). The highly productive faculty member: Confronting the mythologies 
of faculty work. In W. G. Tierney (Ed.), Faculty productivity: Facts, fiction, and issues (pp. 
55–98). New York: Fulmer Press.

Felder, R. M. (1993). Teaching teachers to teach: The case for mentoring. Chemical Engineer-
ing Education, 27(3), 176–177.

Felder, R. M. (1994). The myth of the superhuman professor. Journal of Engineering Educa-
tion, 83(2), 105–110. http://dx.doi.org/10.1002/j.2168-9830.1994.tb01087.x

Felder, R. M., Brent, R., & Prince, M. J. (2011). Engineering instructional development: Pro-
grams, best practices, and recommendations. Journal of Engineering Education, 100(1), 
89–122. http://dx.doi.org/10.1002/j.2168-9830.2011.tb00005.x

Feldman, K. A. (1987). Research productivity and scholarly accomplishment of college teach-
ers as related to their instructional effectiveness: A review and exploration. Research in 
Higher Education, 26(3), 227–298. http://dx.doi.org/10.1007/BF00992241

Florman, S. C. (1976). The existential pleasures of engineering. New York: St. Martin’s Press.
Florman, S. C. (1987). The civilized engineer. New York: St. Martin’s Press.
Gibbons, A. (1992). Key issue: Mentoring. Science, 255(5050), 1368–1369. http://dx.doi.org 

/10.1126/science.255.5050.1368
Gray, P., & Prow, D. E. (2008). What they didn’t teach you in graduate school: 199 helpful hints 

for success in your academic career. Sterling, VA: Stylus Publishing.
Greene, T. J., & Van Kuren, N. E. (1995). Tips for would-be administrators. ASEE PRISM, 4(8), 26.
Henninger, E. H. (1991). Ethics and professionalism in higher education. Proceedings of the 

ASEE/IEEE Frontiers in Education Conference (156). New York: IEEE.



 Professional Concerns 437

Higher Education Research Institute, University of California, Los Angeles. (2003). Attitudes 
and activities of faculty members. Almanac, Chronicle of Higher Education, 20.

Higher Education Research Institute, University of California, Los Angeles. (2006). Opinions 
and attitudes of full-time faculty members. Almanac, Chronicle of Higher Education, 28.

Higher Education Research Institute, University of California, Los Angeles. (2009). Opinions 
and attitudes of full-time faculty members, 2007–08. Almanac, Chronicle of Higher Edu-
cation, 56(1), 27. 

Kauffman, D. (1985). Is graduate school worth it? A cost-benefit analysis with some second-
order twists. Chemical Engineering Education, 19(4), 208–211.

Kuriger, W. L. (1978). Some statistics regarding student-faculty evaluations. Engineering Edu-
cation, 68, 211.

Landis, R. B. (1989). An academic career: It could be for you. Engineering Education, 79(5).
Lattuca, L. R., Terenzini, P. T., & Volkwein, J. F. (2006). Engineering change. A study of the 

impact of EC 2000, executive summary. Baltimore, MD: ABET. Retrieved from http://
www.abet.org/engineering-change/

Lee, J. A., Castella, D. M., & Middleton, S. G. (1997). Faculty perceptions of academe’s 
evaluation system. Journal of Engineering Education, 86(3), 263–267. http://dx.doi.org 
/10.1002/j.2168-9830.1997.tb00293.x

Levinson, D. J., Darrow, C. N., Klein, E. B., Levinson, M. H., & McKee, B. (1978). The seasons 
of a man’s life. New York: Knopf.

Levinson, D. J., & Levinson, J. D. (1996). The seasons of a woman’s life. New York: Knopf.
Marchetti, C. E., Bailey, M. B., Baum, S. A., Mason, S. P., & Valentine, M. S. (2012). Perceived 

levels of faculty value, influence, and satisfaction by gender, rank, ethnicity, college and 
department at a large private university. Proceedings of the ASEE Annual Conference (Ses-
sion 2012-3538). Washington, DC: ASEE.

Mason, M. A., Wolfinger, N. H., & Goulden, M. (2013). Do babies matter? Gender and family 
in the ivory tower. New Brunswick, NJ: Rutgers University Press.

Matier, M. W. (1991). Recruiting faculty: Complementary tales from two campuses. Research 
in Higher Education, 32(1), 31–44. http://dx.doi.org/10.1007/BF00992831

McCrickerd, J. (2012). Understanding and reducing faculty reluctance to improve teaching. 
College Teaching, 60(2), 56–64.

Menges, R. J. (1999). Dilemmas of newly hired faculty. In R. J. Menges & Associates (Eds.), 
Faculty in new jobs: A guide to settling in, becoming established, and building institutional 
support (pp. 19–38). San Francisco, CA: Jossey-Bass.

Misner, I., Alexander, D., & Hilliard, B. (2009). Networking like a pro: Turning contacts into 
connections. Irvine, CA: Entrepreneur Press.

Mooney, C. J. (1991, May 8). Professors feel conflict between roles in teaching and research, 
say students are badly prepared. Chronicle of Higher Education, A15.

Murray, H. G., Rushton, J. P., & Paunonen, S. V. (1990). Teacher personality traits and stu-
dent instructional ratings in six types of university courses. Journal of Education Psychol-
ogy, 82(2), 250–261.

National Institutes of Health (NIH). (2011). Issuance of the final rule—Responsibility of appli-
cants for promoting objectivity in research for which public health service funding is sought 
and responsible prospective contractors (Notice no. NOT-OD-11-109). Washington, DC: 



438 CHAPTER 17

Office of Extramural Research, NIH. Retrieved from http://grants.nih.gov/grants/guide 
/notice-files/NOT-OD-11-109.html

Newton, T. G., & Scholz, P. D. (1987). Introducing undergraduates to college teaching. Engi-
neering Education, 78(3), 179–180.

O’Meara, K. A., Terosky, A. L., & Neumann, A. (2008). Faculty careers and work lives: A pro-
fessional growth perspective. ASHE Higher Education Report, 34(3), 1–221. http://dx.doi 
.org/10.1002/aehe.3403

Ouellett, M. L. (2010). Overview of faculty development: History and choices. In K. J. Gil-
lespie, D. L. Robertson, & Associates (Eds.), A guide to faculty development (2nd ed.; 
Chapter 1). San Francisco, CA: Jossey-Bass.

Prince, M. J., Felder, R. M., & Brent, R. (2007). Does faculty research improve undergraduate 
teaching? An analysis of existing and potential synergies. Journal of Engineering Educa-
tion, 96(4), 283–294. http://dx.doi.org/10.1002/j.2168-9830.2007.tb00939.x

Public Health Service (PHS), Department of Health and Human Services. (2005). Public Health 
Service policies on research misconduct. Final rule. Federal Register, 70(94), 28370–28400. 

Ratz, H. C. (1975). Factors in the evaluation of instructors by students. IEEE Transactions on 
Education, 18(3), 122–127. http://dx.doi.org/10.1109/TE.1975.4320976

Reis, R. M. (1997). Tomorrow’s professor: Preparing for academic careers in science and engi-
neering. New York: IEEE Press.

Schwehn, M. R. (1993). Exiles from Eden: Religion and the academic vocation in America. New 
York: Oxford University Press.

Segal, R. A. (1974, Mar. 8). Do you mean Professor . . . is still at Princeton? An analysis of 
tenure. Princeton Alumni Weekly, 8.

Simpson, E., & Oggel, T. (1984). Growth contracting for faculty development (Idea Paper No. 11). 
Manhattan: Center for Faculty Evaluation and Development, Kansas State University.

Sisson, L. E. (1982, Feb.). Faculty evaluation and reward: Does effective teaching matter? 
Engineering Education, 380.

Svinicki, M. D., & McKeachie, W. J. (2014). McKeachie’s teaching tips: Strategies, research and the-
ory for college and university teachers (14th ed.) Belmont, CA: Wadsworth Cengage Learning.

Trautner, J. J., Chou, K. C., Yates, J. K., & Stalnaker, J. (1996). Women faculty in engineering: 
Changing the academic climate. Journal of Engineering Education, 85(1), 45–51. http://
dx.doi.org/10.1002/j.2168-9830.1996.tb00207.x

Veslind, P. A. (2001). Mentoring engineering students: Turning pebbles into diamonds. Jour-
nal of Engineering Education, 90(3), 407–412. 

Wankat, P. C. (2002). The effective efficient professor: Teaching, scholarship and service. Bos-
ton, MA: Allyn & Bacon.

Wankat, P. C. (2003). Becoming a student . . . again. ASEE PRISM, 12(5), 44. 
Wankat, P. C. (2013). Progress in reforming chemical engineering education. Annual 

Review of Chemical and Biomolecular Engineering, 4, 23–43. http://dx.doi.org/10.1146 
/annurev-chembioeng-061312-103330

Wasburn, M. H., & LaLopa, J. M. (2003). Mentoring faculty for success: Recommendations 
based on evaluations of a program. Planning and Changing, 34(3–4), 250–264.

Watson, K. (1991). Tenure denied: Assessing your options as the axe descends. Proceedings of 
the ASEE Annual Conference (912). Washington, DC: ASEE.



 Professional Concerns 439

Williams, S. M., Hasker, R. W., Holland, S., Livingston, A. R., Widder, K. R., & Yoder, J. A. 
(2014). Using shadowing to improve new faculty acclimation. Proceedings of the ASEE 
Annual Conference (#8902). Washington, DC: ASEE.

Wright, M. C. (2011). The importance of teaching at the University of Michigan, 1996-2010. 
CRTL (Center for Research on Teaching and Learning), University of Michigan, Occasional 
Paper No. 28. http://www.crlt.umich.edu/sites/default/files/resource_files/CRLT_no28.pdf





 441

APPENDIX A

obtaining an  
academic position

This appendix is focused on obtaining engineering faculty positions (National Academies, 
2013; Reichert et al., 2002; Wankat and Oreovicz, 1983). The guides by Buller (2010), 
COSEPUP (1996), and Vick and Furlong (2008) are useful for more general analyses. 

Post-doctoral positions before one applies for a faculty position in engineering have 
become increasingly important. Reichert et al. (2002) strongly recommend post-doc experi-
ence “no matter how vigorously one is being recruited. This is particularly true for women 
and underrepresented minority graduate students who are often recruited prematurely.” 
Because of the ramping up of expectations for new faculty at research universities, you 
need to develop as much skill in academic duties during your post-doc as possible. The 
post-doc position should allow you to learn new research skills and to engage in activi-
ties such as mentoring and writing research proposals that you did not do as a graduate 
student. You also need to take the time to complete and submit all of the papers from your 
thesis. Unless you have had a course on pedagogy and a supervised teaching experience 
during your PhD, a post-doc position that will allow you to teach is a plus for all future 
academics and absolutely necessary for those who want to work at an undergraduate insti-
tution. At a minimum, by time you start as an assistant professors you should have taken 
a course in pedagogy or attended an extensive (3 days or longer) teaching workshop. The 
chance to work on engineering education research during your post-doc could be a plus. 
The National Academies book on the post-doc experience (COSEPUP, 2000) is a useful 
resource for students interested in post-doc positions. 

To obtain an academic position, candidates go through a series of steps, with the foremost 
requirement being that they have something to sell: a solid graduate education that includes 
good research and often a post-doctoral position that extends their research and/or teaching 
capabilities. They should also know at least three professors well. This first step serves as the 
basis for the second step: building a resume.
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The resume (called a Curriculum Vitae or CV in academe) should be carefully and pro-
fessionally done. Include all significant professional activities, and for academic positions 
highlight research experiences (for research universities this is most important) and teaching 
(most important for undergraduate institutions). Include citations of papers that have been 
published, are in press (that is, have been accepted by an editor), have been submitted, and 
perhaps are in preparation. The latter category will be discounted by many examiners of your 
CV, but it probably doesn’t hurt to include them. If you have had a substantial share in writ-
ing a proposal, include it also. List any TA duties, and if you did more than just grade papers, 
list the activities. 

If you are looking for a position at an undergraduate institution you need to convince 
them that teaching is your calling. You can do that by including a number of the following 
activities during your graduate school and post-doc years:

•	 Take education courses.
•	 Earn a teaching certificate
•	 Win a teaching award as a TA
•	 Do a supervised internship in teaching
•	 Actually teach a course
•	 Do a teaching post-doc
Include the names, addresses, e-mail addresses, and phone numbers of references on the 

CV. Since you will need good references from good people, you should have been getting to 
know professors professionally over the last three or four years. Include the references on 
your CV instead of stating that they are available on request since it reduces the barriers for 
prospective employers. When the CV is finished, ask two people to proofread it carefully. 
Many professors use the CV and your cover letter as an indication of how well you commu-
nicate in writing.

In some areas of engineering, the Department Chairs Organization collects the Curriculum 
Vitae of PhD candidates interested in academic positions. This can supplement your search, 
but do not assume that this resume collection will get you a job offer. Also, although your 
adviser can be very helpful, do not assume your adviser will get you a job (Morrissey, 2006).

The steps in obtaining an academic position are shown in Figure A-1 and outlined below.
1. While preparing your CV, develop a research plan and a teaching plan for the next 

five or so years. Many schools also request a teaching philosophy statement. These 
are separate documents which many schools want submitted at the same time as the 
CV. As for research, where do you want to be five years from now? Following up on 
PhD or postdoc research is fine, but be sure also to branch out from the research of 
your mentors. Research plans for undergraduate institutions should delineate how 
you will involve undergraduates in your research. For teaching, since you want to 
participate in teaching the undergraduate and graduate core courses plus electives, 
study the department’s web page to determine what courses are offered. It is also 
appropriate to propose a new course that you are uniquely qualified to develop.

2. What equipment needs do you anticipate for getting started in your research? In 
many engineering fields it is now common to give new professors a start-up package. 
You need to determine three acceptable start-up packages. The first is a “blue-sky” 
package, which includes everything that you could profitably use in your research. 
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The second is a “middle-of-the road” package, which is sufficient to get you well 
started on research but leaves one or two major items of equipment for later acqui-
sition. The third is an “absolute minimum” package, which is the minimum you 
can accept and still be able to do research in your area. These packages need to be 
developed thoughtfully. If you are applying to undergraduate institutions remember 
that research is a secondary function; thus, the equipment request needs to be more 
modest than the request for a major research university position.

3. Are there any major new experimental, numerical, or theoretical skills that will aid 
you in your research? If so, plan on how you will obtain these skills. Consider the 
appropriateness of a postdoctoral position (COSEPUP, 2000; Reichert et al., 2002). 
It can give you the opportunity to learn new research skills, work with a well-known 
professor, publish your PhD papers, write some more papers, and think deeply about 
research. In many engineering disciplines post-docs are expected by research uni-
versities. But! If not planned well, the postdoctoral position can become a holding 
pattern or a dead end.

4. While preparing your CV, prescreen openings. Every March the ASEE publishes the 
Engineering College Research and Graduate Study Directory, and in November the 
Undergraduate Programs in Engineering and Engineering Technology Directory. 
These two compendiums of data can be useful for comparing schools and for get-
ting an idea of where to apply. Talk to several professors to obtain a qualitative feel 
for different departments. Be sure to get several opinions because individual biases 
can be strong. Now is also the appropriate time to become a reader of the academic 
openings sections of the appropriate journals in your area of engineering. In addi-
tion to the specialized journals, read the ads in ASEE Prism. If you are also interested 
in a nontraditional position such as general engineering, freshmen engineering, or 
an interdisciplinary engineering position, then check out the Chronicle of Higher 
Education job postings at https://chroniclevitae.com/jobs/position_types/1.

Figure A-1. Steps in the Academic Job Search 
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5. Next, decide on the schools to which you will apply. The prime source of these schools 
consists of those who have advertised. However, if you are interested in a particular 
university, send a CV even if you haven’t seen an advertisement. Perhaps you missed it.

6. Prepare three generic cover letters: One for schools who have advertised a position 
close to your qualifications; and another for schools who have advertised a position 
that really doesn’t fit your qualifications. Since many schools will bend qualifica-
tions for strong candidates, it pays to write to these schools. The third letter is for 
schools who have not advertised. Although cover letters and CV are usually sent as 
attachments to an e-mail, prepare the cover letter as a formal letter. Personalize these 
letters and all other correspondence by naming the school and the position you are 
applying for. The writing in the cover letter must be impeccable, or your CV may not 
receive the attention it deserves. Proofread all cover letters to be sure that you name 
the school the letter is going to and the correct position. Nothing is more damaging 
to a candidate than a letter that applies for the wrong position. 

If you can get your letters sent out a few months before a major professional 
society meeting, you can use the meeting to further your job search. Mention in 
your cover letter that you will be presenting a paper at the meeting (this obviously 
requires advance planning) and that you would be happy to meet with them at this 
meeting. Many departments use professional society meetings as a chance to screen 
candidates before inviting them for a campus visit. The department may send some-
one to listen to your presentation and may arrange an informal meeting with you. 
Come to this meeting prepared with extra copies of your research and teaching plans 
and CV. The professional society meeting can also provide an opportunity to meet 
with professors from schools you haven’t yet applied to.

7. Once the letters and Curriculum Vitae have been sent, you sit and wait. Most schools 
will quickly send you a letter of acknowledgment, but this is likely to be the only 
thing done quickly. It is not unusual for departments to receive several hundred 
applications for a single position, and processing all of these applications takes time. 
Unless your obvious superstar status shines through, expect to receive many more 
negative responses than positive ones. For this reason, you need to apply to a rela-
tively large number of schools.

8. Once you have at least one positive response, you can plan the interview trip. Arrange 
it at a time that is convenient for both you and the school. If you get several invita-
tions to interview, put the schools you are most interested in third or fourth. The first 
and second interview trips will be learning experiences, and you will probably wish 
that you could do them over again. The third or fourth visit is also the best because 
by this time your seminar and your ability to answer questions have been polished. 
But don’t take too many interview trips. They are tiring and time-consuming, and 
your interest and effectiveness will wane after some point. The key to the interview 
trip is preparation. Be prepared to discuss yours and others’ research. Get a copy of 
the school’s research report and study it. Find out what research the professors at the 
school are doing. You might even consider reading some of their recent articles. Be 
prepared to elaborate on your research plans for the upcoming years, and on how 
your research will expand and complement the department’s current research.
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9. Above all, be prepared for your seminar. Many schools use the seminar as a measure 
of how good your research is and how good a teacher you will be (ASEE, no date). 
Practice the seminar ahead of time and be sure it fits within the time guidelines. Start 
fairly slowly with a general introduction including the relevance of your research 
at a level that everyone in the audience can follow. Then lead up to the research 
results which will excite the experts. Practice answering both friendly and hostile 
questions by having your major professor and post-doc colleagues ask you ques-
tions. Avoid becoming defensive during the question period. Some of the questions 
may be purposefully hostile to see how you perform under pressure. If you don’t 
know the answer to a question, say “I don’t know. That is an interesting question and 
I’ll find out the answer when I get back home.” Tips on giving the seminar are given 
by Wankat and Oreovicz (1983) and ASEE (no date). At institutions that are heavily 
invested in teaching excellence you will probably be asked to also deliver a teaching 
demonstration that will be very different than a seminar.

10. Observe social amenities. During the visit do your best to shine both professionally 
and socially. If you are traveling across the country beware of jet lag. Relax and take a 
nap on the plane so that you will be fresh for dinner. During social occasions follow 
normal rules of etiquette—in particular, don’t drink too much. If the evening starts 
to get too late, be assertive about your need to sleep. On the interview day be inter-
ested in the research of others and be enthusiastic about your own research. 

11. Ask questions and determine the school’s climate. Discuss teaching loads, start-up 
funds, office and laboratory space, travel money, and so forth with the department 
chair. Ask other faculty questions that will help you to determine the school’s environ-
ment for teaching and research: How qualified are the undergraduate and the graduate 
students? Are the students generally satisfied with their education? Are secretarial and 
other services satisfactory, and are support staff generally treated with respect? Is the 
research space you will be assigned adequate, or does it require extensive remodeling? 
Are the assistant professors generally happy, and do they feel they have been fairly 
treated? Do the professors in the department work well together, or is there significant 
bickering and fighting? Since many people will not be bluntly honest, you will have to 
pay attention to numerous subtle cues to get a good picture of the department’s health.

12. Use the return flight to begin your follow-up. Record your impressions of the depart-
ment and note any questions that you forgot to ask but will ask if the department 
makes you a job offer. Make a to-do list of things to follow up on. Send a “thank you” 
letter to your host or hostess. If you have promised anyone further information, send 
it. Send in your receipts and expenses for the trip. Then, sit back and wait some more.

13. Assuming that you get a job offer, your ability to negotiate is greatest when you have 
received, but not yet accepted, a job offer. Although practically anything can be negoti-
ated, a new assistant professor is most likely to want to negotiate the start-up package, 
teaching load and assignment, and salary. If the offered start-up package is less than 
your minimum package, then you might be better off refusing the offer. An alternative 
is to arrange a compromise, such as asking for the necessary amount of money but 
offering to spread it over several fiscal years. Of course, if you are being unreasonable, 
you may not find any schools that will provide sufficient funds. To avoid having this 
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occur, discuss your start-up needs with at least two professors at your university before 
starting the negotiation. Items involving salary, summer salary, and start-up funds 
should all be obtained in writing to avoid future misunderstanding. 

14. To accept or not to accept? A key element in your decision should be your compat-
ibility with your future colleagues. Are there a number of professors, including the 
department head, whom you can get along with? If not, carefully rethink accepting 
this offer regardless of how good the offer looks on paper. 

It is not uncommon for graduate students to apply and be hired in a faculty position 
before doing a postdoc. Then after the postdoc they report to their new faculty position. This 
pattern changes the order of the steps, but does not change the steps in the process.

Most engineering departments have only one position open at a time. The department 
will want to know fairly quickly if you will accept the position. Murphy’s Law holds here: The 
timing of offers never works out well. If you can, schedule all interview trips close to each 
other so that you can at least visit each school before you need to accept an offer. After one 
school gives you an offer, it is certainly ethical to visit other schools as long as you haven’t 
decided to accept the first offer. An interview trip after you have an offer may well be your 
best since some of the pressure of finding a job has been removed. Tell the other schools about 
your deadline for making a decision. The school making the first offer probably will extend 
the time for decision if pressed but won’t like to do so. Candidates who keep pushing the deci-
sion back, often eventually accept another offer. Once you have made a decision, accept the 
offer in writing, inform other schools of your decision, and then get back to work so that you 
can finish your thesis or post-doc research and report to work on time.

The procedure for professors who want to change jobs can be similar (Baldwin, 1990). 
A professor with a job may want to state on the resume that references will be supplied on 
request. In this way, the candidate can prescreen possible offers before letting the depart-
ment chair know that other schools are interested. The professor already has a track record, 
and often interested universities will call him or her instead of the other way around. It is 
obviously flattering to be offered an interview trip that you haven’t requested, but there may 
be good reasons to stay where you are. Every department has problems—at least you know 
what they are at your university. If the potential job offer is too good to turn down, then of 
course you will go and interview. Although there are arguments both for telling and not tell-
ing your current chair about the interview, in most cases it is probably preferable to tell the 
chair instead of having your chair hear about the interview trip through the grapevine.

Greene and van Kuren (1996) summarize searches from the point of view of the hiring 
department, and Stevens (1990) discusses a dean’s view of hiring. Having an idea of how the 
process looks to these stakeholders can prove useful.

HOMEWORK
1. Convert your resume into a CV by focusing on academic aspects. Prepare research 

and teaching plans for the next five years plus a teaching philosophy statement as 
supplements to the CV.

2. Screen advertisements in appropriate journals for two or three months and develop 
a list of potential academic employers.
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3. Write a cover letter to apply for an academic position.
4. Ask a faculty member in your field to review and provide feedback on your CV, list 

of potential employers, and cover letter.
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APPENDIX B

teaching engineering 
course

The following outline, assignment list, and syllabus for a hypothetical Teaching Engineering 
course are provided as an example.

B1. SAMPLE COURSE OUTLINE
Aug.  22 M Introduction. Course plan, Syllabus, Professional Behavior, 

Grading. Reading and other assignments are listed in Appendix B2.
 24 W Attitude, Models of Teaching, 
 29 M Lecturing & content selection. 
 31 W Good Teaching & What Works (student selected) 

Version 1 Teaching Statement due.
Sept.   5 M  Labor Day—No class
   7 W No class (make-up time for extra time on Sept. 14 & 26)
 12 M Critique class visits due. Discussion of visits. Cooperative group 

learning.
 14 W 5:30–9:00, Student lectures* (10–12 minutes) + break activity (2–3 

minutes)
 19 M Discipline & classroom management.
 21 W Academic Job Hunt panel (Student selected) Syllabus & Course 

Outline due
 26 M 5:30–9:00, Student lectures* (10–12 minutes) + break activity (2–3 

minutes)
 28 W Group discussions—Bloom, Piaget & Perry

Objectives HW due
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Oct.   3 M Group discussions—Learning styles
   5 W Long term co-op groups & PBL. Team assignments will be made.
 10 M October break NO CLASS
 12 W PSI/Mastery. ABET & assessment for ABET. Group selection 

teacher evaluation questions due. In class teams select topics for 
teaching.

HW: Take Mastery quiz on ABET from Karen Heide in 
Forney 1060 on Oct. 13, 14, or 17. If needed, take 2nd 
quiz from Karen Heide on Oct. 18 or 19.

 17 M No class (make-up time for extra time on Sept. 14 & 26)
 19 W No class (make-up time for extra time on Sept. 14 & 26)
 24 M Lecture on Testing.
 26  W No class: 1st and 2nd groups consult with Prof. Wankat
 31 M Assessment
Nov.   2 W 1st group teaching. Games and competitions
   7 M 2nd group teaching. How People Learn
   9 W No class: 3rd and 4th groups consult with Prof. Wankat
 14 M 3rd group teaching. Teaching with Technology
 16 W 4th group teaching. Service Learning
 21 M Promotion & Tenure—Student choice. Student written tests and 

solutions due
 23 W NO CLASS. THANKSGIVING VACATION
 28 M Grading revisited
 30 W Test
Dec.    5 M Discuss test & scoring. Working with TAs and graders.
   7 W Course Evaluation. Panel: Experience of new faculty. 2nd draft 

teaching statement due
 12–16 M–Sat FINALS. NO CLASS

*Student lecture topics: Piaget, Perry, Applications of Perry in Engineering, Bloom’s tax-
onomy, Objectives, Maslow, Motivational interaction theory, Learning styles, Reliability and 
Validity of Learning styles inventory, Kolb’s cycle, deep vs shallow learning, Moffatt’s anthro-
pological analysis, why students choose engineering.
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B2. SAMPLE COURSE ASSIGNMENTS
Assignments are due at beginning of class period

Reading should be done before class starts.
TE = Teaching Engineering (1993), JEE = Journal of Engineering Education, EEP = 

Effective, Efficient Professor (these readings will be handed out in advance.)

Aug.  22 M After class, look at 685_info_good_syllabus_.doc on Blackboard.
 24 W TE section 1.2, EEP 79–81, 124–125 (EEP readings will be handed 

out). Students should start classroom visits on August 25th.
 29 M TE chapter 6, EEP 65–79, Prince (2004), JEE, 93(3), 223.
 31 W TE, Chapt 1. EEP 40–46. Version 1 Teaching Statement due (see 

file in Blackboard).
Sept.   5 M  Labor Day—No class
   7 W No class 
 12 M TE section 7.2. Prince (2004). Critique of class visit(s) due. 
 14 W On day not lecturing, read TE sections 4.1–4.4 and TE Chapter 

14. Present Student lecture + break activity + HW question from 
lecture due.

 19 M TE Chapter 12. Stevens, College Teaching, 44 (4), 140 (1996)—Full 
text available electronically through Purdue library.

 21 W TE 348–352. Syllabus & Course Outline due. (The assignment 
is: “Prepare a syllabus including a daily course outline for an 
advanced graduate elective in your discipline that you would like 
to teach.”) 

 26 M On day not lecturing, read TE sections 4.1–4.4 and TE Chapter 
14. Present Student lecture + break activity + HW question from 
lecture due.

 28 W TE sections 4.1–4.4, TE Chapter 14. Objectives HW (on 
Blackboard) due

Oct.   3 M TE Chapter 15. 
   5 W TE section 7.1 and 7.2. JEE, Smith et al., 94(1) 87 (Jan. 2005); JEE, 

Litzinger et al., 94(2) 215 (April 2005). Team assignments will be 
made in class.

 10 M October break NO CLASS
 12 W TE section 7.4. Read self-study-quest-eac.doc and ABET EAC Criteria 

1-27-10.pdf Group selection teacher evaluation questions due.
HW: Take Mastery quiz on ABET from secretary in 
Forney 1060 on Oct. 13, 14, or 17. If needed, take 2nd 
quiz from the secretary on Oct. 18 or 19.

 24 M TE Sections 11-1 and 11-2. Stice, Eng. Educ., p. 390 (Feb. 1979) (A 
copy will be provided) 

 26 W No class, 1st and 2nd groups consult with Prof. Wankat
 31 M http://www.abet.org/assessment.shtml click on Assessment 

rubrics and on Assessment methods. Look at the various articles 
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on rubrics, direct and indirect assessment methods. For a more 
thorough analysis beyond that required by ABET: JEE, Olds et al., 
94(1), 13 (Jan. 2005).

Nov.   2 W First group teaching
   7 M Second group teaching
   9 W No class, third & fourth groups consult with Prof. Wankat
 14 M Third group teaching
 16 W Fourth group teaching
 21 M TBA—Student choice 

Student written tests & solutions due
 23 W NO CLASS. THANKSGIVING VACATION
 28 M TE Section 11.5. EEP pp. 88-90.
 30 W Be prepared for Test
Dec.    5 M TE 14–16, 195, 221–223. EEP 193–196. 
   7 W Do Course Evaluation in class. 2nd draft teaching statement due
Dec. 12–16 M–Sat FINALS. NO CLASS

Starting resources for team teaching topics: 
All groups: Prince (2004).

A. How People Learn. NRC book by same name.
B. Service Learning. Contact Prof. Bill Oakes in EPICS. Jacoby, Service Learning in 

Higher Education.
C. Competitions. JEE, Wankat, 94(3), 343 (July 2005).
D. Teaching through the Cycle. TE Sections 15.1 & 15.3. McCarthy, The 4MAT 

System.
E. Guided Design. TE 176-178. Wales and Stager, Guided Engineering Design
F. Evaluation of Teaching. TE Chapter 16. Centra Reflective Faculty Evaluation
G. Technology in Teaching. 
H. Increasing Diversity in Engineering. Chubin et al, JEE, 94 (1), 73 (Jan. 2005).
I. Teaching By or For Disabilities. 
J. Attitude. Parker Palmer, The Courage To Teach.
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B3. SAMPLE COURSE SYLLABUS
CHE 685 SYLLABUS PURDUE UNIVERSITY
EDUCATIONAL METHODS IN ENGINEERING
Dates are Tentative and May be Changed

Prof. Phil Wankat (ARMS 1215, Phone 67531), e-mail [wankat@purdue.edu]

CLASS HOURS: M, W, FRNY 1043, 5:30–6:45 PM

Prerequisites. Admitted into a PhD program in Engineering or other technical discipline 
(Finished with MS or MS-bypass), or consent of instructor.

Auditing. Postdocs and professors are encouraged to audit the course. If unable to register 
for the course, graduate students will be allowed to audit. Auditors will be encouraged to 
participate in discussions and to do homework; however, they will not have an opportunity 
to participate in the presentations and teaching exercises. Auditing is a privilege not a right—
disruptive auditors will be asked to stop attending the course.

Office Hours. Appointment is best although you can try drop-in. Use e-mail, or talk to me 
before or after class to make an appointment.

Goals. The broad goals of ChE 685 are:
1. Help prepare you for becoming a professor. Schedule an individual meeting with 

Professor Wankat if you want to discuss your career goals. 
2. Help prepare you for college teaching.
3. Expand your horizons about teaching.
4. Make you think about teaching.
5. Provide a small amount of practice.

Textbook. P. C. Wankat and F. S. Oreovicz, Teaching Engineering, McGraw-Hill, New York, 
1993. Available free as pdf files. 

Additional Readings. 
•	 P. C. Wankat, The Effective, Efficient Professor, Allyn & Bacon, Boston, 2002.
•	 Journal of Engineering Education, available as electronic journal from Purdue Libraries
•	 Other materials as assigned during the semester.

Content Structure. The course is organized into two major parts:
I. Teaching: Methods and procedures on how to improve teaching. This includes 

objectives, syllabus, teaching methods, educational technology, testing and so forth. 
II. Students: Types, Development and Learning. This part covers psychological theories 

of student types, development, and learning theories and motivation. 
The two parts are intermingled during the semester.
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Professional Behavior. To be discussed in class. Graduate students are obviously expected to 
behave in a professional manner consistent with the Engineer’s Code of Ethics (if you are 
not familiar with this code, look it up at http://www.nspe.org). This code includes “Being 
Honest,” “Engineers shall build their professional reputations on the merits of their services,” 
and “Engineers shall act in such a manner as to uphold and enhance the honor, integrity, and 
dignity of the engineering profession.” Cheating, plagiarism, self-plagiarism, and copying are 
considered to be much more severe offenses for graduate students than for undergraduates. In 
class we will also consider items such as absences, late attendance, late assignments, students 
unprepared for discussion, cell phones, computer use during lecture, and disruptive behavior.

Presentations. Mini-lectures on September 14 and 26. Will be videotaped. Turn in your cri-
tique of your presentation one week later.

Participation. In class and in teams. 

Team Assignments. Everyone will be assigned to a team that will:
1. Complete a non-lecture teaching team assignment (teaching will be for an entire 

class period) using active learning methods. Dates are Oct. 31, Nov. 2, 7, 9, 14, 16. 
Topics (each one A-I can be chosen by only one group—order of selection will be by 

lot): A. How People Learn. B. Service Learning. C. Competitions. D. Teaching through 
the Cycle. E. Guided Design. F. Evaluation of Teaching. G. Technology in Teaching. H. 
Increasing Diversity in Engineering. I. Teaching by or for disabilities. J. Group selected 
and approved by Prof. Wankat. Topics will be selected in class on Oct. 24. Teams need to 
decide in advance the order they want topics (like the football draft—your first choices 
may not be available by time your team picks). Teams will also turn in a sample home-
work assignment (it will be graded, but will not be used as class homework).

NOTE: The material covered in the team presentations should be included in 
the student written tests and will be included on the course examination.

2. Select items for the teaching evaluation form together. Due Oct. 12.
If there is someone you do not want to be on a team with, give Prof. Wankat this informa-

tion (written on a piece of paper with your name and the name(s) of those you do not want to 
work with) no later than October 3rd before class.

Other Assignments.
1. Various miscellaneous assignments such as: homework from lecture presentation 

(due day of lecture), homework assignment on objectives, which is due September 
28th, mastery quiz on ABET October 13–17th with 2nd try on October 18 or 19th, 
first draft of teaching statement due Aug 31st, and select items for teaching evalua-
tion form (team exercise; hand in on October 12th).

2. Short critique of classroom visits. One page minimum, two page maximum, double-
spaced. Due September 12th.

3. Write test and solution key for CHE 685. Should be reasonable coverage of topics at 
different levels of taxonomy. You can share copies (paper or electronic) with your 
classmates after you turn your test in. Due November 21st.
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4. Prepare a syllabus including a daily course outline for an advanced graduate elective 
in your discipline that you would like to teach. Note: this will help in firming up your 
teaching statement. Due September 21st.

5. Second draft of teaching statement. Due December 7th. [First draft (will be com-
mented on, but no grade) is due August 31st.]

6. Other? 
a. Could be theory paper: “The implications and use of _____________ in engi-

neering education.” Topic: Piaget’s Theory or Perry’s Theory or Kolb. 
b. Or could be Teaching Statement for NSF Career Proposal.
c. 3–4 pages, double-spaced, typed, 12 point Times New Roman with normal mar-

gins. Due date is negotiable.

Exam. Will be based entirely or mainly on questions from the exams written by the students. 
The correct answers to questions will be developed by the instructor. The test will include 
material from the student lecture presentations and material from the student teams’ non-
lecture teaching. Date is November 30th. 

Grading. Must take course for grade (Pass-Not Pass will not be allowed). Although past per-
formance is not a guarantee of future performance, students have earned more A’s than B’s in 
the past. More details on grading and % for different items will be discussed in class.

        %
grading scheme 

Examination score    20
(developed in class)

 Lecture Presentation    15
  Critique of own presentation
 Team teaching presentation & sample HW 20
  Peer rating 
 Assignments
  Critique of Classroom Visits    5
  Syllabus & Course Outline     5
  Teaching Statement—2nd version  10
  Test & Solution Writing   10
  Participation & misc. assignments  15
   HW from lecture presentation
   Objectives HW
   Mastery quiz on ABET _________
 100 %
 Extra Credit
  (e.g., Teaching part Career Proposal,
  Or Paper on use of theories)   5
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Nonparticipation, 153
Nonverbal communication, 60–61, 240–243
Note-taking, 

in laboratory, 321
by students in class, 48, 122, 126, 241, 368, 376
by teaching assistant, 241

Objective knowledge (see Separate knowledge), 344
Objective(s),

ABET, 42, 55–57
in affective domain, 59–60
behavioral, 56
psychomotor, 60–61
taxonomies of, 57–61
and teaching styles, 61–63
for thermodynamics course, 55–57

Observation, learning by, 231, 255, 315, 373, 383
Office hours, 

of teaching assistant, 23, 45, 49, 140, 243, 245
and tutoring, 22, 47, 49, 124, 179, 189, 243, 245, 

246, 250
Old Master program, 135
Open book tests, 271, 359
Open University, 191
Oral report,

as final exam, 270
grading of, 196–197, 230, 283
videotaping, 196–197, 285
See also Communication

Organization, of values, 60
Outcomes, ABET, 56–57, 73, 74, 273, 362
Overhead projector, 126

Pacific Islander, 3
Panel discussion, 151, 162–163 
Paraphrasing, 58, 62, 97, 223, 241, 243
Passive learning, 146, 178, 249, 359, 367
Pattern recognition, 110, 335
Pendulum style of teaching, 372
Perception,

defined, 31
and stress, 31

Perceptive type, of personality, 314–315, 317, 318, 
321

and listening, 240–241
Perceptual illusion, 110
Perfectionism, 24

Performance, lecture as, as 122–128
preparation for, 122–124

Perry’s theory of cognitive development, 338–346
Personal response systems, see Clickers, 130, 

136–137, 138
Personality type(s), 

distribution of, in engineering, 322–324
history of type theory, 318–319
and learning, 311–326

Personalized system of instruction (PSI), 147, 
168–171

Ph. D. student, see Graduate student, 259–261, 
261–262

Philosophy of teaching, 9, 442
Piaget’s theory of cognitive development, 332–335
Plagiarism, 301
Plan step, of problem-solving, 98–99
Planning fallacy, 21
Plus-minus-interesting (PMI) approach, 102
“Pop” quiz, 270
Population, of US, 3
Positions, in intellectual development, 332–335, 

339–346
Positive self-talk, 40, 44
Postdoctoral position, 261, 443
Practice-theory-practice learning model, 350
Predictors, grades as, 286
Preoperational period, 332, 333
Prerequisite(s), 197–198, 219

as corequisite, in independent study, 173
“Presenting problem,” 254, 255
Priorities,

ABC system, 20
setting of, and efficiency, 19–21

Probes, 242–243
Problem-based learning (PBL), 161–162
Problem-solving,

blocks to, 102–103
concept map of, 94, 
in constructivism, 360
by discussion, 151
getting unstuck, 101–103
heuristics, 103–106
MBTI model for, 325–326
novel problems, 100
novice and expert, 95–97
overview of, 94–95
routine problems, 98–100
strategies for, 97–100
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taxonomy for, 61
teaching, 103–106
and tutoring, 161

Procedural knowledge, 341, 344, 345
Procrastination,

in instructor-paced mastery course, 171–172
in projects, 284–285
in self-paced instruction, 170–171
as time management method, 20–21, 303–304

Proctor(s), 299
costs of, 170, 172
for testing, 23, 168, 169
undergraduate, 168, 169

Professional outcomes,
assessment of, 56–57, 73, 74, 273, 362
rubrics for, 85–91

Professionalism, and ethics, 221, 430–432
Professor(s),

as behavior model, 9, 10, 322
changing jobs, 446
changing role of, 427–430
cognitive style of, 335–336, 347–351
establishing professional demeanor, 51
faculty environment, 420–427
form of address, 51
and master teachers, 166–168
as new faculty member, 50–51, 428–429
and peer consultation, 403, 406
professional concerns of, 409–435
as research advisor, 258–263, 429
role of, 380, 407, 422

in discussion, 151–153
in formal learning group, 156–159
in guided design, 216–218, 222–225

self-rating of, 397–398, 403, 405–406
shortage of, 426
and student ratings, 396–402
untenured, 418–420
See also Teaching

Programming, computer, 167, 169, 198–200, 202, 
207

Projector, overhead, 48, 118, 119, 124, 126, 127
Project-based learning, 161, 219–221
Projects, 214, 216, 218, 226, 284–285
Promotion,

criteria for, 413–418
increasing odds of, 19–21, 69, 206
structure of process, 412–413
and student evaluations, 393, 395

and teaching, 5, 19
and tenure, 411–412

Props, for lecture, 125
Psychological testing, difficulties of, 324–325
Psychological Types (Jung), 312–313, 313–317
Psychomotor domain, 60–61
Publishing, 

and teaching quality, 421, 422, 426
and tenure, 413–415, 419

Punishing style, 8, 10

Questions, and lecture method, 128–132
“Quiz shows,” 164–165

Rapport with students, 7–8, 44, 49, 132–134, 138, 
139, 156, 240, 255–256

Rational emotive behavioral therapy (REBT), 29, 
31, 36–37

Reading assignments, 283
Real-life projects, 51–52, 215
REBT, see Rational emotive behavioral therapy
Receiving, of information, 60
Reflection versus impulsivity, 362
Reflective observation, 369–372
Regrades, 23, 27, 49, 277, 279–280
Rehearsal, for lecture, 122–124
Relativism: commitment foreseen position, 345
Relativism position, 343–344
Relaxation techniques, 31–32
Reliability,

of MBTI, 324–325
of student ratings, 396–397, 400, 404

Religious students, 2, 4, 352
Required courses, 40–41, 63–64, 74, 173, 253, 

399, 400
Research,

development in, 258, 260–261, 262, 429
efficiency in, 29–30
and quality of teaching, 421, 422, 426
and teaching correlation, 425, 426
and tenure, 413–415, 419

Research advisor, 
for graduate student, 259–261, 261–263
for undergraduate, 258–259

Research group, 29, 258, 260, 261
Research proposal, 263, 441
Residence halls, and pluralism, 340
Responding to information, 60
Resumé, writing of, 254, 442–446
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Retention, of learning, 150, 161, 166, 201, 269, 
370, 372, 380

Retention, of students, and type theory, 62, 122, 
159, 214, 23, 257–258, 321–322

Retreat, cognitive, 346
Reversal process, 108, 109
Rhetorical question, 130
Right brain/left brain dominance, 

and creativity, 110
and McCarthy’s learning system, 371

Role play simulations, 165–166
Rubrics, 27, 73

examples of, 85–91
Rules of thumb, see Heuristics, 103–106

Scientific learning cycle, 337, 357, 360–361
Scoring, 23, 275–280, 283, 360
Screencasts, 27, 191–193, 194–196
Secretary, and work habits, 22
Security, during testing, 168, 169, 299
Seating arrangement, 45–46
Self-actualization, 377, 381–382
Self-feedback, 393, 397–398, 403, 405–406
Self-paced instruction, 166, 168–171

problems of, 170–171
Seminar, 40, 78–79, 127, 162, 222, 225, 253, 263, 

303–306, 373, 393, 429, 444, 445
Sensimotor period, 332
Sensing type, of personality, 64, 315, 320, 326

and engineering education, 320, 323, 326
Separate knowledge, 344
Serial learning, 64, 364
Service, 7, 19, 71, 194, 245, 255, 290, 305, 319, 340, 

379, 394, 400, 403, 413, 417–418, 427, 430
Service learning, 79, 147, 162, 174–176, 350, 370, 

372–373, 376
Sexual exploitation, 431
Short-answer test, 273–274, 276, 299
Show cause, 71
Silence, as encouragement, 243
Simulations,

computer, 186, 197, 200–203
other, 165–166

Skills course, 225
Small Group Instructional Diagnosis (SGID) 

method, 403
Social media, 108
Socratic approach, 127, 131

group-based, 158

Socioeconomic status, 2, 4
Software, computer, 

equation-solving programs, 199–200
intelligent tutorial systems, 187, 201, 206–207
simulation programs, 197, 200–203
symbolic algebra programs, 197
“20-80 rule,” 198

Speaking skills, 124–128
Spreadsheets, 63, 104, 138, 186, 197, 199–200, 206
Stage direction, in lecture notes, 123
Standard scores, 278–279 (See also T score)
Statics, 78, 79, 206, 207
Stem, of multiple-choice question, 273
Strategy, 61, 79, 95, 96, 97–100, 101–102, 103–

104, 105, 165, 202, 223, 245, 263, 277, 303, 
325, 360, 368, 396, 403, 404, 412

compared to tactics, 33
Stress,

and cheating, 270, 274
in faculty, 162, 268–270, 419, 422, 425
handling of, 30–32
and tests, 268–270, 271, 274, 378

Structured controversy, 159–160
Student(s), 

as audience, 41, 118–119, 123, 124–127, 188, 
240, 284

demographics, 2–5
as evaluators, 394–402
first generation college, 2, 4
focus on, 119, 132, 153, 196, 241–242, 243, 250, 

253, 320, 367, 384, 393
fostering creativity in, 106–111
grade level, 253, 269
and field trips, 174
and tutoring, 192
graduate (see Graduate student), 259–261
guiding of, 123, 243–251, 251–258, 258–263
minority, (see Minority), 2–5, 322
nontraditional, 2, 3, 4, 311
oral responses during class, 128–129, 130–132, 

216
peer tutoring, 106, 137, 219
and Perry’s theory of cognition, 338–346
problem-solving ability, 103–106
questions from, 128–129
religious, 2, 4, 352
retention of, and type theory, 62, 122, 159, 214, 

23, 257–258, 321–322
Study groups, 257, 267, 280, 281, 368, 376, 380
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Success, of adults, 286
Success, need for, 365, 375, 378, 380, 381, 382, 

383
Summarizing, 47, 121, 127, 152, 243, 244, 403
Summative evaluation, 392–394
Syllabus, 40, 45, 47, 49–50, 70, 80, 135, 138, 178–

179, 270, 287, 296, 302–303, 393, 402, 406, 
449–450, 451–452, 453–455

Synectics approach, 109
Synthesis, cognitive, 59, 62, 149, 150, 167, 347

in design course, 215, 217

T score, 278–279, 288, 295, 296
Tactics, compared to strategy, 33
Teach, learning how to, 6–7, 11–12, 449–455
Teaching,

affective domains, 7–9
activities, 169, 319, 371, 372–373
computer-aided instruction, 204–207
consultants, 80, 396
design courses, 216–218

See also Design
dichotomous styles of, 314, 362–365
discovery method, 106, 200
effective elements, 11–12
efficiency in, 19, 23–24
of ethics, 304–307
evaluation of, 391–406

See also Evaluation
and faculty growth, 427–430
the first class, 44–47
good, components of, 7–13
importance of, 5
and intellectual growth, 350–351
and listening skills, 240–243
methods, 147–179, 319–320

and MBTI, 311–327
and media, 197–198, 202, 215, 217, 218, 226

pendulum style of, 372
philosophy of, 9
portfolio, 403–404, 406
and promotion, 5, 19, 414–415, 417–418
and publication pressure, 413–415, 419
reasons for instruction in, 1–7
and research pressures, 413–415, 419, 425, 426
sample course outline, 449–450
the second class, 47–48
style, and objectives, 61–63
two-dimensional model of (Lowman), 7–9

what works, 9–13
See also Education; Professor; Teaching assistant

Teaching assistant,
as guest lecturer, 136
and homework problems, 281–283
international students as, 23–24
and laboratory, 231
managing of, 23–24
office hours, 23, 45, 49, 140, 243, 245
role of, 23–24

in formal learning group, 156–159
in guided design, 224
in large class, 138

as teaching evaluator, 393, 402–405
and test scoring, 275–278
and testing, 275

Teachers, great, characteristics of, 12–13
Technological media, 

Blackboard, 138, 180, 192, 193, 380
computers (see Computer), 197–198
disruptive, 191, 193, 207
educational games, 200–203
flipped classes, use of, 147–148
guidelines for use of, 197–198
intelligent tutorial system (ITS), 187, 201, 206–207
screencasts, 27, 191–193, 194–196
student preferences for, 185–187
television and video, 188–197
wiki, 203–204
Youtube, 203–204

Television,
advantages of, 188–191
drawbacks of, 191–193
instructional hints for, 194

Temporizing, 346
Tentative course schedule, 27, 42–43, 45
Tenure, 

and AAUP, 411, 430
criteria for, 413–418
National Survey of Faculty, 415
and teaching, 411–412

Term introduction phase, of learning cycle, 229, 
360–361

Test files, 299
Testing, 

administering test,274–275
critique of test, 277–279
final exams, 168, 169, 170, 172, 270, 398
grid for preparation, 271
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open book, 271, 359
postlecture quiz, 134–135
reasons for, and frequency of, 268–270
regrades, 279–280
scoring, 275–277
security, 299
standardized, 278–279
writing problems and questions, 272–274
See also Evaluation; Grading; specific type of test

Textbook, 
advantages of using, 64–65
choice of, 65–68
e-book, 66–67
and lecture method, 120–121, 125
print-on-demand, 68–69
publish-on-demand, 68–69
writing of, 69–70

Text and Academic Author’s Association (TAA), 69
Thermodynamics, 55–57, 59
Thinking type, of personality, 240, 251, 319

and listening, 240–243
Thought,

convergent and divergent, 103, 106, 373
independence of, 172–173

Threshold concept, 363
Time, and design course, 216, 219
Timing, in lecture, 127–128
Tiny classes, 176–177
To-do list, 19–21
Transcendental meditation (TM), 32
Transformation, as cognitive process, 337
Transgender, 2, 4
Travel, 25–26
Trial-and-error, 97, 100, 282, 373
Troubleshooting, 100, 104, 158, 215, 246, 250
Tutored video instruction, 191–193
Tutorial mode, of CAI, 205
Tutoring,

advantages and disadvantages of, 245
compared to lecturing, 246
goals of, 246–247
locations for, 244–245
methods for improving, 247–250
by peers, 106, 137, 219
problems of, 250–251
by telephone, 244, 245
with videotaped instruction, 191–193

TVI, See Tutored video instruction, 191–193
Type, defined, 312

Underrepresented minority, 2, 4, 5, 218, 257, 364, 
417, 424, 426

See also African American, Alaska Native, 
American Indian, Asian, Black, Hispanic, 
Latino, Native Hawaiian, Pacific Islander

US Chemical Safety Board, 203

Validity,
of Index of Learning Styles, 367
of MBTI, 324–325
of student ratings, 397–398
of VARK, 368–369

Value, 7, 29, 30, 33, 43, 52, 57, 60, 68, 72, 75, 99, 
125, 193, 206, 207, 233, 258

Valuing, 60
VARK, 357, 368–369
Variety, in lecture, 118, 124, 125, 130, 132, 135, 

136
Veterans, 2, 4, 252
Video, 188–197

as evaluation, 405
for feedback to students, 196–197
instructional hints for, 188–191, 194
tutored instruction with, 191–193

Visiting lecturers, 135–136
Visual, Auditory, Reading, Kinesthetic (VARK) 

learning styles, See VARK, 357, 368–369
Visual Encyclopedia of Chemical Engineering 

Equipment, 217
Visual mode of learning, 365–366

What works, 9–11
Whimbey-Lochhead pair method, 156, 

as cooperative group method, 105
Wikipedia, 204
Wiki, 177, 203–204
Women, 2, 4, 5

and discussion format, 131–132, 153
as doctoral recipients, 424
as faculty, 417, 419, 423, 424, 426, 428
and field sensitivity, 364
and group dynamics, 156, 159, 218
as nontraditional engineering students, 4
and Perry’s cognition theory, 338–339, 340–344
and personality type, 251–252, 322, 349, 350
and subjectivisim, 343
student experiences of, 4, 256, 374, 378

Work environment, 24, 31, 103
Work ethic, 378
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Work habits, 21–25
controlling interruptions, 22
rewards and breaks, 24

Writing, 10, 11, 18, 19, 20, 26, 27, 29–30, 69–70, 
74, 206, 254, 263, 272–274, 283–284, 347, 
365, 368–369, 410, 419

and creativity, 108–109
IDOL model, 283–284

Written reports, 221, 230
grading of, 230, 285
rubric for, 88

Youtube, 203–204

z score, 278–279
Zone of proximal development (ZPD), 249, 376


