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Abstract

We inv~stigate -the relations be'·"'h.",pn the tree representation

of a prefix code C, its patterns, the minimal automaton ~

*whi.ch recognizes C and the homomorphic images of the under-

lying algebra of ::G'. These relations provide us with an

appealing formulation which allows us to state (and eventually

solve) some problems concerning the structure of prefix codes

and therefore the structure of trees •

. J : i. , . ':;. ,.-.'..': .



Introduction.

In this paper we study the structure of prefix codes and th~

structure of their tree representation. Besides the introduction

of the notion of pattern and the derived formulation, Part I ~ill

be an exposition of known results (cf classical works of
-

Schutzenberger, Nivat, Perrot). In Part II we study an impor~ant

family: the overlapping codes, and provide a new demonstration

of a basic theorem due to Perrin and Perrot. In Part III we bring

partial answers to the problems raised in Part I and derive some

applications.

-The reader has to be aware that the intuitive use of the geometrical

representation of how the -pattern is distributed in the tree pro-

vides a frame for many demonstrations which are otherwise heavily

technical. We assume known the basic results on regular languages

and finite automata.

Notations.

x will denote a finite set of cardinality strictly superior to one,

the alphabet. All. the examples, for sake of simplicity, will be

given using a binary alphabet. The reader will be easily convinced

that the assumption of finiteness for X may be removed for many

results.



•
x will denote the free monoid over X, and "e" the null word .

will denote the free semigroup over •x, X

•If L is a language of X, the right congruence

•by L is defined as follows on the words of 'X :

induced

u ~ v (L) •iff Vh EX uh ~·L ~ vh C L.

.A prefix exhaustive code is a subset •C of X such that no word
of e is a strict prefix of another word of e and every word of•X is a. prefix of a word of e or admits a word of e as a pre-
fix, >n equivalent telms:

• • • •vh " X e h n e t ¢ ~ h E e .
• • *Vh " X hX n e 'f ¢

These properties will.be used constantly a~d we will not refer

systematically to them. Furthermore, as it is done usually we

will use the word "codtt" -instead of "prefix exhaustive code".

of C.

+- ex will denote the set of the prefixes of the words

Part I: Generalities.

Codes are characterized by a tree representation such that the



same number of vertices are issued from each non terminal node.

The following examples should be clear enough so we do not need

to give an unnecessarily heavy formulation:

The / vertices represent the letter x and ......... the- letter y.

represents the

finite code: ix. yxx. yxy. yyf

represents the

regular code: {xx, xy, yy*x}

,,,,

represents the non-regular code:

CD p=n

(
n p n n+l\C = x + 'S y (l; x y) + y x

n=l p=l,
,,



Some properties of C may be better seen on the tree repre-

sentation that on the complex formula.

see that there exist words h in cJ
In.particular. one can

such that: he c ,c l .

Such a code will be called a "matriochka" code, because in some

sense it is contained in itself.

\

'----~
In the remaining part we will use the same notation for the tree

and the code, when no confusion will be possible.

Patterns:

In fact the tree represents c 1 and not only C and 50 if a code

15 "composed" of other codes it is easily seen on the tree:

Example:

A
B

,
C



We see that A may be built using B or c:

We will express this situation by saying that the trees Band

C are ','patterns" of the tree A.

There are various ways to formalize this notion. we will give a

"constructive" one which will be appropriate to further demon-

strations,a

Let A and B be two codes and define:

(B.-AlB,

Definition: B is a pattern of A if and only if for every

integer i

This is a different way to define the notions of supercoding

The follow-and composj.tion (Nivat r 4 1) •
,ol(,-,.·.~,~.K ....... I~'·''''',..I :}

(Schutzenberger r12 J)

ing theorem shows the utility of this definition:

Theorem Ial: • •
A c B iff B is a pattern of Aa



Proof: Let us suppose that D is not a pattern of A, thcr~-

fore we have a first integer ~ such that H" tAl, So wr
have b < B. and b (£ A I (therefore b t e and i > 0) and,
B. 1 c A I • We know then that b = da, with d E B. l' d (£ A,- ,-
and a E B, therefore d F A I. Because b (£ A' and A is
exhaustive we have c E A and c ,s a strict prefix of b.

As b = da and d f fAl-Al th~s implies that d ~s a strict

prefix of- c. So there exists \..l:f e such that e = du and

As*c (£ B •we have*dEBand sinceuthis implies

clearly u is a strict prefix of a E B. As B ~s prefix

* *e E A we therefore have A ~ B

* *Conversely let us suppose that A ¢: B it >S equivalent to

*say that there exists a E A such that a (£ B It a '5 a
prefix of a word of B, then B

1
·= B ¢: AI. It a admits a word

of B as a prefix, then a may be written as a = bh where
*

b ~ Band h + e is a strict prefix of c ~ B. Not any pr~fix

of b belongs to A since a E A and A 1S prefix. therefore

there exists an integer n such that b f B
n

, then be = Bn+"l

and does not belong to AI since a E A is one of its strict

prefixes.



!
Tree representation~and automata.

/'
. "-

Let ~ = <s,X> be a,n universal algebra where S is a set

whose elements are c"'-lled states -and where X is a set of

unary "operations called the alphabet. The actio~ of the

elements of X on S is naturally extended to the elements

*of X'. All the algebras cons~q~red here will be assumed

strongly connected', that is *Vs,.t E S 'g"f EX such that
sf = toO

Let ~o = <5, so,x> denote . the algebra ~ ln which an element

* {f *So of S has been distinguished. then the set C = (' X r

sof = so} is generated by a code (prefix exhaustive) c. as it

*c •

is clearly verified. We will say that ~ is an automaton

which recognizes

Conversely, let us suppose that C is a code, there exists at

and a*.L<C ) - <S ,X>least 'one strongly ~onnected algebra
. r,: .:. ;,"

distinguished elem~nt So in S such that <S.so.X> recognizes
*C

:tndeed"w~ take' S as Q~~ng t;?e !=Ie~. of. cl~sses of the ,:;-ight, ~on-
gr~ence· induced * *by ·c . _oJ:! t:~e .~~ds of X. and So as being the

*class of the empty word. The words of X opera-te . naturally on-.
tfte(:set . -5. <:S~So'X>·· is-then"a minimal automaton recognizing
*c. Ir1].no]}.



*The following properties of Llc) = <S .X> and a [ .·S. 50' X>

arc classicala

. i

Property 1.2; In evety class s- -there exists at least one

Proof:

element of C 1.

Proof: Let E __be an word in • class 5 • As e 15 exhaustive

* e I ,
we may write E = ch where c and ·h C it is .clear

*that f ~ h(e ) and then h 15 1 .. "he class 5.

X+ * *Property 1,3, IE E and g belong to ~ ex then f g(e )

fh * c1 fh * d.iE and only if E X Ifh E = E X Igh E,

* *Proof: IE E - g(e ) and fh E e. then gh E e . We .have

50 f = 5
0

g = 5 • 5 0 fh = 5
0

gh = So· IE P is a prefix oE gh

soP = 50 implies P = e or P = gh otherwise e would not

Ih *be a prefix. 'l'here fore gh E e. Conversely let F = ( X I

c1 fh * cffh E and G = C X Igh E and suppose F = G. The set,

* *oE words u such that fu C e is -clearly equal to Fe and,': .

*the dual for g. Therefore f " g(e ) .

*Property IA: For any congruence on ~C) different from the

identity, Sa is. no't alone in its class.

If there was such a congruence and So alone in its

class then we would have two distinct states 5 and t congruent



II

* .;
which would imply Iff-'f=: X sf' = --so <::) tf = So ~n contradiction

*with the definition of L(C).

*These properties allow us to derive Af(C) directly from the

tree representation of C:. the root and all terminal "9des

will be labelled with So and ~nly these nodes will be labelled

We attach the same ]~bel to nodes (different from the,

ro(r~ and the terminal node:s) whL..:J admit the same subtree (Property

1,3) and this label does not appear elsewhere. The set of labels

*represents S in -..L(e} (Property 12).

Example:

'C = (x~. xyx, xyy, yx, yyx, ~ic, yyyxyx, yyyxyy,

o

, .

.,,,,

o

, .

.. '- : . :.

5

o 0...~

o 0 0

o

o

. ,

., i '., I.

.:: ,).

'. .
From there we may draw the transItion graph:
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Patterns and Automata .

is the class oft
o

<T,t ,X>, whereo
•Atte ). then 91

0
=

•
Let AtJC) = <S,X> and ~ = ~ 3

0
,X> be a minimal automaton

•
which recognizes C If ~= <T.A> is an homomorphic image

of

in the congruence relation induced by the homomorphism, recognizes

* -* *o where D is a code and it is easy to verify that C ~ D .

•In other terms the homomorphic images of Af(C) "extract"
patterns of C.

It has been shown by Perrin and Perrot.[91 that

(this ~s rest~ted in

when C is finite there is a bijection between the homomorphic
•images of .At'(C) and the patterns of C

our terminology).

(to has been
•such,that 9 0 = <s,to'X>. ~ecognizes D.

Definition: We will s~y that 0 is -an admissible pattern o~

if arid only if there exists an homomorphic image ~= ~S.X> of

defined above).

•.Lee )

Several problems arise from this terminoiogy:



"

characterize the admissible and the non
"

admissible pat'tern's of a code C.

Is it poss-Wle. to deriye the non admis!iible-

patterns. from the ~dmi$sible ones?

These problems are relevant frL_:-..... the fol-lowing point of view:

the properties of a code C,ar.e (.,...oslJ.ly related to its_patterns,

/3

•.L(e ) is a useful algraic tool to study the properties of C

so we have to see how much information on the patterns we may

*get through Af(C) and if we can retrieve the unavailable in-

formation by some other means.

Before we bring partial answers to these problems, we will

give a quite simple example:.

*Code e = y x
yX

0 0 X Q
*.LIe ): 0";'1 .. 1

y
Tree 0

o ,

.J> 'ny-x + y' •D', =
n

,
* ,

.LJe) has only trivial

finitely many patterns:

.,

homomori>hic
p=n
:0

p=O

images, but e admits in-



Now it is clear r7 1 that a pattern D is admissible for C

if and only if 0
1

: n c l is saturated modulo the right congruence

*induced by c In terms of tree a pattern D of C is not

admissible if and only if there exist a node n
1

corresponding

to a word of D* n e l • a node corresponding to a word which

*does not belong to" D • both nodes different from the root and

the two subtrees below these nodes are equal. (Furthermore these

two subtrees admit D as a pattern). Using the previous example:"

*c = y x

c

o = x + yx + yy

D

,,,

The nodes n
l

and n
2

admit C as a subtree.

Part II. Overlapping patterns.

,
Perrin [6J has studied the following problem in the regular case

(restated in our terminology}:

Characterization of" the codes D such that there exists another

code C and 0 is a non admissible pattern of C. Let us call



;s

., :

non universally admissible' such a code. He showed that D is

non universally admissible if and only if D is synchronizing

* • • *in some B Cid est ~ d E 0 such that B d cD) using rather

sophisticated properties of the Minimal right ideals of the
* ". .." "'.

syntactic monoid of D.' We will study here the general case and

find a characterization in terms of tree which will allow us to
_ ,~1

find a weaker characterization "in terms of code. We introduce now

a new family of codes derived fr~m -the study made at the end of
Part I:

Definition: We will say that 0 is overlapping if and only if

one can find C such that

i) D is a pattern of C

ii) There exists f E X+ n C!. f E D* and the subtree

below f admits 0 as a pattern.

Another notion is that of strongly non suffix.' .

•f d d' ED •
• •yd E Dgd'E D andsuch that•g fEED

Definition: 0 is said strongly non sUffix if and only if

.
•
We have intropuced three familie~-of codes, one defined in terms

.
of algebra: the han universally-admissible code, one defined in

terms of tree: the overlapping codes and one defined in terms af

cOdes: the strongly non sUffix codes. The following theorem tells

Us how they are related



Theorem 11.1. The following properties are equivalent

i) D is non universally admissible
, - '. '.;

ii} D ~~- strongly non SUffix

iii} D is Overlapping

as a pattern

Rh such that

Let d be any

•is prefix, h E:_ D •

Proof.

i) - ii} . There exists a code 'C which admits D• * *and II f D ~ d E D such that f - dl (C ) .1
* *word in D • f d " dld (C ) as C is exhaustive

* * *f d h E D therefore dldh E C c D and as D

seen easily that We may_ consider

+ *F = E - ED and C = [D-fX 1 U F.
If C was not a prefix set

* •E=D nfD

It is
•d d' ED.

f E D S, define

such, that•II flEDH) _ Hi)

there-would exist two words fa and fb and a word h + e such

that fa h = fb E C (the t~ other cases are trivial), but then

* *ah = b and as a and b belong to D, h belongs to D and

therefore fb lE c. We have to show that C is exhaustive. Let
* •us consider h E X • if h is a prefix of a word of [D-fX 1 U [ fl

*or admits a word of [D-fX 1 .as "a prefix, the problem is solved.
::;0 we may suppose h = fb' • As 0 is exhaustive :3'h II SUch that

*h 'hI! = d E D and then hh ll =.fh'h" = fd. As D is strongly
"

* *non SUffix ~d' E D such that fdd' E D and ,so the word



Applications.

Let 0 be a code with a pattern C such that C is partitioned

B. =
1

andwith

It is clear that A 1.5 syn-

andinto

[Bi_I-DlC. Such a code will be called a pseudo periodic code

with pseudo period C. One can see easily, from the demonstration

*of the previous theorem that 0 is a basis of CoC
l

even though

*C is not necessarily the principal pattern of CoC
r

" We recall

that a code A 1.S' said synchronizing [12 J iff there exists a

'I: * *word a E A such that X a cA.

chronizing if and only if its bases are sy~chronizing therefore

we may state:

Proposition 111.6. A pseudo-periodic code is synchronizing if

and only if its pseudo-period is synchronizing.

Now if we take a finite tree C = Co + C
I

of cardinality n, if

CI has a cardinality equal to n - I all the pseudo-periodic

trees we will build will be finite periodic trees or equal to
*

CoCI " But if CI has a cardinality strictly inferior to -n 1

then we may build a basis of *CoCI ' regular code, which will not

be regular, as shown on the example at the end of the paper. So

we may state:

ProPgsition 111.7., A regular code may have non regular patterns.



In the next theorem. which g1ves a characterization of the bases •

•A : CoC
l

will be a systematic prefix code and C = Co + C1 will

be its principal pattern. If D admits C as a pattern. we

will define Bo = [el. Bi

a pattern of C we have

- Dle. we recall that

for every i.

D being

Theorem 111.5. Let D be a code distinct from A, then: D is a

basis of A if and only if C is a pattern of D such that

Proof: Let D be a basis of A. Proposition 111.2 tells .us that

C is a pattern of D, the definition of B_
1

and the fact that C

is a pattern of D imply for every i Furthermore

and as

a E A and b E [Bi-D1

o+x* which is impossible.and as

~ ~ one would find• •if [Bi-Dj n C C1C

•such that b E aX

*Therefore [Bi-D1 c Co and

we have [B i -DjC1 c D.

*Co otherwise D

*D = D
1 c CoCr = A

*c Co since D

from 0
1

• Therefore we have a parti-

D:D1 c C:C1 = A. ~ )~1) \-: 4.D. Dtion of

and then 0 = Ai therefore Do

is prefix and Do is disjoint

Conversely let us define D1 = Y[Bi -DjC1 " As [Bo-DJC1 = C1 ~ %.
1

D1 ~~. Furthermore it is clear that [Bi-D1 c

would not be prefix. Now 0=01 WJu1d imply



Example: •Let C = x + yx + yy. A = (yx) (x+yy) the bases of A

k=n [k J +1
~ ) ( ) (yxl nare perodic trees "."ith period C: D = t..J (yx x+yy +

k=O

c D

,

However the structure of the bases of systematic p~efix codes may

be ,more intricate, in particular the proposition below shows that

they may be themselves systematic prefix cades:

•Proposition 111.4. If A = Co C1 and if Co may be partitioned

•into Co = C2 + C3 ' then D = C
2

(C
1

+C
3

) is a basis of A.

Proof: According to Proposition III.l A+ represents the set of

words of c+ whose last word in the decomposition into words of

C belongs to

word belong to

+
CI , D represents the set of words whose such last

• •(CI + C31, it is then clear that A cD and

that D is a basis of A (but C is not necessarily the princi-

pal pattern of 0 even if it is the principal pattern of A).



Our aim here is to s~udy the lattice of patterns 0 comprised

between the principal pattern C of A and A itself. or 1n

other terms, to characterize the structure of the codes 0 such

* * *that C cDc A • In r2 1 it was shown that among such codes

*
D, the only admissible cases were D = C or D = A. So --£(A )

bears information only for C, tr:' following study will show us

how we can derive the structure 01 u from the structure of C,

the first step being:

* * *Theorem 111.3. D is a basis of A if and only if A cDc C

Proof: If o 1.5 a basis of A, then A =
* * * *and so A cD, now Dee from Proposition 111.2. Conversely,

if * * * * *+ *A cDc C , we have A + {D -A 1 = D and * +(0 -A ] is

therefore the product of two elements of

which is a submonoid f~orn proposition 111.1,included in * +(C -A ]

* +(0 -A .1 *is in D and

*-A+1. (0*-A+1in (C is then a submonoid. To sh.ow that it is

generated by a prefix set, let d and * +
us suppose dh (' (0 -A 1,

D is prefix we know that * A+as h is in 0 , if h was in

then db would be in A+ which is a left ideal in *C , there-

We may then apply Proposition 111.1 to end the

fore(4: ." pLEfix

6 is" exh.~SLioe.)
dnd dS * *Ii cD A :is BJEflelt1sLive, Lh8R

proof.



Part III. Bases of systematic prefix codes.

If we consider an infinite regular tree and its labelling we

see that if we follow an infinite branch on the tree, necessarily,

as the labelling is finite, we will meet two nodes identically

labelled. Therefore these two' nodes admit the same subtree which

*may be expressed as 0aDl whert 0
0

,01 form a partition of a

*code D = Do + Dl , called a basi~ Jf A = 0
0

0
1

, This type of

cod~s, called systematic prefix codes has been introduced by

Neumann [5J and plays an important role in Information Theory.

Perrin pointed out that they wer~ related to the problem discussed

in Part I [6JI [71 and derived properties of codes which do not

belong to this family. In [2J we studied their structure and

derived the two following results that will be used later on:

Proposition 111.1. A is a systematic prefix code if and only if

A is a code such that there exists a code D, pattern of A and

0 * - A+ is a free submonoida

*D = Do + 0 1 such that 0
0

0
1

=

Then there exists a partition

* *A and ,DIDo generates °
of

+
A •

Proposition III.2 a Among the bases of a systematic ,prefix code A

there exists one, called 'the principal pattern of A which is a

pattern of all the ,bases of Aa



Lemma 11.3: If a code 0 is overlapping in a code C, then

C is infinite.

* E· C IProof: If 0 overlaps in c then 3 f Eo • f and the

subtree below f admits 0 as a pattern~ therefore fO c Cl.

Let f = dlh with d E 0i and h E 0 1• If hO c 0 1 (the

matriochka case, as we have see~ in an example in the introduction)

then 0 is infinite and so is C. If hO i 0 1 then 3k such

that dhk E 0i+1 since D is exhaustive and dhk ~C other

wise we would be ~n the preceding case. Therefore 0i+2 =

fOi+l - c}o is not empty. Now if fkO c fDl we are in the

rnatriochka case, if fkort 0 1 then 3k ' such that fkk' E c 1•

fkk'~ *0 • fkk' E fO and so fkk' has a subtree which admits

D as a pattern, and so we may reiterate. Therefore C- is in

finite because D is infinite or c~ admits words of unbounded

length.

A direct consequence of this lemma is that if C is finite all

its patterns do not overlap in C and therefore are all admissible.

We know how to assign a pattern of C to any homomorphic image of

*~(C ), if C is finite the application is injective since any

homomorphic image leads to a minimal automaton, and is surjective

since every pattern is admissible.



•But we see that 9) 15 not isomorphic to ...I(D) which is

o 0 0 0

•This '" due to the fact that no word of U Dix has the same
i=O

•subtree 1n C as a word of U DiY' and x. and y have the
i=O

subtree in c. Therefore the corresponding labels will form

two distinct cl~sses in the congruence. So if the homomor~hic

• •image of .At'(C ). 9 is not isomorphic to .L(D ) there exist two

words f and y in OJ •o which have the same subtree in D

may be empty

and such that no word of ascD.f, has the same subtree in
1 .U

i=O
We see in particular thata word of u O.y.

i=O 1

and that C is infinite.

Therefore if C is finite any homomorphic image ~= _<T,X> of

•
~(C) will be such that ~o = <T,to'X> is a minimal automaton

which recognizes •D •

Now, . the basic theorem of Perrin and Perrot [91, stating that

if C is finite there is a bijection between the patterns of C

•and the homomor~hic images of ~~) will be a consequence of

the following lemma and the preceding remark.



Tree representation as an intuitive tool.

Let D be a pattern of C, then by definition, we know that

Di ~ {Di=l - C}D C ct.

If D is an admissible pattern of C we obtain the homomorphic

*image of ~ of 4'(C) as shown in the examples:

o

c:

J
\

\

\

D:

We break C according to D, and we pile up:

0,3

Mo 0 0 II

We have then a con~ruence (0,3) (2) (1) on (0,1,2,3) from

which we build ~

0'

IJ\
o 0' d 0'



*Proof: If c 1 and c 2 belong to C their product belongs

* * • *to C since for every d E D :.;Id' E D such that c dd' E D •2
* *but then :tid" E D such that c c dd'd" E D . We have to show1 2

*that C is generated by C. prefix, exhaustive. Let c and

* * * *ch belong to C • does h belong to C ? Vd E D ~d' E D

*such that chdd' E D . As D is exhaustive we may find f such

* * *that hdd'f E D and so Sd" E Lj such that chdd' fd" E D .
* *As chdd' E D and D is prefix, we have fd" E D and so

* *hdd' fd" E [J Therefore, for each d in D we have found b =
* * *ct' fd" E D such that hdb E D . So h E C and C is prefix.

• •Since D c C • C is exhaustive and then C "5 a pattern of D.

* *If c E C and f E X are such that

• * *d >n D cd ;:; fd(D ) . As ~d' E D

*have cdd' s fdd' = e (D ). therefore

* •C is then saturated modulo 0 .

*c ~~ f (D ) then for every

*such that cdd' E 0 we

* *fdd' E 0 and f E C .



* •
hh"d E E = 0 n fD • Let us write hh "d' - fd d- 1· .. n with

One of the fd
i

belongs to +F c: E - ED , 50

h is either a prefix of a word of F or admits a word of F

*as a prefix. Therefore C is exhaustive. As FeE c D we

* *have C c D so D is a pattern of C and it is clear that

D is a pattern of the subtree below f since all the words of

*this subtree belong to D. ~I~~efore D is overlapping_

iii ... i} If D is overlapping. there exists a code C and a

'NOrd f E c t , f ~ 0+ such that D is a pattern of C and a

pattern of the subtree below f. As f is not the empty word

and as we suppose that the cardinality of the alphabet is strictly

superior to one we may find at least one word c E C which does

not admit f as a prefix. Let us branch a subtree identical to·

B at the end of C. This construction gives us a tree A for

which D is not an admissible pattern.

The following proposition generalizes a result of Perrin r61

from the regular case to the general case:

Proposition II.2. Let D be an overlapping code, then

*o *:;fd' E 0 such that fdd' E o*} is generated

by an admissible pattern C of D.



We will now state a last theorem whose demonstration will appear

elsewhere [3] and which is a generalization of a reBult of Perrin

[8]. This theorem shows that the notions of systematic prefix

code and principal pattern play an important role in the structure

of regular codes. In the liltatement of the theorem A and B will be

two regular codes, U and V will be two codes, u1
and u

2

(VI and V2' will be two disjc<.'t subsets of U (v) • u' and u'
1 2

will be t\\.~ disjoint subsets of a C'.:'ae u' .

*and ..L{B) are isomo.rphic if and only if

the three following conditions are satisfied

i) sU = U1 + U2 and SV = VI + V2

such that

"ii) is not a systematic prefix code.

or if it is a systematic prefix code then

U(V) is its principal pattern.

proposition for

iii) If A = *U2 + U1V 2V1 =

and the dual

U' +2 then

B.



Example of basis:

*c = x + yx + yy A = (x+yyl yx

principal pattern of A.

Various bases of A:

\

\

\
\
\

\

\

\

\

\
\



A non regular basis:

,,
,
,,
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