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Abstract—In this pager we investigate and provide solutions
for securily threals in the context of hybrid networks consisting
af a cellular base station und mobile devices equipped with dual
cetlular and ad-hoc {802.11b} cards. The cellular conneclion is
used for receiving services (i.e. Internet access) from the basce
slation, and (ke ad-hoc links are used to improve the quality
of the conmection. We provide delailed descriptions of several
attacks thal arbitrarily powerful adversaries, whether outsiders
or insiders, can momit against well-behaved members of the
network, We iniroduce a secure routing protocol calted JANUS,
that fecuses on the establishment of securce roules belween the
hase station and mobile devices, and the secure rouling of the
data. We show that vur protocel is secure apainst the allacks
described. We experimentally unalyze the message overhead
introduced by JANUS and measure its throughput gain, We show
thai due (o device mabilily and the existence of concurrent flows,
JANUS is mure efficient than the non-secure, on-demand routing
algorithm proposed in UCAN.

1. INTRODUCTION

The generous promisc of Lhe 3G celltlar nelworks is to
provide a unifted framework where users can move seamlessly
between cellular networks anywhere in the world. 3G services
have been provided in Japan by the wircless company NTT
DoCeMo for more than 1wo years. More recently. simitar
services slarted being offered in the United Kingdom and there
are indications that 3G services will be also offered in US by
the end of 2004. 3G scrvices are designed 1o offer broadband
cetlular access at speeds of 2Mbps {(as opposed (o the 9.6Kbps
rate currently provided by 2G networks), which allow mobile
multimedia services to become possible. 'The Internet becomes
thus available w0 numerous clients using laptops or PDAs. via
special network cards. or mobile phones cnabled o act as
wireless modems.

In spile of ils vonvenience, the service has the drawback
that the rate decreases dramatically as destination clicnls
move lowards the outskirts of Lhe base station’s coverape
arca. A sohition proposed lo overcome the problem is 1o use
a network consisling of Loth cellular and WELAN devices.
Luptops lecaled in the proximity of the buse sumion can
act as relayers for less fortunale devices. allowing them to
oblain an increased bandwidth, Al devices are equipped with
two wireless interfaces. The routing protocols are aware of

both imerfaces and wse them as appropriale to improve Lhe
performance of dma delivery 1o client devices. For example.
il device & in Figure |, with a ccllular rate of 0.7Mbps, uscs
devices B and C as relayers, it will achicve a rate of 1.5Mbps.
Note that this rate is the bandwidth ol the worst link on Lhe
relayer path.

We refer 1o such a netwark consisting of both cellular and
WILAN components as a iylirid wireless nenvork. We nole (hat
the new proposed [ramework determines a significant change
in the trust and communicalion model previously existing in
the network. Tn a regular cellelar network, the base stalion
requires authenlication of all clients. Once authenlicated the
clicnts trust the base station and the traffic flows direetly
between the base station and the client host withom the help
of any intermediary.

In the case of the hybrid network, the (rusl is no longer
centralized. A client uses several, possibly unknown, devices
as relayers. In wen, the relayers have o trust each other 1o
forward the actual data. A clicnt can benefit [rom the use
of the hybrid network only if the last relayer in the path,
before the base statien. has a higher cellular rale, and all
the relayers behave correctly. Misbehaving devices forwarding
daia can act either in a sclfish or malicious manner. The
intentions of a “selfish” device [ 1| are usually to oblain service
withowt reciprocaling. In contrast, the goal of a malicious
device is 1o disrupt the communication of other devices in
the network. withoul regard for its own resource consumplion.
Such behavior can waste the (ime and resources of multiple
participants, making them reluciant to usc the service and
choose the dircet cellular link instead.

Although the fteld of designing hybrid wircless networks is
new and the focus was mostly on dala rouling, investigating the
securily aspects, identifying the threats and proposing possible
solutions is very important. Too many times. (he fact that
sceurity and trust were an alterthought, and not considered
from the initial system design. resulied in systems with serious
flaws or significant overhead,

Prior work in sccurity aspects of hybrid wireless nelworks
focused mostly on lhe selfish node problem [2]. [3] or
anonymity and privacy preserving |4]. No work. to Lhe best



of our knowledge. was conducted in addressing the arbitrary
malicicus node problem in hybrid wircless retworks. However,
the cffect of attacks coming from nodes thar refuse (o act
iiceording (o the protocol can be devastating in an ad hoe
wireless network. particularly when alackers are strategically
placed.

A. Onur Focus

The goals of this paper are 1o identily (he types of attacks
that malicious hosts can perform in a hybrid wireless nelwork
and provide elficient deteclion and further avoidance of the
malicious parties. as well as an evaluation of the associated
costs. Some ol the security aspecls that we will describe were
addressed in the context of ad hoc nciwaorks [51, [6], [7),
[8]. [9]. [10]. However, such schemes focus many times on
achieving security goals for specific rouling protocels, or have
signtficant overhead hecanse of the completely decentralized
nature of the ad hoe network, We also nole that such protocols
often usc a routing selectien criterion that is different [rom
he one appropriule in hybrid wireless networks (i.e. finding
the highest throughput path), making unsuitable their direct
application.

The exisltence of channels wilh different levels of trust and
performance. and of a poini of 1otal trust {(which is natural to
the system and not an unwarranted assumption) can lead Lo
improved schemes, Our approach exploits the hybrid nature of
the network w minimize the cost of the sceurity mechanisms,
while making very few assumptions ibout Lhe behavior of
participants. More specifically. our conlributions arc:

» We idenlity anacks possible in o hybrid wireless network.
We make no assumplion about the attacker, bt rather
assume arbitrary behavior.

« We propose JANUS ! | a new rouling afgorithm robust 1o
malicicus allacks. Our solution focuses on the protcclion
of the routing mechunism itself. as well as the routing
of dara, and exploits the hybrid wust model. When
appropriate. we lake advantige of the low-bandwidth
direcl communication link that each host has with the
base station 1o transmit critical information and identify
prablematic links.

« We provide a sccurity analysis of (he proposed scheme.
We experimentally compare our prolocol with UCAN, in
terms of the cellular and ad-hoe traffic generated. Qur
simulattons show that JANUS generates up 10 4 times
less cellular traffic and up 10 60% less ad-hoc traffic than
UCAN. in order 1o maintain up o 30 concurrent fAows
for up 1o 500 mobile hosts. Moreover, the throughput
improvement of JANUS is on average more than twice
the throughput achicved by UCAN,

The remainder of the paper is organized as follows, We

provide an overview of relaied work in Scction 11, We define
the nelwork and sccurity models we assume in Section 11T,

!lanus, the god who was poardian of punals and patren of beghinings and
endings had his head always shown with Lwo faces: one in the fronl and one
at the back. As Janus, all the hosis in e network have two “faces™. a cellular
communication link and an 0211 communication link.

I3

Our robust algorithm is presented in Secuon 1V and its
security is analyzed in Scetion V. We present the experimental
comparison of JANUS and UCAN in Scction V1. Finally,
conclusions and luture work are presented in Scction VIL

1I. RELATED WORK

Ahhough new. the hybrid wircless network field has been
quite aclive, particularly in designing efficient routing mech-
anisms. In this seclion we overview previous research con-
ducted in two arcas relaled with our work: rouing and
addressing security concerns.

A. Ronting in Hybrid Wireless Networks

UCAN [2] provides (wo routing algorithms that allow clicnt
hosts 1o find hosts that are willing o forward their traffic.
The first algorithm greedily propagates the rouling request
10 a single neighbor, based on the best rale advertised by
its neighbors. ‘The second algorithm is based on a resiricled
depih flooding 10 find (he besl proxy host. However. since both
algorithms ignore the finite capacities of the ad-hoc links, they
do not find the highest throughput path,

FFujiwara, Tida and Watanabe [ 1] provide a unicast routing
algorithm that allows mobile hosts to find an alternate path 10
the basc slation. when the cellular conneclion fails. The focus
of the work is on reestablishing connectivity (o the base station
via short paths, in response 10 emergency situations where
direct conneclions Lo 1he base siation may become sparse. This
is a different goal [rom JANUS. which attempls 10 oplimize
throughput under normal conditicns, where all hosts have a
direct connection 10 the basc swation via the cellular interface.

B. Security in Hyhrid Wircless Networks

Securing hybrid wireless networks is an area that was not
intensively explored 1o date. By using a mechanism based
on incenlives, UCAN (2] provides only fragile protection
against selfish nodes. UCAN's focus is on preventing indi-
vidual hests from deleting legitimate hosts or adding non-
authorized hosls to the sct of relayers that receive credit for
forwarding data. The mechanism is entirely defenseless when
faced with collusion. The work in [3] provides incentives for
callaboration in a network where mobile hosts arc covered by
several access points. The main assumption of the paper is that
the hosts are selfish, therefore onby trying to pain undeserved
advanlages. Morcover. Lthe selulion provided does not describe
the underlying routing algorithm, but only assumes that there
is one and that it is sccure. Finally, the work in [4] focuses
on preserving the ancnymily and privacy of mobile hosts in a
network covered by several access points.

The problem of defining compelling methods 10 make
nodes participate in forwarding daa was also addressed in
the conlext of traditional ad hoc wircless netwoerks [1] and
resulied in designing protocols that provide fair access to the
medinm. Also lhe peerteo-peer (P2P) community conducted
research for a similar problem, most of the soluions locusing
on destgning incentive mcchanisms [12], [13]. [14]. [15] to



motivale peers to participate in providing storage resources or
in data forwarding.

In the conlext of ad hoe wireless network, research was con-
ducted mainly on securing routing protocols and designing key
management protocols, Problems lhat were addressed include
traditionatl attacks such as impersonation and replay relying on
secure association. symmetric-key based eryptopraphic mech-
anisms, or digital signatures [6]. {7], I8]. More sophisticated
attacks such as wormhole [ 16], flood-rushing |1 71, or arbilrary
Byzantine behavior |5 were also considered. We note thm
in most of the cases. the work focused on securing specific
prolocals, such as DSDV [18], DSR [19] or AODYV [20].

The cellular network protocols and standards also include a
sccurity component. The core services provided by any of (he
ccllular communicalion protocols (such as GSM [21], GPRS
[22] or UMTS [23]) arc authenticalion of subscribers (clients).
providing subscriber identity confidentially, and confidentiality
and integrity of both data communication and radio signaling,
Clients are authenticated using a challenge-response protocol,
based on a key and using algorithms stored on the Subscriber
Identity Module (SIM) smart card. chiained when the client
subscribes to the service.

1. SYSTeEM MODEL

In this seclion we present the model we assume for Lhis
paper. We [irst describe the network medel, and then show
what sel of aclions defines an adversarial hehavior.

A. Network Maodel

The nelwork consists of a cellutar base station (BS) and
scveral mobile hosts (Mis). All the mobile hosws are inside the
cellular coverage range of the base station, and each host has
an account established with BS.

The base station has access 1w the wired Internel. and
the mobile hosts download information via their cellular
connection. Therefore, most of (he walfic is issued by lhc
base swtion, In addition, mobile hosts can communicate
with other hosis in range. using 802.11b wireless cards.
We assume bi-direclional communication on all the 802.11b
links in the netwark, This is also required by most wireless
MAC prelocols, including 802.11, to operate correctly. The
following table provides the 1erminology used in this paper.

[ Name | Definition 1

cellular link from BS 1o a MH
cellutar link from a MH 10 BS
802.11b link belween two MHs
capacity of any wireless link
capacity of a path from BS 10 an MH

forward link
reverse link
ad-hoc link
bandwidth
throughput

We assume that each mobile host is equipped with a GPS
receiver that pravides reliable positioning, Tn addition, we as-
sume that the base siation and the mobile hosts have synchro-
nized clocks. GPS already provides a clock synchronization
melthod, with an error of up (¢ 340 ns [24]. Allemnatively. we
could use a similar syrchronization mechanism between the
basc slation and the mobile hosts.

B. Securiry Asstwmptions

The base station is trusted by each host. The base siation iu-
themicates every client and establishes a sceure amhenticated
channel with the client. As shown in Section [I-B most of the
cellular communicalion prolocols pravide such a service. We
note that the cellular communication links can be disrupted by
attacks al the physical layer. Such auacks are out of the scope
of this paper and arc not censidered.

Hosts that can not be authenticaled by the base siation
do nol participate in the protocol and are not trusted. Any
intermediate host on the path between the bhase station and
the destination client can be authenticated. hut may exhibil
arbitrary (Byzantine) behavior. Attackers will ey to inflict as
much harm as possible on the other hosts in the nerwork.
without consideration for their own resources. We assumnc that
an inlermediate host can exhibit such behavior either alone or
in collusion with other hosts.

We focus on providing a secure routing protocol, which
specificutly addresses threats w0 the network layer in the
ISO/OSI model. We do not address atlacks against lower layers
in the ISO/0S8I model, We note that the physical layer can also
he disrupled by jamming, and MAC protocols such as §02.1 |
can be disrupled by atacks thal deny access fo clients and
allow a potential misbehaving node w take over the channel
[1], [25]. We do not address such attacks in this work.

A public-key infrastructure is required for operations such
as signature generation and verification. and shared key us-
lablishment. This infrastruciure can be bascd on certificales.
where the base siation pliys the role of Centificale Awthority
(CA). and each host knows (he basc station’s public key.

-1V, (Jur SoLurionN

In this section we present JANUS. our rouling algarithm,
that identifies links over which autackers operate. The algo-
rithm also provides information about the detected link 1o the
parties affected, allowing them 1o locally 1ake the necessary
countermeasures. We first provide a high-level description of
an un-secure routing algorithin that uses as routing critcrion
the highest throughput to the base slation. We then identify the
type of attacks that can be mounted in the different phases of
the protocel and describe in details our security mechanisms.

A, Algorithm Overview

The core mechanism of our routing algorithm is 10 select
tor each hust. a path providing the highest throughput Irom the
base station. This is achieved by each host periodically probing
its neighbors for their current throughput and selecting the one
providing the highest value. Such a host is called the parent.
The period ol the neighbor probing is called refresit rate. The
overall information maintained by the hosls can be viewed
as a tree encoding the best throughput from the base station
lo any host. Note that in reality. this is an approximation
of (he best throughput since hosls imove, thus changing the
throughput. A small period refresh of the wree will provide a
eood approxination, but might incur higher cost. We call (his
trce the ronting rree.



Fig. 1. Rate Infhter Auack illusrmation. The thicker lincs represent cellular
links and 1he plain lines ad-hoe links. The dashed line represents an inexistent
link. called a wnnel. The numbers that label the lines represent their available
bandwidih in Mbps. A link labeled with two numbers, one of them between
parentheses. is a maliciously overestimated link. The (t mt number represents
the advenised link bandwidth and the second one represents the correct value.

In order lo compule its currem throughput. a host may need
to traverse O(n) hosts up to the base slation, where n is (he tolal
number of hosts. For small n. this is not a problem. bt for
dense. metropolitan arcas, the number of messages produced
can aggritvatc congestion. To maintain the routing tree with
O(log n) number of messages per update operation. we assumc
that a supporting fopology iree [26] is used. We will describe
the operations supporied and properlics of a topology tree in
more delail, in Section 1V-C

We nole Lhat the routing and topology lrec construciion rep-
resents the proactive part of the proocal. Due 10 host mobility.
the trees require permanent maintenance. The protocol has
also a reactive parl, initiated when a host needs 10 download
information. The client host {hen contacts its parent in (he
ronting tree, that in wrn will contacl ils parent and so on,
until the message reaches the base station. This phase. called
paih reservation, requires cach host contacted (o locally verify
the availability of the resources requesied by the client. Such
a host then ippends ils identity to the message received from
its child and forwards il (o ils parent. At the completion of
this phase, the basc station knows the ¢licnt host name, the
information requested by i1, the path to that client, and the
handwidth available on that path, Tt then sends the information
requested along the path, at the available rate. The protocol
can be roughly broken into the following components.

» construcling the rouling (ree

« construcling the topology tree

« periodically refreshing the routing tree and topology trec

» performing the path reservation protocol

« forwarding the dara

B. Securiry Goals

In this section we present details of several types of attacks
that orgimized malicious hosts can perform against well be-
haved hosts.

a} hupersonaiion: A hosl can try 1o impersonate other
hosts in order 1o oblain cheaper services or place hlame for

malicious actions on other hosts. Also a node can iry 10
impersonate the base station 1o create havoc in the network.

b} Rate Inflation: A host can advertise a larger through-
put lhan it can provide. This can be donc by inflaling the
bandwidth of its forward link or the bandwidith of its ad-hoc
links. A host M that lies about its throughput will be able o
negatively affect not only adjacent hosis, but alse hosts that
have M as an ancestor in the rouling tee.

For example. in Figure 1. host A should choose B as
parenl. since it provides the largest throughpin 10 BS, [.5Mbps.
However, il hosl D advertises a forward [ink bandwidth of
|.9Mbps instead of [.IMbps. or 1.7Mbps insiead ol 1.1Mbps
for e bandwidih of its ad-hoc link 1o €. A will choose
D as parent insicad, effectively achicving only a |.1Mbps
throughput. This anack will negalively affect host E as well,
since A is s parenl.

¢) Tunneling: Two non-adjacent hosts can collude by
adverlising an excellent bandwidih for the link helween (hem.
Their communicalion can be encrypled and sent through an
ad Troc established path of mabile hosts. or simply through
the base stalion. This autack can be viewed as a parlicular
case of the rale inflation anack, but also as an instance of a
wormhaole | 16] attack.

For example. in Figure 1. host D could collude with host G.
and adveniise a high rate [or the link between D and G. Their
agreement could be perfected either through F or through BS.
Nole that F does not need to cooperate. since (he aprecment
can be enerypled.

d) Denial of Service: Since cuch host has a direct cellular
conneclion wilth the base siatien. any number of malicious
colluding devices cannot prevenl other hosts from receiving
celhular service. Malicious hosts could however generate arbi-
trury amounis of useless traffic in the network, by generating
requests for data 1t they do aot intend to use, wasting
network resources.

€} Pailt Scrambling: The last phase of JANUS requires
the base slation to know the enlire routing tree path between
a client host and the base station. Since that knowledge is
obained by requiring inermediate hosts on that path lo append
their names 1o i message. malicious intermediate hosts can not
only add and remove hosts from thal path, bul also change the
order of hosts. This attack will cause packets (o be lost, with
the additional problem of allowing the atacker to [rame other
hosts. In addilion. by manipuliting the path. a host can make
sure he is sclected on a particulur path and Jater on use that
lo his advantage.

J} Black Hole: A malicious relayer can selectively drop
packels received. instead of forwarding them wowards their
intended destination. This attack can potentially drop the
throughput of a host o zero.

C. Secure Tree Construction and Mainrenance

Our routing algorithm distributively builds a spanning tree,
called rowting iree. o provide hosts with the highest through-
put from the base station. The mobility and intermicent
connectivity of the hosts imposc adaptive requirements on



anty routing algorithm. In this section we define the operations
used for maintaining the rowting tree and discuss their sceure
implementation.

The set of mainlcnance operations consists of Cut. Link,
Mincost and Update. Cut splits a (ree into two subirces
by removing an edge belween two vertices. Link joins lwo
subirces by adding an edge between wo vertices. each in a
dilferent subtree. Mincost relums the cost of the minimum
cost edge on the path from a vertex 1o the root of (he (rec.
which in our case is the base stalion. Finally, Update adds
or removes w from the weight of euch cdpe on the path
from a venex 1o the root of (he tree. A simple, low overhead
implementation of these operations with a O{n) time. where
n is the number of verlices. or mobile hosls. per update
operation may be preferable when the size of the network is
small. In this section. we discuss how we can implement the
above cperations using topology (rees, with a D(logn) 1ime
per operalion.

Topology trees are an instance of link-cul trees, which
suppert a superset of the above four operations [or maintaining
rooted trees in O(log n) 1ime per update operation. The size of
the topology tree is O(n) and its height O(n). We assume that
the base station stores and mainlains the topology tree. Since
cellular base siations have 1o keep information for every host
thut is logged in their cell. storing the topology tree does no
impose an wnrealistic overhead. Elfectively, the hase station
acts as an oracle that answers queries and update requests from
the hosts. The use of lopology trees guarantees that such an
oracle is efficient, but in principle any implementation of the
four operations can serve as oracle. We nole that even though
the base statien is a single point of failure. the inherent loss
ol the wpology tree due (o the base slation’s-failure is nol an
additional problem. This is because the lopology tree is used
to provide hosts with casy 10 maintain, high throughput paths
Sremr the base station.

In the following, we describe in more detail each of the
operations, in the context of (he base station actinp as an
oracle, and discuss their secure deployment for JANUS.

» Cur: The cut{v) operation splits a routing (ree by remov-
ing the edge between host v and ils parent. Whenever a
host needs 10 change the parent. either due (o (he parent’s
fuilure or the discovery of a betier placed neighbor. 1he
host needs o update the routing tree by first cutting
the edge to its parcnt. For this, the host conlacts the
base stalion with a message encrypied using the key
shared with the base station. The purposc of cneryption
is 10 prevent other hosts from cutling edges arbitrarily
in the routing tree. The cut operation is not otherwise a
hazardous operation from a security standpoinl, since a
host has the liberty of choosing any parenl.

» Mincosi: The mincost(v) operation returns the minimum
cost of an edge in the rouing iree, on the path between
host v and the basc station. Whenever i mobile host
needs to choose a parent in the rouling tree. it queries
its ad-hoc neighbors. Since the oracle is assumed 10
reside in the base stalion, we have two choices for the

deployment of mincost, In Lhe first solution. whenever
a host needs 1o find a new parent il contacts the basc
station. providing the list of neighbors and the throughput
ol the corresponding cdpes. The base stalion relricves Lhe
mincost of each neighbor and returns the idemity of the
one providing the ¢lient host with the highest throughput.
In the second sohnion, (he base station periodically sends
each host a signed and (imestamped centificate comaining
the host's mincost value. Whenever a host needs a new
parent, it collects the cenificates of all its neighbors.
checks (heir validity and freshness and makes its own
local decision.

Link; The 1ink{u, v.w) operation merges the routing trec
rooted al host u wilh the ronting tree of host v. by making
v Lhe parent of u. The bandwidth of the added cdge is
w. This operation is the reverse of cut, and il is used by
a host 1o complete the procedure of changing the parent.
We can now summarize the parent change operation 1o
be a succession of cut, mincost and link operations.

There are two ypes ol cdpes in the routing model,
cellular forward edpes and symmetric ad-hoc edges. The
bandwidth evaluation of forward links can be done by the
base slation, and of ad-hec edges by the corresponding
mobile end-points. Lixisting lools such as netumer |27]
or pathrate [28], can be used 1o measure the bandwidih
of a single link.

There are however securily issues thal need lo be ad-
dressed. Malicious hosts can invent links that do not
exisl or provide overestimales ol (he bandwidlh of ex-
isting links. To prevent this, the bandwidih evaluation
of forward links can be sccured by the base station in
lhe following way. For every probe packel aclively sent
by the hase station, the mobile endpoint of the link has
10 reply with 1he arrival lime and a message digest of
the packet. The message digest ¢nsurcs the correct and
complcte receipl of (he probe. The arrival time is used
10 compule the distance between the base station and
the mobile host, and thus evaluate (he forward link's
bandwidth. This procedure is sccure, since the aclive
endpoim of the forward link is the base station, that
is trusted. The mobile host can only delay the packets,
effectively decreasing the bandwidth of the link. This is
not a problem, since we only care about overestimations.
The secure evaluation of the ad-hoc links is more difficult,
since bolh endpoints can be malictous and colluding. If
the base station rclics only on the bandwidth evaluated
and provided by the remoie mobile hosts, there is no wiy
of deciding il the information is correct. To solve this
issue. we use the verifiable position information [29],
that mobile hosts can provide, see Scction IH-A, For
this, the endpoints of an ad-hoc link frst locatly evaluate
the bandwidih of the link, in a way similar 10 the base
station evaluation of forward links. Then, along with Lhe
link parammeters, cach of the endpoint hosts sends 10 1he
base station its position. Using a lechnique similar to Sat-
Range [29]. Lhe base stalion verifies the accuracy of (he
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Fig. 2. Secore Path Rescrvation performed by host A, A first asks the
base station for a sipncd cenifi cate. allowing A 10 reserve resources willa
olher husts, called relayers. The aciual reservation is done when A sends an
ADDF message 1o its pareat. 1hal in twm will forward # 10 s parenl. and
s0 on, unlil il reaches the rool of the rouling tree. BS.

position reperied by the endpoints. II the positions are
accurate. the basc stalion evaluates the bundwidlh of the
ad-hoc Tink, based on distance. and performns the Tink
operation using the minimum between the evaluated valuc
and the value reported by the endpoimis.

« Update: The update(v.w) operativn adds the value w (o

the bandwidth of all the Jinks on the routing tree path
from host v 1o the base stalion. This operition is used
whenever a host needs o reserve or release a path of
relayers used for downloading information from the base
slation.
Using the update aperation, a malicious host could try
to add arbilrary values o the bandwidth of the links of its
ancestors in the routing tree. However, this operation can
be easily supervised by the base station. in the [ollowing
way. When a host needs w download information, the
base station [irst retrieves the minimum bandwidth of
a link on the path from the host w the base slation,
see Section 1V-D. The BS (hen perlorms the update
operation with Lhe negative of (hat minimum bandwidth
value as w, in order to reserve resources along that path.
When a downloud is completed, the base station performs
an update operation using the flow’s (ransmission rate.
as lhe positive w value. in order 10 release resources
on the path from the client host 10 the base station.
The operation can therefore produce no harm, since the
base slation decides the w value of cach update(v. w)
operalion. Morcover. an update with & positive w value
can only be performed afier an update with a negative
w value, and the absolute w values need 1o coincide.

D. Secure Path Reservation

The reaciive part of JANUS rakes place when & mobile host,
4. needs to download information from the Internet, via the
base station. In such a sttuation. all the intermediate hosts
between A’s parent and the base station need to be notified of

the decision. The inlermediaries are given 1he opporiunity lo
refuse participation or to confirm their available resources. We
call this process the path reservarion phase. The throughput
value maintained by A, rate,. can be inaccurate. due 10 large
values of the refresh rate of the topology tree and high network
mobility. During the path reservation phase, inlermediate hosts
have the ability Lo adfust the inaccurate throughput values of
their rouling iree edges,

The path reservation phase has the additional purpose of
providing the base stalion with the idenlities of all the inter-
mediate hosts o A, A simple way to achieve this would be
1o require cach notified host to contact the base slalion on
the reverse cellular link and reveal its identity. We avoid this
solution, due 1o the polentially large number of such contacts
on a low bandwidth link.

Figure 2 iflustrates our solution, and Algorithms 1 and 2
present the pseudocode using an Orea [30] like syntux. Orca
is i parallel propramming language for distribmted systems.
that provides elegant constructions for expressing reactive
behavior, such as guardy. Operations can consist of one or
more guirds with symax

guard expression do statementSeq od .

Host A initiales the path rescrvation phase wilh operation
pathReserve. by contacting the base station through its
reverse link, (lines 9-11), with a message of lype INIT,
conlaining A's identily, a session identifier ssny, ratey, a
thresheld value, and an identifier of (he information needed
fraom the hase slation, £n, all encrypied with the scerel session
key shared by A with (he base station. The message struclure
is the following

INIT, Idy, Egs (ENIT. Id,, ssn,, Tate,. thry, fn).

The valees contained in the packel are thc ones described in
line 9. instantiated for host 4. The hreshold value thr, is
the smallest throughput that A considers useful, and must be
therefore larger than A's forward link bandwidth. When the
base station receives an INIT message (line 50), it responds
by sending A a signed message SGN. E“Rs (Idy, ssny, rate,).
When A receives the message (line [2), 1l \'Ll‘lﬁC\ the signalure
and contacts its parenl. with a message of type ADDF wilh the
following siructure

ADDF,Id,.ssn,. EKP"fl. (ADDF, Id,. ssns. rate,), HMACK, (Id,).

When a host N receives an ADDF message (line 20),
ADDF, 1d;, ssn,. HMACG,, Eyss, J{ADDF 1d,.ssny. rate,), Id;.
. Idy, where Id,.Id,.. Idk are the identitics of all the
inlermedlale hosts from A 10 N and HMAG, is an onicn HMAC
of all Ihese hosts as reporied by Idy, it first checks the
signature of BS (line 22), N then checks that the last host in
the path received in the ADDF message. Id,, is its neighbor

“expreasion is a boolean expression and statenentSeq is a sequence of
slatements, The operation containing guards blocks unlil one or mure guards
are rue, Then ane of those guards 1 randomly chosen and ils statemenis are
execuled alomically,



Algorithm 1 The generic host’s view ol the path reservation
and dma forwarding phascs. We use packet[i] to extract the
ilh ficld of packet,

1.O0bject implementation HobilecHost:

2. BS:BaseStation;

3. inQ: InputQueune:

4. Id,=ssn: intoger:

5. rate,throld: real;

6. Ksur - 5tring: #key shared with BS
7. K= :string: #B5's public key

8 (f;crnlion pathReserve()

v, P := new String(INIT, Id, san + +.rate. throld, fn);
10. packet := new Packot(INIT.Ey,,, (p}):

I1. sendToBS (packet);

12. puord inG.first.type = SG¥ do

13, verify(KE3, . sgn := inQ.First[2}):

I4. P := nev String(ADDF. Id, ssn. sgn, hmac{Kmy ., Id)}:
15. packet := naw Packet(ADDF, p):

16. sendToPar(packet);

17. ol

18, cnd

19. Operatinn main()
20, guard inQ.first.type = ADDF do

21. packet := inf).first:

22, sgn = verily (K33, . packet([4]):

2. if correct(sgn. packer) — false tlien

2l p:= new String(ERR, Id. Idy):

25. sendToBS(now Packat(ERR, p)):

26. h

27. store(packet):

2. il cap{parent) < sgn[3] then

29, p = new String(LOW, Id, parent, cap(parent}):
0. sendToBS{nov Packet(LOW. p)):

3L puard inQ.first.type = 5GN do

32, packet[d] := inQ.firstf?];

A3 od

34, ]

35. append{packet, Id):

36. packet[5] := hmac(K.n, . packet[5], 1)
3. sendToPar{packet}:

38 od

s, guard inf).first.type = FLOW do

4. packet ;= inQ.first;

41. il packet[2] = 1d then

42, if checklimac(packet) = true then
+3. b := hmae(Kane  ACK, 1d. packet[3] - 1, packet[d]):
a4 sendToBS(nevPackat(ACK, Id, h}):
43, clse sendToHost{next{packot[2]). packet):
46, fi

17. end

and child in the spanning (ree (line 23) . IF (he check fails. the
host contacts 1he base station with an ERR message containing
its identity and the identity of Idy. Otherwise, if' a message
from A was never reccived by N, N stores a record for A (line
27). with the [ollowing format

[1d4. ssny. HMAC,, Id,].

where HMAC, is the HMAC received.

If both checks succeed. N checks (he capacily of its own link
to its parent, cap(N. P), (linc 28). If cap(N.P) < rate,, il con-
tacts BS, with a message of typc LOW, containing its identity.
the idenlity of i1s parent, and the value cap(N. P) (lincs 29-30).
The base station (lines 57-61) comparcs cap{N.P) wilh thr,.
It itis smaller, it contacis A that will look for an akernaie path,

Algorithm 2 The base station’s view of the path reservation
and dala forwarding phases.

48.0bject implementation BaseStation:

419, Operalinn zain()

50, puard inQ.first.type — INIT do

Al intId := inQ.first|2):

32, packet ;= decrypl(inQ.first{3]. K1a):

53. store(packet):

54 packet := sign(Id. packec|2], packet (3}, KEF, ):
3. sendToHus1{1d. new Packet(SGH, packer }):

56. od

57. puard inQ.first.type = LOW do

58 packet := inf.first :

59. p := signNewRale(packet}:

60. sendToHost (packot[2). new Packer(SGN. p):

61 nd

62 guard inQ.first.type — ADDF o

63. packet = inQ first:

;3 1 if checkHimac{packet) = true hen

65, dest := packet|packet. size|:

Gfs. 1d := packet[2]: # packet[2] is client
67. String info:— E, (retricve(fng, }):

f4. break{info. n}: e

69. fori:— 1 tondo

70. h— hmae{KIE  FLOW. 1d. 1. infoli]):
71, P := new String(FLOW, Id.i.info]i], h):
72, send'ToHosl{dest. new Packet(FLOW. p)):
713, od

4. else detectFanliyLink

75 fi

70 ol

77. end

or choose a dilTerent threshold value, T the value is larger than
the threshold. it replaces rate, with cap(N, P). 1L then relurns
to N the SGH message SGN. Eps{1d,. ssny. cap(N. P)). When N
receives the SGN message (Jine 3[), it replaces the signaturc
in the ADDF packet with the one received in the SGN message
(line 32). N then appends its identifier o the packet (line 35),
computes a new HMAC incorporaling the received HMAC, and
its identity and key shared with the base station (linc 36) and
sends the new ADDF messige 1o its parent ([ine 37). The sent
message has the following format

ADDF. 1d,. ssn;,, EK;.E"(ADDF. Idy. ssny, rate,),

HMAC, (HMAC,. Idy), 13, . Idy

The path reservation process ends when the basc station
receives the ADDF message initiatcd by A (line 62). In lhe
following section we describe the dma forwarding phasc.

E. Daia Forwarding and Black flole Deteciion

When the base station receives an ADDF message (line 62),
BS checks the validity of the HMAC. against the identities
and shired keys with the hosts in the path received (line
64). Tf the HMAC is valid. the base siation retrieves the
information requested in the INIT message and encrypts il
with the symmetric key shared by BS with A (line 67). The
encrypled information is broken inlo packets (line 68) and
forwarded to the host whose identifier is the last in the ADDF



message received by BS (lines 69-73). in messages of type
FLOW

FLOW. Id,. PID. PKT;. HMACy, (FLOW. 1d,. PID, PKT;).

where PID is (he packel idenlifier and PKT; is the it packel of
P P

the flow. PKT, is part of the encrypted requcsted information,
thus maintaining the confidentiality of the information.

Euch host that receives a packet of type FLOW. retrieves
from its local dawabase the record corresponding o Id,, and
forwards the packet on (he link 10 the next hop associated with
Id, (line 45). IFor each packel received. A checks the HMAC
and sends o BS on the reverse cellular link, an ACK packet
(lines 42-44)

ACK. Ed,, HMACk, (ACK. Id,, PID + 1. PKT;)

The purpose of the HMAC with an incremented PID is Lo
authenticale A for BS.

During this phase, packels senl from Lhe base slalion o a
host can be dropped by malicious hesis trying to interrupt
the data flow. Our defense against these attacks is based on
acknowledgments and the insertion of probes [5]. Similar
lo [5). we use a threshold on the number of tolerable packet
losses. and define a fault w be a packet loss hipher than
lhe threshold. Ininally, as seen above. only the clienl host 4
needs 10 send an acknowledgment to the base station, The
base station keeps track of the number of packer losses,
as the number ol acknowledpments not received during a
certain window of packets. When the number of packets nol
acknowledged 1s higher than the acceptable threshold, the base
station detects a faull, and initiates a faulty link discovery
protocol.

The Taulty link discovery protocol consists of selecting a
number of inlcrmediate hosts on the path [rom the base sation
to the client host, A, and requesting them 1o acknowledge
fulure forwarded packets, sent by Ihe base station to A. The
hoslis selecled are called probes. The acknowledgment format
is

ACK. Idp, HMAC, (ACK, Idp. PID -I 1. PKTy),

where Idp is the ientity of the probe, and PKT; ind PID
represent the packet acknowledged and its identifier. The
selection of the probes madels a binary search of the fauly
link. The binary search vicws the path between the base station
and the clienl & as an interval whose endpoints are BS and
A. An interval whose right endpoint does not acknowledge a
packet but whose lefi endpoint does, is said 10 be a faulty
interval. When a faulty inlerval is detected. initially (he BS (o
A inmerval, the intcrval is divided by selecting as a new probe,
the host that is equidistam, in number of hops, to the en points
of the interval. The [aulty interval division process continues
until the faully imerval is a link.

JANUS eliminales several dilficulties of [5]. Firsl, as a side
effcet of 1he path reservation phasc, the sender, BS, knows the
identities of all the hosls on its path 10 A. Untike [5], where
the discovery of the imermediaries is broadcast-based, our
path reservation protocol requires only unicast on the routing
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Fig. 3. Path secambler anack performed by host F against host A, The ADDF
message received by F contains the Identitics of A....E. bt the ADDF message
sent by F to G has a scrumbled list of idenlilics. A. . B, E, F,

trce path between BS and A. Second, in [5], the probes are
sclected by the originator of the traffic. by sending messages
on the multihop ad-hoc path from iself o each prebe. The
acknowledgments sem hy each probe, are also sent on the
multihop ad-hoc path between the probe and the originator.
In comrast, JANUS profits from the dual nature of hybrid
networks, and trunsfers all the communication with the probes
on the secure cellular links, thus preatly reducing the traffic.
By making this distinction of the Tinks in the hybdd nelwork
model, we can view the ad-hoc links as the dala path, and the
cellular links as the control path.

V. ANALYSIS

In this section we present Lhe defenses provided by JANUS
against the altacks described in Scetion 1V-B,

A. impersonation

All the communication between the base station and mobile
hosts is awhenticated using pairwise sceret keys, Moreover,
when the authenticity of packeis needs to be verified by
third party hosts, we use digital signatwres, created with Lhe
base station’s private key. Note hat each host knows Lhe
base station’s public key. (Section ITI-B). The use of digital
signatures is restricted due 1o their high computation cost.
We notc however that mobile hosts onty perform signature
verilication, which is much faster than signature generation,
performed only by the base siation,

B. Rate Inflation and Tunneling

Rale inflation occurs when a host advertises a maliciously
increased bandwidih value on its forward link or one of
its adjacent ad-hoc links. Tunneling occurs when two nron-
adjacent colluding hosts create a path between them, either
through the base sialion or viher mobile hosts, and then
adverlise cach other as neighbors. Since the base station
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verifies the accuracy of the adverlised link bandwidibs using
verifiable location information (Section IV-C) such attacks can
be easily detecled. In the case of wnneling, due 10 the use of
verifiable position information [29]. the actual bandwidth will
be detecled 10 be 0.

C. Denicd of Senvice

In this hybrid sctiing. the only denial of scrvice anacks
can be performed by hosis that repeatedly imiiate a path
reservation protecol, without imending (o use the cstablished
path. wasting (he resources of the intermediale hosts.

Our defense relies on the INIT/SGN siep that eacl host
has 10 perform with the basc station at the beginning of
the path reservation phase. The base station authenticates the
subsequent ADDF messages. by sending the clicnt host a sipned
message (Section IV-D), that the client host has 10 use when
contacting its parent with an ADDF message. The impact of
a denial of service allack is localized by our protocol 10 Lhe
ad-hoc neighbars of a malicious host. The processing of ADDF
packels still consumes resources, nceded 10 verify (he base
station’s signature, although, hosts can decide to ignore ADDF
packets received from repeatedly misbehaving neighbors.

D. Black Hole

Hosls that ignore data packets afier correctly participating in
the path reservation protocol. generate black holes. We detect
such misbehaving hosts, with a link granularity. using 0{log n}
probes, (Section IV-E). The feedback abow malicious links is
indirectly provided by the base station 1o the hosts affected by
them, throuph the use of the topology tree, see Section 1V-C.
More specifically, when (he base station detects a link (u.v).
where v is the paremt of u. responsible for dropping more
packels than advertiscd. it updates the link's bandwidth in
the wpolegy wree. This is done using first a cut{u) operation
to remove the existing link. followed by a link(u.v.w)
add a link between u and v of bandwidth w, where w is the
bandwidth detected during the probing protocol, (Section 1V-
E). Subsequently, when calling mincost., hosts that use that
link will be able to choose a betier neighbor as parent,

E. Path Scrambler

Al the conclusion of the path reservation pratocol, the base
slatton uscs the identilies of the hosts relrieved in the ADDF
packet. and their keys shared with the base station. w© verify
the correctness of the HMAC received in the same packet. The
two values do not coincide only in the case of an intermediate
hosl having lampered with the ADDF message, The basc station
then performs a binary search. similar 10 the one used [or
the black hole attack. in order 1o retrieve a link that has a
malicious host as an endpoint. The only difference from the
black hole countermeasure. is that the malicious link is found
using HMAC vertfication instead of packel loss detection. Let
the path reecived hy BS be Py....Py. The base slation finds
the median of the path. Pyeyyys. und probes it, through the
forward link. ‘The host has to reply with the entire path and the
HMAC,_, value received from its child, The basc station then
checks BMAC,_; against the host's path. The base station can
perform this check since it knows (he idenlilics of the hosts
on the path and the keys used 10 comptie the HMAC.

The search continues on the interval whose left endpoint
has a correct HMAC and whose right endpoinl has an incorrect
value. The search e¢nds when (wo consccutive hosts on the
path received by BS give different results on the HMAC check.
If the two hosts are neighbors, the link is considered malicious.
Otherwise, the host whose HMAC does not check is malicious. It
is casy to see why this is truc if the two hosts are not neighhors,
since each host has to check the parent-child relation during
the path reservation phase. see Scetion IV-D, A host that does
not report i message received {rom a host thal is not its child,
must be malicious. I‘or the case where the hosts are neighbors,
let the 1wo consceutive hiosts be T and U. The HMAC of T checks
and the HMAC ol U does not. Let 8 be the host preceding T
and ¥ the host succeeding U. in the path reccived by BS. The
HMAC of 5 checks and the HMAC of ¥ does not. If § would
be a malicious host. then the HMAC of T would not check.
since S would change the path that T recejves. IT ¥ would be
malicicus and U honest. then the HMAC of U would check. since
V cannol maliciously change the path that reaches one of its
predecessors in the routing tree. before it reaches itsell,
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VI, SIMULATION RESULTS

In this section we compare the performance of JANUS with
UCAN [2]. UCAN proposed the dual imerface model and
introduced an on-demand routing algorithm. We compare the
two algorithms in terms of the celtular and ad-hoe message
overhead introduced. and of the throughput gain achicved.

We perform Lhe experiments by placing mobile hosts in a
square of sizc 886 x 8B6m2. having the base starion, wilh a
iransmission range of 600m. placed at its center. Each haost is
Iherefore covered by the base station’s ransmission range. We
use the dependency between a host’s forward link bandwidth
and its distance 10 the base station, from [2], witl the highest
bandwidth value of 2.4Mbps. We use the random waypoint
mobility model [31}. |32]. withowt a pausc lime, o simulate
the behavior ol mobile hosts, We assumc that the ad-hoc
transmission range of hosts is 115m, with a link bandwidth
of 11Mbps at less than 50m distance and IMpbs at F15m.

A. Nenverk Load

We place helween 50 and 500 hosts in the square of size
886 x 886m?, 20 of which have a low from the base station.
For JANUS, we assume a refresh rate of 0{logn), where n
is the number of hosts, and for UCAN we fix a TTL value
of 3. For each network size, we choose 10 random initial
configuralions, and let the hosts move al a2 maximum speed
of 10m/s for 200 seconds. Figure 4 shows the total number of
cellular and ad-hoc messages required by JANUS and UCAN
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Fig. 6. Pereentage of the oplimum tiroughput achieved by JANUS and
UCAN. when the number of Losts grows rom 50 to 500 and e number of
cancurrenily supported [bws is half the number of hosts.

for 200 seconds of host movements, averaged over the 10
initial configurations.

Figure 4(a) shows that the overhead of JANUS in terms
of cellular messages grows nuch slower than in UCAN, In
JANUS. the mumber of cellular messages is dominated by
the proactive part, where at cach refresh period, all the hosts
contact the base slation to update the 1opology tree. Even
though reactive, UCAN necds 1o mainiain the paths used by
the Mows, that often break due 10 host mobility, Every hosl that
receives the flooding message from a host with a lower [orward
link bandwidth, contacls the base stulion. The overhead in
terms of the number of ad-hoc messages, shown in Figure 4(b)
is higher for JANUS for neiworks with less than 15¢) hosis,
but smaller for larger networks. This is because in JANUS,
the number of ad-hoc messages is dominated by the periodic
beaconing of the parem host in the routing tree, On the other
hand, lor dense netwarks, UCAN needs 10 contact many hosts
in arder 1o update broken paths (up to 200 hosts per broken
pith for a network of 500 hosls),

In the second experiment, we place 250 hosls in the same
square, cach host movinp at a maximum speed of 10m/s. We
increase the number of concurrent Nows from 5 to 30. For cach
experiment. we choose 10 random initial configurations, each
with a different se1 of hosts concurrently supporting flows,
and perform each cxperiment for 200 seconds. Figure 5 shows
the number of cellular and ad-hoc messages required for the
per-flow maintenance in JANUS and UCAN. Since most of
the wraffic overhead of JANUS is generated by the proactive
part of the protacol, the number of messages experiences
only a small increase with the number of concurrent flows,
thus the number of per-flow mcssages decreases abruptly
with the number of flows. For UCAN however, the growth
is significant, proportional 10 (the number of fAows, which
explains the almost constant pumber of messages required for
a flow. In terms of (he cellular overhead. JANUS is constantly
morc cfficient than UJCAN, whereas in terms of the ad-hoc
overhead, JANUS starts paying off when there are more than
|5 concurrent fows. However, since the main [unctionality of
hybrid cellulur and ad-hoc nelworks consists in accessing the
cellular base station. it is reasonable to assume Lhat the number
of concurrent flows will be high,



B, Throughput Gain

We measure the throughput gain achicved by JANUS and
UCAN, when compared with the optimal achicvable rate, The
optimal achievable rate ts computed when the Aow of each
client gees through the highest threughput path possible. and
we compule it ofl-line. In this experimen. the number of hosis
grows from 50 to 500, where in each newwork configuration
half of the hosts maintain @ flow. JANUS is run with a refresh
rale of logn. where n is (he number of hests, and UCAN
with a T'I'L of 5. The hosls move at a maximum speed of
3mfs. For cach value of n. between 50 and 500, we choose
10 random initial configurations and let the cxperiment run {or
200 seconds, and plot only the average valucs. Figure 6 shows
that JANUS is able to route the flows with a L1otal throughpul
of around 80% of the optimal. The performance of UCAN
deleriorales very quickly when the number of hosts approaches
100. due lo congestion of hosis thal report i pood downlink
rate to the base stalion.

VII. CONCLUDING REMARKS

In this paper we have presented JANUS. a secure rout-
ing ulgorithm for dual interface. hybrid networks, We have
described several attacks that malicious hosts can perform
apainst such networks, and we have explained the defenses
provided by JANUS. We have measured experimentally the
overhead incurred and throughput achieved by JANUS and
have shown that it owmperforms UCAN by a large margin,
without compromising the security of the network, While we
have focused on hybrid networks consisting of a cellular and a
wireless inlerface, we believe that the network model proposed
is genera] enough to accommodale any network whose hosts
communicate through fast but ephemeral links with each other,
burt with a slow and relizble link (o a ceniral access point.
Future wark in the same lines concentrates on exlending
the techniques presented here for overlay neiworks, which
demonstrute a related set of securly lhrcats and they could
be modcled in a similar fashion as hybrid nerworks.

REFERENCES

{11 P. Kyasanur and N. Vaidya, “Detection and handling of MAC layer
misbehavior in wireless networks™ m Jarernarional Conference on
Dependalde Systems and Networky (DSNO3), 2003,

H. Luo, R. Ramjee, P, Sinha, [ E. Li. and 5 Lu, “Ucan: a unthed
cellular and ad-hoc network architecture.” in Proceedings of the Sh
annnal imternational conference on Mobile compining amd networking.
Rp. 353-367. ACM Press. 2003

N. B. Salem. L. Buttyan. J.- Hubaux. ant) M. Fakobsson. “A charging
and rewarding scheme fer packet forwarding in mwlti-hop cellular
neiworks.” in Procecdings of the -t ACM iwrernarional svimposium on
Mohile ad hoe nerwerking & compuring. pp. 13-2:1 ACM Press. 2003,
5. Copkun, J. P. Hubaux. and M. Jukuhsson, “Secure and privacy-
preserving  communication in hybrid ad hoe networks.” Tech. Rep.
1C/2004410, EPFL-LC, January 2004,

B. Awerbuch, D. Holmwer. C. Nita-Rotaru. and H. Rubens, “An on-
demand secure rouling protocol resilient 1o byzanting Lilures,” in ACMH
Workshop on Wircless Securiny (Wile). Scplember 2002,

I Papadimitratos and Z. Haos, “Sccure routing for mobile ad hnc
netwarks.” in SCS Comnumication Networks and Distributed Sysiems
Modeling and Simulation Conference. pp. 27-M1. January 2002,

Y.-C. Hu, . B, Johnson. and A. Perrig. “SEAD: Secure effi cient distance
veetor roulng for mobile wircless od hoc networks.” in The fih JEEE
Werrkshiop on Mobite Computing Systemy ol Applications, June 2002,

[2]

(31

Bl

15]

I6]

7

[R] ¥.-C. Hu. A. Perig, amd D, B, Johnson. “Ariadue: A secure on-demand
ronting pretocal for ad hoc networks.” in The Sth ACM Iaternasional
Confercuce on Mohile Compning and Networking. Scplember 2002
K. Saprgiri. B. Dahill, B. N. Levine, €. Shiclds, and E. Belding-
Ruyer. “A secure routing protacal for ad hoc networks,” in {0t JIEEE
Imtemational Conference on Network Pratacals {FONP'02). November
2002,

[101 5. Mami, T, Giuli, K_ Lai. and M. Baker, “Miligating routing misbchavior
in mobile ad hoe newworks™ in The 6tk ACAM fnternational Confereuce
on Mobifc Computing and Networking. August 2000,

T. Fujiwara. N. Iida, and T. Walanabe, “An ad hoc vouring protocol
in hybrid wircless networks for cmergency communications.” in IEEE
HCDCS2004 (WWAN2ZD04), pp. T48-754, March 2004,

Q. Sun and H. Garcia-Molina. "Slic: A selfish link-based incentive
mechanism for unstruclured peer-to-peer networks.” in Praceedings of
the 24tk hteruntional Conference on Distribmted Computing Svstems
(1CRCY04). pp. 506-515. TEEE Compuler Socicty, 2004,

R, T.B. Ma. 5. C. M. Lee, J. € S, Lui. and D. K. Y. Yau, “An incentive
mechamsm for p2p networks.” In Proceedings of the 24th heryational
Canfrrence on Disiributed Camputing Systems (ICDCS'(4), pp. 516—
52). IERE Computer Socicly. 2004,

K. G. Anopnostakis and M. B, Greenwald. “Exchange-based incentive
mechanisins far peer-lo-peer fi le sharing.” in Praveedings of the 24th In-
teruatianal Conference on Distribited Campriing Systems (ICDCS'(4),
pp. 524533, [EEE Computer Socicty. 2004

K. Chen aml K. Nphrstedi. “ipass: An incemive compatible auction
scheme 1o enehle packet ferwarding service in manel.” in Proceedings
of the 24th huernationol Conference on Distribited Computing Systemy
(JCDCS04), pp. 533-542. [CEE Compuler Sociery, 2004,

Y.-C. Hu, A, Perrig, and . B. Jolinsen. “Packel leashes: A defense
agmnst wormhole atlacks in wireless ad hoe netwarks.” in Proceedings
af the 229 Amal Joinr Confrrence of the IEEE Computer and
Conmmunications Secieries (INFOUOM 2003, April 2003,

Y.-C. Itu, A, Perrig. and D. B. lohnson. “Rushing attacks and defense
in wireless 2d hoc netwark rouling protocols.” in ACM Workshiop on
Wirelesy Secority (Wise). 2003.

C. E. Perkins and P. Bhapwal. “Highly dynamic destination-sequenced
distance-verlor ronting (DSDV) for mobile computers,” in ACM SIG-
COMM' 24 Confercice on Cormmmumications Architectures, Protocels and
Applicarions. 1991

D, B. Johnson. D A, Malle. and I, Broch, DSR: The Dynamic Saurce
Rowting Protocol for Mulri-Hap Wireless Ad Hoc Nenwvorks. in Ad Hoe
Nenverking, ch. 3. pp. 139-172_ Addison-Wesley. 2001.

C. E. Perkins and E. M. Roeyer, Ad hoc Metworking. ch. Ad hoc On-
Demand Disance Vector Routing.  Addison-Wesley. 2000.

E. Barkan. E. Biham. and N. Keller, “Instumt ciphentext-only cryptanaly-
sis of psm enerypled communication,” in Proceedings of CRYPTO2003.
pp. 600-616, LNCS, 2003,

"GPRS sccurity threats and solutions” White Paper by NetScreen
Technologics Inc.. March 2002,

Y, Niemi and K. Nyberg., UMTS Security. Wiley Publishers, December
2003.

F. H. Bana. “Global pasitioning system overview.” The Geographer's
Cmafl Progect, Dept. ef Geography. Univ, TX Austin. 1995.

1. Bellurdo amd 5. Savape. "802.11 denial-of-service atlacks: Real
vulnerabilities and practical solutions.” in In USENIX 2003, 2003.

G. N. Fredericksan, "Ambivalent data structures for dynamic 2-edge-
conneclivity and k smallest spanning trees)” SIAM L of Comp..
vol, 26(2). pp. 484538, 1997,

K. Lai and M. Baker, “MNettimer: A 100l for measuring botifeneck
link bandwidih,” in USENIX Sympositn on Intemet Technologies amid
Svstems. March 2001,

C. Dovrolis. P. Remanathar. and D, Moore. *What do packet dispersion
lechniques measure?.” in FEEE INFOCOM, April 2001.

E, Gabber and A. Wool, "On location-resiricted services.” IEEE Net-
work, vol. 13, pp. 4452, Nov/Dec 1999,

H. L. Bal. R. Bhuedjang, R. Holman. C. Jacobs. K. Langendoen. T. Rull,
and M. F. Kaashoek, "Performance cvaluation of the orca shared-ohject
sysiem,” ACM Trans, Compad. Sysi.. vol. 16, no, 1. pp. 10, 1998.

D. B. Johnson and D. A, Maltz. Dynaemic Sonrce Ronting in Ad Hoc
Wirelexs Nerworks, vol. 353 of Mebifc Compnting. Kluwer Academic
Publishers. 1996,

J. Yoon. M. Liu. and B. Naoble, “Ranslom waypaint considered harmful
in INFOUOM. 2003,

19

1l

0

(13

[14]

[15]

[161

M7

[18]

[19)

[20]

[211

[27]

[28)
(291

[30]

131

(32)



	Purdue University
	Purdue e-Pubs
	2004

	JANUS: Towards Robust and Malicious Resilient Routing in Hybrid Wireless Networks
	Bogdan Carbunar
	Ioanis Ioannidis
	Cristina Nita-Rotaru
	Report Number:


