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Introduction

Quality weigh-in-motion (WIM) traffic data is essential not only in general transportation application, but also in pavement design. The new AASHTO Mechanistic-Empirical Pavement Design Guide for New and Rehabilitated Pavement Structures (MEPDG) requires information on the detailed truck traffic, such as truck traffic volume, truck traffic monthly and hourly variations, vehicle class distribution, axle load, and axle load distributions, instead of the traditional ESALs. In addition, the Indiana Department of Transportation (INDOT) needs to collect traffic data frequently so as to timely provide accurate traffic information for planning, program development, operations, and pavement management. Currently, INDOT is using the pneumatic road traffic counters in traffic data collection, such as particular short-term or temporary traffic data collections. However, the pneumatic road traffic counter requires installation of rubber tubes on the pavement surface. As a result, the installation of rubber tubes usually creates safety issues to our workers and is timely consuming and labor intensive. Therefore, it is an urgent need for INDOT to utilize new devices to enhance the safety of field traffic data collection without compromising data quality.

This study consists of two parts. The first part is to verify the accuracy of WIM vehicle classification and develop models for vehicle classification corrections using image processing technologies. The second part is to install and then evaluate a traffic surveillance system, i.e., the Transportable Infra-Red Traffic Logger (TIRTL). In the first part, the investigators collected video and WIM traffic data at WIM sites statewide. A digital image based vehicle monitoring and classification system was developed for verifying weigh-in-station data, in particular the vehicle classification counts. Based on the real world WIM and video traffic classification data, allocation factors were determined for correcting the unclassified vehicle counts associated with the WIM traffic data.

In the second part of this study, a TIRTL system was installed to collect traffic data near a WIM site. Hourly traffic data was first gathered manually and by video cameras to verify the potential errors associated with the TIRTL vehicle counts. Large amount of daily WIM traffic data was also utilized as baseline data to evaluate the field performance of TIRTL and assess the impact of various weather conditions, such as fog, rain and snow, and thunderstorm on TIRTL’s performance. The evaluation was based on the FHWA Scheme F Vehicle Classification and solely a data-driven process..

Findings

The digital image based vehicle monitoring and classification system developed by this study is user friendly and can be easily to setup, and perform data acquisition, vehicle monitoring, and length-based vehicle classification. This system can help develop the models for correcting weigh-in-station data, in particular the unclassified vehicle counts. It was shown that the traditional method to treat all unclassified vehicle counts as trucks is too conservative and will largely overestimate the truck traffic volume. Video technologies can provide accurate and effective vehicle detection when vehicles are classified into four categories, including two-axle, four-tire vehicles, single unit trucks, single-trailer trucks, and multi-trailer trucks.

WIM sensor malfunction can generate serious vehicle classification issues. The percentage of unclassified vehicles increases as vehicle counts increases. As the number of travel lanes increases, the possibility for vehicles to execute lane changing or passing increases. Therefore, more vehicles may occupy two adjacent lanes or change speeds on sensors, leading to greater percentages of unclassified vehicles. It becomes unacceptable when the percentage of unclassified vehicles exceeds 4% for a single lane.

Based on the WIM data statewide, the unclassified vehicles mainly involved single tractor trailers and passenger cars. Single unit trucks were most likely classified by WIM. While traffic volume and lane number are the two main contributing factors, it is
unrealistic to predict the unclassified vehicles in terms of traffic volume and lane number at this time. Overall, vehicles under Categories 1, 2, 3, and 4 account respectively for 35%, 5%, 48%, and 12% of the total unclassified vehicles.

Under clear weather conditions, the TIRTL vehicle counts agreed very well with the manual and video vehicle counts, respectively. When vehicles are classified into four categories, such as two-axle, four-tire vehicles, single unit trucks, single-trailer trucks, and multi-trailer trucks, the accuracy of vehicle classification for Category 1, including all two-axle, four-tire vehicles, was better than that for tractor trailers. WIM vehicle counts were utilized to validate the performance of TIRTL system. Unlike WIM system, the number of unclassified vehicles by TIRTL was very small.

**Implementation**

The findings on WIM vehicle classification will be utilized by the INDOT Office of Research and Development to adjust truck traffic volumes and vehicle class distribution for the implementation of the new AASHTO MEPDG statewide. The adjustment factors can be used to make corrections on the truck traffic volume and allocate the unclassified vehicles based on vehicle categories.
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For axle-based vehicle classification, i.e., the 13-class FHWA vehicle classification scheme, great discrepancies existed between the WIM and TIRTL vehicle class counts. Both WIM and TIRTL demonstrated difficulties to distinguish Class 3 from Class 2. However, TIRTL demonstrated better performance to identify vehicles under Class 3 than WIM, regardless of weather conditions. Under Class 5, the TIRTL vehicle counts were more reasonable than the WIM vehicle counts. The WIM system might over-count vehicles under Class 5. Based on the default truck class distributions, TIRTL might provide vehicle classification more accurate than WIM. Under normal weathers, fog, snow, and rain did not affect TIRTL’s performance. Under thunderstorm weather, however, TIRTL might undercount vehicles regardless of vehicle class.

The findings on TIRTL traffic data collection are intended to assist INDOT Traffic Monitoring Section in assessing the accuracy of TIRTL vehicle classification data and its field performance under various weather conditions. Necessary training will be provided to INDOT pavement designers.
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Quality weigh-in-motion (WIM) traffic data is essential not only in general transportation application, but also in pavement design. The new AASHTO Mechanistic-Empirical Pavement Design Guide (MEPDG) for New and Rehabilitated Pavement Structures requires information on the detailed truck traffic, such as truck traffic volume, truck traffic monthly and hourly variations, vehicle class distribution, axle load, and axle load distributions, instead of the traditional ESALs. In addition, the Indiana Department of Transportation (INDOT) needs to collect traffic data frequently so as to timely provide accurate traffic information for planning, program development, operations, and pavement management. Currently, INDOT is using the pneumatic road traffic counters in traffic data collection, such as particular short-term or temporary traffic data collections. However, the pneumatic road traffic counter requires installation of rubber tubes on the pavement surface. As a result, the installation of rubber tubes usually creates safety issues to our workers and is timely consuming and labor intensive. Therefore, it is an urgent need for INDOT to utilize new devices to enhance the safety of field traffic data collection without compromising data quality.

This study consists of two parts. The first part is to verify the accuracy of WIM vehicle classification and develop models for vehicle classification corrections using image processing technologies. The second part is to install and then evaluate a traffic surveillance system, i.e., the Transportable Infra-Red Traffic Logger (TIRTL). In the first part, the investigators collected video and WIM traffic data at WIM sites statewide. A digital image based vehicle monitoring and classification system was developed for verifying weigh-in-station data, in particular the vehicle classification counts. Based on the real world WIM and video traffic classification data, allocation factors were determined for correcting the unclassified vehicle counts associated with the WIM traffic data.

In the second part of this study, a TIRTL system was installed to collect traffic data near a WIM site. Hourly traffic data was first gathered manually and by video cameras to verify the potential errors associated with the TIRTL vehicle counts. Large amount of daily WIM traffic data was also utilized as baseline data to evaluate the field performance of TIRTL and assess the impact of various weather conditions, such as fog, rain and snow, and thunderstorm on TIRTL’s performance. The evaluation was based on the FHWA Scheme F Vehicle Classification and solely a data-driven process.
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INTRODUCTION

Background

In the past decades, vehicle classification data has been widely used in transportation planning, highway operations, traffic analysis, and performance measurements. This data serves as the starting point for other needed transportation statistics, including truck vehicle miles traveled (VMT), and freight tonnage carried by trucks along certain roadways or on the whole highway network. In addition, this data has been utilized to estimate the traffic load design inputs such as equivalent single axle loads (ESALs) for pavement structural design and to calculate the pavement remaining life for pavement management systems. Recently, a new pavement design guide, the AASHTO Mechanistic-Empirical Pavement Design Guide (MEPDG) (1) was released as a tool for the design and analysis of new and rehabilitated pavement structures.

The AASHTO MEPDG utilizes a comprehensive suite of design inputs to design pavements with enhanced reliability and desired performance. The traffic input approach in the MEPDG is more consistent with the state-of-practice for traffic monitoring outlined in the FHWA Traffic Monitoring Guide (TMG) (2). It becomes possible for state highway agencies (SHAs) to develop a harmonious and integrated traffic database that can be used not only for transportation applications such as planning and programming, but also for pavement structural design and analysis. However, SHAs are facing great challenges to implement the MEPDG due to the considerable amount of design inputs needed and the selection of the corresponding reliability level for each pavement project. As an illustration, the MEPDG requires information on the detailed truck traffic volume, truck traffic monthly and hourly variations, vehicle class distribution, and axle load distributions, instead of the sole traffic input, i.e., ESALs.

In an effort to address the implementation issues and to make those advantages become real, the INDOT Office of Research and Development has initiated research activities for possible implementation of the AASHTO MEPDG. As part of the effort, initiatives have been undertaken to assess potential issues that may arise from traffic data acquiring and processing,
and to assess technologies and data needs to meet the traffic input requirements of the MEPDG (3). Considerable work has been done to process the weigh-in-motion (WIM) data collected at all WIM sites statewide. Traffic data input architecture has been established. Updated knowledge has been achieved on the characteristics of truck traffic and truckloads. Preliminary results have been recommended to the INDOT Pavement Design Committee and findings have been presented at TRB annual meetings to share our knowledge and experience with other SHAs.

Problem Statement

Data quality plays an important role in identifying truck traffic design inputs that are required in the MEPDG. Joint efforts have been made by INDOT and Purdue University to ensure WIM data quality (4). However, the algorithms used for WIM vehicle classification may not function properly in some occasions. As a result, many vehicles may not be classified. Figure 1 shows the counts of vehicles that were not classified. At the two WIM sites on US-41 and I-65, the unclassified vehicle counts are almost constant over time. On the Borman Expressway site, however, the unclassified vehicle count varied from time to time and accounted for more than 30% of the total vehicle count in October. It is possible that the setting of the time-out or vehicle-length threshold might be inappropriate. However, other factors such as involvement of multiple vehicles will also create an axle configuration that is not defined in the WIM system. In addition, it appears that both traffic volume and number of lanes have an impact on vehicle classification.

Figure 1 Unclassified Vehicle Counts
As a general practice, SHAs usually assign those unclassified vehicles to pre-determined truck classes. Consequently, the truck traffic is usually overestimated and the resulting pavement structures may become very conservative. In order to evaluate the effect of unclassified vehicles on the pavement design, the MEPDG analysis software was utilized to examine the pavement performance on different highways by assuming a percentage of 5%, 10%, 20%, and 30% for the unclassified vehicles. As presented in Figure 2 are the predicted pavement distresses, such as longitudinal cracking and alligator cracking. Both longitudinal cracking and alligator cracking increase as the unclassified vehicle count increases. Apparently, it is a significant need to verify the WIM vehicle classification using alternative and more accurate approaches.

Figure 2 Effects of Unclassified Vehicles on Pavement Cracking
In addition, INDOT Planning needs to collect traffic data frequently so as to timely provide accurate traffic information for planning, program development, operations, and pavement engineering. Currently, INDOT is using the pneumatic road traffic counters in traffic data collection, such as particular short-term or temporary traffic data collections. However, the pneumatic road traffic counter requires installation of rubber tubes on the pavement surface. As a result, the installation of rubber tubes usually creates safety issues to our workers, in particular on the high-speed highway facilities. Also, the installation of rubber tubes is time consuming and labor intensive. It takes approximately six man-hours to install the tubes on a four-lane interstate highway. Recently, INDOT started to experiment a traffic data collection device, i.e., Transportable Infra-Red Traffic Logger (TIRTL) (5). While it was reported that TIRTL can support a variety of applications for data collection and its installation is non-invasive, no firsthand information is available on the concerns about field installation, data accuracy and reliability, in particular the field performance under unfavorable conditions.

Objectives

The objectives of this study are threefold: (a) to implement emerging technologies developed to verify the accuracy of WIM vehicle classification; (b) to develop implementation models based on the main factors such as the number of lanes, traffic volume, and truck percentage to generate correction factors for unclassified vehicles; and (c) to evaluate the field performance of TIRTL under different conditions. It is expected that once the objectives are fulfilled, this study can provide more reliable WIM data for pavement design and other transportation applications, and enhance the safety of field traffic data collection without compromising data quality.

Main Tasks and Research Approach

Synthesis Study

This study will conduct a literature review to examine the algorithms for WIM vehicle classification, the effect of WIM setting on the accuracy of vehicle classification, and the potential issues on the use of image technologies for traffic data collection and vehicle
classification. This study will also review the signal producing and processing technologies related to the proposed traffic counter/classifier, TIRTL. The synthesis will focus on resources such as FHWA reports, state highway agency reports, TRB papers, ASTM standards, NCHRP studies, and FHWA Long-Term Pavement Performance (LTPP) Specific Pavement Study (SPS) Traffic Pooled Fund Study TPF-5(004).

**WIM, Image, and TIRTL Traffic Data Collections**

In order to verify the accuracy of WIM vehicle classifications and evaluate the performance of the proposed device, WIM, image and TIRTL traffic data will be collected on selected WIM or automatic vehicle classification (AVC) sites. The selection of WIM sites will take into account many factors, such as highway class, number of lanes, traffic volume and truck percentage. The pre-determined WIM sites will be those on highways with one to three lanes in one direction, such as Borman Expressway, I-65, I-465, I-74, US-24, and US-31, so as to produce representative solutions for highways in Indiana. The WIM traffic data will be collected using the existing WIM systems. The image traffic data will be collected at the selected WIM sites using video cameras during different hours such as peak hours and non-peak hours. The vehicle count/classification data using TIRTL will take into account the effects of time period, traffic volume and weather conditions.

**Automatic Traffic Data Classification Using Image Processing Technologies**

In the project, an automatic traffic data classification system using image processing technologies will be developed / implemented. This proposed system will consist of six stages:

- Video Image Acquisition: acquire video images containing traffic data
- Image De-noising: remove the noise occurred during data collection
- Image segmentation: segment the vehicles out from the video images
- Region Tracking: track interested regions over a sequence of images using spatial corrections between video frames.
- Object Classification: This step will classify the vehicles into three different classes: passenger vehicles, single-unit trucks, and combination trucks.
- Output: Output the classification results.
This Image-based traffic data classification system can offer a number of advantages over current approaches: First, lane changes can be detected and counted in the classification. Second, the tracking function provides dynamic information of moving vehicles, which can improve the accuracy of vehicle classification. Third, the accuracy of this system can be verified by human operators using a manual counting/classification method. Finally, this system is easy to deploy.

**Data Analysis**

The WIM and image traffic data collected simultaneously will be examined to verify the accuracy of WIM vehicle classification and identify the unclassified vehicles. The developed automatic traffic classification system based on image processing technologies will be utilized to accomplish this task. Sensitivity analysis will be conducted to evaluate the effect of traffic characteristics and highway lane geometrics on the accuracy of WIM vehicle classification and to determine the potential patterns or trends associated with the variation of the unclassified vehicle count. The traffic data collected using TIRTL and AVC system (or image equipment or WIM) will be examined in light of the time period, number of lanes and weather.

**Model Development and Verification**

Models will be developed to generate correction factors for unclassified vehicle counts with respect to potential factors such as the number of lanes, traffic volume, truck percentage and to assign the unclassified vehicles to the pre-determined vehicle classes. The models will be verified using the WIM and image traffic data collected on other highways.

**Performance Evaluation of TIRTL**

The performance of the proposed device, TIRTL, will be evaluated so as to examine not only the unit system errors, but also the accuracy and reliability under different road, traffic and weather conditions, including roadside and median ground vegetation, peak and off-peak hour, daytime and nighttime, raining and snowing. Comparative data will be collected using different methods, such as manually, using TIRTL, from WIM site, and using video camera. This study will also evaluate the long-term performance of TIRTL for possible use in place of other AVC devices at some permanent sites or for possible use as a support for WIM systems in vehicle classification and counting.
Report

The study approaches, data, and results will be documented. Computer program and models will be available for verifying vehicle classification when the project is completed. Recommendations will be made for correcting WIM vehicle classification data and use of the proposed device in traffic data collection.
Chapter 2

DEVELOPMENT OF DYNAMIC CONTENT BASED VEHICLE TRACKING AND TRAFFIC MONITORING SYSTEM

Overview

Traffic data may be obtained from different vehicle sensing technologies, such as loop detectors, microwave radars, infrared detectors, and laser sensors. With the rapid advance of video camera and computer technologies, the application of vision-based vehicle monitoring system has been increasing dramatically. Compared to the vehicle sensing technologies, in particular loop detectors, the vision-based vehicle monitoring system offers a number of advantages. First, the vision-based vehicle monitoring system is more economic and easy to install. Second, this monitoring system serves as a real-time vehicle observer and provides useful video data for a variety of field traffic studies, in particular for validation of other vehicle sensors. Third, a larger set of traffic parameters such as lane changing, congestion, and accidents, can be obtained and measured based on the information content associated with image sequences. In contrast, the loop detectors are limited to a spot where they are deployed. In addition, the cameras are easier to install as well as less costly.

Video image processing based vehicle tracking and traffic monitoring has been an active research topic in computer vision and image processing. Baker et al. used a feature-based method with occlusion reasoning for tracking vehicles in congested traffic scenes (6, 7). This approach is computationally expensive. Karmann et al. used adaptive background subtraction method to track moving vehicles (8). Subtracting the background is a popular technique for moving object tracking. The differences are in how to obtain the background and how to subtract it. Masound et al. adapted a similar approach with lane change tracking (9). Later on, Gupte et al. adopted a similar concept and developed a vehicle detection and classification scheme based on instantaneous backgrounds (10).

Karmann et al. defines the background to be a slow, time-varying image sequence, while Gupte et al. updates the background by adding the weight of the current background obtained
from the current frame to the previous background. The key step in vision-based systems is image segmentation. Traditionally, the segmentation is often assumed to be able to accurately extract the object of interest from the background image autonomously. Existing image segmentation algorithms assume (11): 1) The region of the object of interest is uniform and homogeneous; 2) Adjacent regions should be differing significantly.

But for vehicle tracking, these traditional assumptions are often wrong. Figure 2-14(a) shows an example of a cargo truck with a number of cars attached to the trailer. It should be only counted as one vehicle. However, this region of this object is neither uniform, nor homogeneous. Figure 2-14 shows an example to a group of same kind of trucks. They are two vehicles. But the characteristics of the two objects are very close to each other; these two are connected as one region in the scene. As a result, the connected region is uniform and homogenous. It would be detected as one region if assumption 2 is used.

![A cargo truck with non-uniform/non-homogeneous characteristics](image1) ![A group of same kind of trucks on the road.](image2)

**Figure 2-14 The Problems of the Traditional Segmentation Assumptions**

Content-based image segmentation methods have different approaches. They segment the image based on the characteristics/features of the targeted object. Fuh et al. uses relationship tree matching approach to achieve hierarchical color region segmentation (12). This approach is designed for content based image information retrieval. Chen et al. proposed adaptive perceptual color-texture based method (13). It aimed at segmentation of nature scenes. Gevers uses matching
feature distribution based on color gradients for content-based image retrieval of textured objects under nature scenes (14). Sun et al. proposed semiautomatic video object segmentation using vsnakes (15). This approach needs the semantic object initialization with human assistance. Farmer et al. proposed a wrapper-based approach for image segmentation and classification (16). In this approach, the shape of the desired object is used in feature extraction and classification as an integrated part of image segmentation.

However, none of the above methods will be suitable for our application. Vehicles on the highway may have very different shapes. Figure 15-2 shows the 13 classes by the Federal Highway Administration (FHWA). In real life, individual vehicles in the same class can be very different.

![Figure 15-1 FHWA 13 Vehicle Classes](image)

Figure 15-1 FHWA 13 Vehicle Classes
Traditional Vehicle Categories

In the FHWA vehicle classification scheme (2), vehicles are divided into 13 classes in light of vehicle dimension and axle characteristics as shown in Figure 2-2. Because of the complications of real-life vehicle sizes and the difficulties of field video image acquisition, it is unrealistic to identify the class of each individual vehicle and provide the results using all 13 FHWA vehicle classes. On the one hand, vehicle sizes and axle characteristics vary significantly even in the same class. On the other hand, the effects of all passenger vehicles are negligible on pavement structures and only vehicles of Classes 4-13 are considered in pavement design. In particular in the process of estimating the equivalent-single axle loads (ESALS) (17), each individual truck is converted into a certain number of ESALS simply based on the truck is a single unit truck or a tractor trailer.

In this study, one of the main goals is to validate the WIM vehicle classification data and examine the classes of those unclassified vehicles. To be compatible both with the FHWA vehicle classification and the primary interest of pavement design, vehicles are further grouped into four broad, traditional categories as shown in Table 2-1. Category 1 includes all passenger vehicles of Classes 1-3. Category 2 consists of all single unit trucks, such as vehicles of Classes 4-7. Category 3 consists of all single tractor trailers, including vehicles of Classes 8-10. Vehicles of Classes 11-13 are multi-trailer trucks and are grouped into Category 4.

Table 2-2 Four Traditional Vehicle Categories

<table>
<thead>
<tr>
<th>Vehicle Category</th>
<th>FHWA Vehicle Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Classes 1, 2, and 3</td>
</tr>
<tr>
<td>2</td>
<td>Classes 4, 5, 6 and 7</td>
</tr>
<tr>
<td>3</td>
<td>Classes 8, 9, and 10</td>
</tr>
<tr>
<td>4</td>
<td>Classes 11, 12, and 13</td>
</tr>
</tbody>
</table>

Approach for Digital Image Processing

In this study, the dynamic content based image segmentation method was employed for developing the vehicle tracking and traffic monitoring system. The digital image processing approach in this system consists of six stages, such as video image acquisition, lane selection, image
preprocessing, dynamic content-based image segmentation and region tracking, vehicle counting, vehicle classification, and output

**Image Acquisition**

Traditional vehicle classification and tracking systems use industry graded cameras and mount the cameras in a very high and fixed location. The benefits of this kind of image acquisition systems are:

- It is very easy to model the vehicle in the image since the projection is fixed.
- The image tends to have higher quality and less noise.
- The cameras are mounted high, and can have unblocked view of the vehicles.

In this study, it is needed to have an acquisition system that can be easily moved around, easily setup without blocking/affecting the traffic, and can acquire the data at any angle. However, this kind of sitting would not work for this project because it is hard to move and mount. This study developed an image acquisition system that uses camcorder (customer electronics), which is light weight, easy to mount and move. In this system, the SONY DCR-SR100 Handycam hard drive camcorder is used. The acquired videos can be directly saved in the camcorder.

To connect the camcorder with the computer, this study further designed a Matlab Graphic Unser Interface (GUI) to allow users to easily acquire the data from the camera to the computer in real-time. If the users prefer to acquire the data first and process the data off-line, the system also provides such capability. The users can choose “load data” and then process.

**Lane Selection and Data Projection**

There are two ways for lane selection: automatic lane selection or manual lane selection. In the literature, when designing the automatic lane selection, the authors often assumes that the vehicles will be stay in the same line all the time, or assumes that the parameters of the camera location are known. Both are not practical in this project.

The lane selection is one of the most important initial steps in this system. It is important to have accurate selection and adapt to any kinds of camera settings. Therefore, in this project, the manual selection approach was used. After connecting the camcorder with the computer using Matlab GUI, the “lane selection” button will be visible for the users to select. The users can input
the total number of lanes in the video image and use mouse to select the lane boundaries. The process is fast and easy. With user interfering, it is much more accurate.

**Image Preprocessing**

In this study, in order to ensure the entire system is easy to move and setup, a Laptop was used. The processing power of the laptop is far less than that of the high end computing equipment used in many researchers in this area. The image resolution of each frame is about 1M, and 30 frames per second. This results in a lot of data for processing. In this project, to ensure that the laptop can process the data in real-time, the image was down sampled to improve the speed. This downsampling process can greatly reduce the process speed, but at same time, it makes it much more challenging in the image processing step.

In this study, the system can work on any video images with the resolution of each frame is more than 20K pixels (around 100x200), frame speed more than 15 frame/second.

**Dynamic Content-Based Image Segmentation**

The dynamic content-based image segmentation is performed as follows:

(a) **Background Calculation.** The first step to segment the region of interest is to calculate and update the background. This method should be robust enough for accurate vehicle segmentation. At the same time, it should be fast enough to operate. In this study, the background was updated for every N frames. N can be chosen by the users. The smaller the N is, the more often the update would be. However, it will take more computation time. If N is too big, there will be long-delays in the background update. By taking two consecutive video frames, and subtracting them, only the objects in the frames which are moving will produce non-zero pixel values in the resulting difference image. Once the difference image is produced, the R, G, and B layers are turned into binary images where $I_x(i,j)$ is the pixel value at (i,j), $L_x$ is the binary image, and x is either R, G, or B. The frame subtraction method is summarized with the flow chart in Figure 2-16.

(b) **Preliminary Segmentation.** Preliminary segmentation serves two functions: 1) remove the background from the current video frame; and 2) threshold the image to find potential regions of interest.
Figure 2-16 Flow Chart for the Frame Subtraction Method

The preliminary segmented image is calculated by:

\[
g_i(x, y) = \begin{cases} 
1, & \text{if } s_i(x, y) > T \\
0, & \text{else}
\end{cases}
\]  

(2-1)

where, \(T\) is the threshold, and \(s_i(x, y)\) is the subtraction result:

\[
s_i(x, y) = dc(f_i(x, y), bk(x, y)).
\]  

(2-2)

where, \(dc(f_i(x, y), bk(x, y))\) is the color distance, i.e. the Euclidean distance in RGB; \(f_i(x, y)\) is the pixel \((x,y)\) in the \(i\)th input image; and \(bk(x, y)\) is the pixel \((x,y)\) in the background image.
Color distance $d_{c}(x, y), h_{1}(x, y)$ between pixel $h_{1}(x, y)$ and $h_{2}(x, y)$ is calculated by:

$$d_{c}(x, y), h_{1}(x, y) = \sqrt{\sum_{i=1}^{3}(x, y) - h_{1}^{i}(x, y) + \sum_{i=1}^{3}(x, y) - h_{2}^{i}(x, y)}$$ (2-3)

in which, $h_{1}^{r}(x, y), h_{1}^{g}(x, y)$, and $h_{1}^{b}(x, y)$ are red, green, and blue dimensions of the pixel (x,y) of image $h_{1}$ respectively. $h_{2}^{r}(x, y), h_{2}^{g}(x, y)$, and $h_{2}^{b}(x, y)$ are red, green, and blue dimensions of the pixel (x,y) of image $h_{2}$, respectively.

(c) Content-Based Region Connection. At this step, the small areas are first eliminated to reduce the noise blocks. The purpose of region connection is to connect the regions that are possibly from same vehicle. The region of a vehicle in an image is often neither uniform, nor homogeneous. In this project, the two regions will be connected based on their location, and similarities of boundary characteristics. Any two regions will be connected if and only if they satisfy the following three rules:

Rule A-The centers of the regions are in a same lane. The center of the regions is calculated by:

$$C_{x}^{m} = \min\{ x \mid g(x, y) \in R_{m} \} + \max\{ x \mid g(x, y) \in R_{m} \}$$

$$C_{y}^{m} = \min\{ y \mid g(x, y) \in R_{m} \} + \max\{ y \mid g(x, y) \in R_{m} \}. \quad (2-4)$$

where, $(C_{x}^{m}, C_{y}^{m})$ is the coordinate of the center for mth region. In this way, the holes in an imperfectly separated region are ignored.

In this study, it was assumed that the lanes are straight lines. The linear model of each lane boundaries, Eq. (3), is calculated from initial camera calibration parameters:

$$y = kx + b \quad (2-5)$$

$$(C_{x}^{m}, C_{y}^{m}) \in L_{iq} \text{ if } \min_{i} M(C_{x}^{m}, C_{y}^{m}), (LB_{i,1}, \infty) D(C_{x}^{m}, C_{y}^{m}), (LB_{i,2}, \infty) \quad (2-6)$$
where, \( D(x, y), LB_{j,k} \) is the shortest distance from the point \((x, y)\) to the jth lane \( LB_j \)'s kth boundary line \( LB_{j,k} \) (Each lane has two boundary lines).

Rule A is to test if both the center of mth region \((C^m_x, C^m_y)\) and the center of nth region \((C^n_x, C^n_y)\) belong to the same lane using Eq. (2-6).

**Rule B-The distance of the regions is smaller than the threshold \( T_d \).** The distance of the centers from two different regions is calculated using Euclidean distance:

\[
d_{mn} = \begin{cases} 
\sqrt{(C^m_x - C^n_x)^2 + (C^m_y - C^n_y)^2}, & (C^m_x, C^m_y) \in L_i \ & (C^n_x, C^n_y) \in L_j, \\
\infty, & \text{otherwise}
\end{cases}
\]

where, \( L_i \) and \( L_j \) represent the areas of ith and jth lanes.

**Rule C-The boundaries of the two regions have similar characteristics in the close up side.** Traditionally, the regions with similar characteristics in the entire areas are connected. This is based on the assumption that the object has uniform/homogenous characteristics. In this study, use the characteristics of the close side of boundaries of the regions, instead of the entire areas or entire boundaries, were used. This relaxes the requirement of uniformity or homogeny characteristics of the object or the boundaries of the object.

If the average color of the close up side satisfies \( dc(B_i, B_j) < T_{bc} \), the two regions satisfy Rule C. \( T_{bc} \) is the threshold. \( B_i \) and \( B_j \) are the average colors of the close up side for region \( i \) and \( j \). To connect two regions, the gaps are bridged between two close-up boundaries. The region labels will be updated after connecting regions.

**(d) Content-based Region Separation.** Some regions may cross more than one lane in a video frame, which may be from the same vehicle as shown in Figure 2-17(a) or multiple vehicles as shown in Figure 2-17(b). Proper disconnecting of the regions from multiple vehicles is necessary for accurate traffic count. At the same time, the region from a single vehicle (crossing multiple lanes) should be kept in one piece. The content-based region separation is made with the following four steps:
The region was separated into sub-regions based on the boundaries of the lanes. For each sub-region, if the area is small, this region will be eliminated.

- Calculate the mass centers (which is different from Eq. 4) of the sub-region by:

\[
M_{x}^{i,j} = \sum_{f(x,y)\in S_{i}^{j}} x \quad \text{and} \quad M_{y}^{i,j} = \sum_{f(x,y)\in S_{i}^{j}} y \quad \text{(2-8)}
\]

where, \((M_{x}^{i,j}, M_{y}^{i,j})\) is the mass center of the \(i\)th sub-region of Region \(j\), \(S_{i}^{j}\).

- Calculated the shortest distance from the mass center of this region to the lane boundaries \(D(M_{x}^{i,j}, M_{y}^{i,j}), LB_{n,1}\) and \(D(M_{x}^{i,j}, M_{y}^{i,j}), LB_{n,2}\) respectively. Here the sub-region \(S_{i}^{j}\) is in the \(n\)th lane.

- Decide if this sub-region should stay or disappear by:

\[
\delta_{i}^{j} = \begin{cases} 
1, & \text{if } D(M_{x}^{i,j}, M_{y}^{i,j}), LB_{n,3} > D(M_{x}^{i,j}, M_{y}^{i,j}), LB_{n,2} \geq T_{d} \\
0, & \text{else}
\end{cases}
\]

where, \(T_{d}\) is the threshold for the distance. If \(\delta_{i}^{j} = 1\), the sub-region \(S_{i}^{j}\) should be eliminated. Otherwise, the sub-region \(S_{i}^{j}\) should be separated as a new region.

Figure 2-18(e) and 2-5(f) show the region separation results based on Eq. (2-8). After the region separation, the regions are relabeled.
(a) Original

(b) Downsampled

(c) Calculated Background Image

(d) Subtraction of Background Image

(e) Threshold of Subtraction Frame

(f) Cleaned Threshold

(g) Adjacent Cars Separation

(h) Joined Regions (Final Segmentation Results)

**Figure 2-18 Illustration of the Separation Process**
(e) **Reconnect the Regions.** After region separation, it is needed to check if there are regions that satisfy the three rules in the section of Content-Based Region Connection, and connect those regions.

(f) **Dynamic Region Tracking.** In this step, it is to find the moving direction of the regions by finding the related location of in two consecutive video frames. If the entire region areas are used to track the vehicle, there will be more computation complexity. Moreover, lane changing, or other abnormal traffic patterns can be mis-identified. In this study, the center-tracking method was employed.

If two regions from two consecutive video frames have certain a percentage of overlapping, two regions are from same vehicle. Suppose $R_n^{i-1}$ and $R_m^i$ are from same vehicle. $(C_x^n, C_y^n)^{i-1}$ and $(C_x^m, C_y^m)^i$ are the centers for $R_n^{i-1}$ and $R_m^i$ respectively. The moving direction of the vehicle is decided by the location of the centers. By tracking vehicle movement of initial video frames, the traffic patterns can be determined for each lane.

**Dynamic Vehicle Counting**

To count the vehicle accurately, it is needed to avoid multiple counts of the same vehicle, or miss-counting of any single vehicle. In real life, the patterns of the traffic may be abnormal, for example, a vehicle may stop in the middle of driving for mechanical problems. Since, in this system, our camera is setup to monitor the incoming or outgoing traffic, an invisible counting line is initialized horizontally close the bottom of the video image. However, this invisible counting line can be initialized vertically if the vehicles are in a side view.

Using the method described in the section of Dynamic Region Tracking, the movement of the center can be monitored for each vehicle. For our cases, the camera is setup to take incoming or outgoing patterns of the traffic. Only when the center of the vehicle passes the counting line in the similar direction of a traffic patterns for that lane, the vehicle will be counted. To validate our approach, a single video camera was set up on a tripod (6 feet high) on the cross bridge (Kessler Ave.) over the interstate highway I-65 in Indianapolis, Indiana. The video frames are from both incoming and outgoing traffics. The system was implemented on a dual Pentium 1.8G M laptop to
measure the accuracy of the system, two criteria that are commonly used to evaluate performance in information retrieval are the precision rate and recall rates (18):

\[
\text{precision rate} = \frac{\text{No. of correctly detected cars}}{\text{No. of detected cars}}
\]

(2-10)

\[
\text{recall rate} = \frac{\text{No. of correctly detected cars}}{\text{No. of cars}}
\]

(2-11)

The precision rate measures the percentage of the correctly detected and counted cars within each video frames as opposed to detected cars, while the recall rate measures the percentage of correctly detected cars that actually a cars. In 3000 video frames for incoming traffic and 3000 video frames for outgoing traffic. There are 70 cars for outgoing traffic, and 61 cars for incoming traffic. For outgoing traffic, all 70 cars were correctly detected, but 6 cars have been counted twice. For incoming traffic, 60 cars were correctly detected, but 2 cars have been counted twice. The overall precision rate is 94.2\%, and the recall rate is 99.2\%. The experimental results demonstrate the effectiveness of our system.

**Dynamic Vehicle Classification**

To make the system to be flexible, the users are allowed to setup the camera at wide range of locations, heights, and angles. This created a great challenge in vehicle classification, where there is no baseline about what the size and projection of a typical vehicle could be. In the literature, researchers have used two approaches: using the parameters of the camera to accurately estimate the projection and the size of vehicle; or use neural network approach for the training.

However, both approaches would not work in this project. In the first approach, to accurately measure the parameters of the camera setting, the users need to have a lot of measurements of the setup, including the height from the camera to the ground, the road curvature, the tripod setup, the angle of the camera, the camera room ration, and the angle between the camera to the vehicle when it proceeds in the scene. All of these are not only taking time, but also may not be feasible. In the second approach, to use neural network, a lot of training would be necessary and the accuracy may not be high (18).
In this study, the Maximum-likelihood approach was utilized for vehicle classification.

(a) Review of the Maximum-likelihood Method. The maximum-likelihood estimation method has two advantages (19). First, it has very good convergence properties as the number of training samples increases. Second, it is very simple in implementation and gives firm estimation. Suppose that a collection of samples is separated according to class, the c data sets, $D_1,\ldots,D_c$ can be determined with the samples in $D_j$ having been drawn independently according to the probability law $p(x \mid \omega_j)$. There are several cases. When the samples behavior is unknown, the worst scenario where samples are independent and identically distributed random variables (i.i.d), $p(x \mid \omega_j)$ can be assumed, and is therefore determined uniquely by the value of a parameter vector $\theta_j$.

Assume that the $p(x \mid \omega_j)$ is Gaussian distribution: $p(x \mid \omega_j) \sim N(\mu_j,\Sigma_j)$, where $\mu_j$ represents the mean vector of the distribution of $\theta_j$, and $\Sigma_j$ represents the variance vector of the distribution. And $\theta_j$ consists of the components of $\mu_j$ and $\Sigma_j$. Since $p(x \mid \omega_j)$ is independent of $\theta_j$, $p(x \mid \omega_j)$ can be rewritten as $p(x \mid \omega_j, \theta_j)$. The goal is to use training samples to obtain good estimates for the unknown parameter vectors $\theta_1,\ldots,\theta_c$. Suppose that $D$ contains n samples $x_1,\ldots,x_n$. Because the samples were drawn independently, the following equation is obtained.

$$p(D \mid \theta) = \prod_{k=1}^{n} p(x_k \mid \theta). \quad (2-12)$$

If $p(D \mid \theta)$ is well-behaved, differential function of $\theta$, $\hat{\theta}$ can be found by the standard methods of differential calculus. If the parameters to be estimated is p, let $\theta$ denote the p-component vector $\theta = (\theta_1,\ldots,\theta_p)^t$, and $\nabla_{\theta}$ be the gradient operator:
Defining \( l(\theta) \) as the log-likelihood function yields the following equation:

\[
l(\theta) = \ln p(D | \theta) \quad \text{(2-14)}
\]

The estimated \( \hat{\theta} \) can be derived as:

\[
\hat{\theta} = \arg \max_{\theta} l(\theta) \quad \text{(2-15)}
\]

where, the dependence on the data set D is implicit. Plot Eq. (2-12) into Eq. (2-14) yields the equations as follows:

\[
l(\theta) = \sum_{k=1}^{n} \ln p(x_k | \theta) \quad \text{(2-16)}
\]

\[
\nabla_{\theta} l(\theta) = \sum_{k=1}^{n} \nabla_{\theta} \ln p(x_k | \theta) \quad \text{(2-17)}
\]

Thus, a set of necessary conditions for the maximum-likelihood for \( \theta \) can be obtained from the set of p equations.

\[
\nabla_{\theta} l(\theta) = 0 \quad \text{(2-18)}
\]

A solution \( \hat{\theta} \) to Eq. (2-18) could represent a true global maximum, a local maximum or minimum, or (rarely) an inflection point of \( l(\theta) \). Therefore, it is important to check if the extreme occurs at a boundary of the parameter space, which might not be apparent from the solution. If all solutions are found, it is guaranteed that one represents the true maximum.
(b) **Data Training.** In this study, the sample training is necessary. More training data can help improve the recognition accuracy. However, it can take longer time. In a real-time setting, more training could mean loose more data.

In this study, a quick training method that can be performed as little as 2000 frames (about 1 minute) training was proposed. The users can also change the number of training frames according to their needs. When the unknown size vehicle passes by, the system will ask the users to input the vehicle class. And the system will use the maximum likelihood estimation method introduced in the section, Review of the Maximum-likelihood Method, to train the system. The value of this type of vehicle will be updated and listed in the software for the users to review.

Occasionally, the segmentation may not be correct due to the quality of the image. As a result, the trained result may not be correct. The proposed system allow the users to correct the numbers based their experience.

(c) **Image Projection and Size Correction Using Projection Geometrics.** When acquiring the image, due to the angle of the camera, the lane sizes are usually non-uniform in the image. The vehicles (3D objects) are projected into 2-D plane (images). Many researchers have tried to model the 3D objects from the 2D image. Some of them used multiple cameras, and some of them used quite complicated math functions. These approaches not only made the system unnecessarily complicated, but also have to have a lot of ideal assumption which would not work at all in real-life scenario.

Figure 2-19 gives a demonstration of how image acquisition process becomes the projection process. As a result, the center lanes tend to be wider than the side lanes in an image (if the camera is focused on the center lanes). Also, the road closer to the camera are usually much wider than the road further way. All these would affect the actual size of the vehicle in the image. For vehicles, the closer to the camera parts would look much bigger/wider than those of further way. It is important to properly project the data in the right plane.
In this study, the projective geometry method was used to project the vehicles into the corrected plane. The challenging of the projection is that the object may be locally deformed. And different locations of the same object may have their own projection metrics. In computer graphics, one of the most common matrices used for projection is 6-tuple, (left, right, bottom, top, near, far), which defines the clipping planes. These planes form a box with the minimum corner at (left, bottom, near), and the maximum corner at (right, top, far). The box is translated by:

$$
P = \begin{bmatrix}
\frac{2}{\text{right-left}} & 0 & 0 & \frac{\text{right+left}}{\text{right-left}} \\
0 & \frac{2}{\text{top-bottom}} & 0 & \frac{\text{top+bottom}}{\text{top-bottom}} \\
0 & 0 & \frac{2}{\text{far-near}} & \frac{\text{far+near}}{\text{far-near}} \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

(2-19)

It can also be given as a translation followed by a scaling of the form:

$$
P = ST = \begin{bmatrix}
\frac{2}{\text{right-left}} & 0 & 0 & 0 & 0 \\
0 & \frac{2}{\text{top-bottom}} & 0 & 0 & 1 \\
0 & 0 & \frac{2}{\text{far-near}} & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & \frac{\text{left+right}}{\text{left-right}} \\
0 & 1 & 0 & \frac{\text{top+bottom}}{\text{top-bottom}} \\
0 & 0 & 1 & \frac{\text{far+near}}{\text{far-near}} \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

(2-20)
However, in this study, it was unable to get the three dimensional parameters from the 2D image. It is ill-posed to model an 3D object by 2D image. Fortunately, only the size information from the vehicle is needed for classification purpose. In this study, instead of modeling the projection process as a 3D object to a 2D object, it was proposed to model the projection process as from 2D plane to another 2D plane. It was assumed that the original 2D plane has corrected ration of the vehicles in the lane, while the observed image was the projected result. Figure 2-20 demos our linear projection idea. In this way, it becomes a linear projective geometry question to estimate the correct vehicle sizes for classification. Here RP plane assumes to be the correct sized vehicle plane, pp plane is the observed image plane. Since it is from 2D to another 2D plane, the parameters can be easily and accurately estimated.

![Diagram of Linear Projective Geometry](image)

**Figure 2-20 Linear Projective Geometry, Image from (21)**

The following is a brief introduction of Projective Geometry.
The fundamental theorem of similarity (Figure 2-21) is used in this project to vehicle projection transformation. In this theorem, it is a fact that for a triangle ABC, with line segment DE parallel to side AB:

$$\frac{CD}{DA} = \frac{CE}{EB}. \quad (2-21)$$

Figure 2-22 Parallel Lines in Projective Planes (Menelaus’s Theorem), Image from (21)
Now in the plane situation (Figure 2-22), it is noted that A’B’ and D’E’ are not parallel; i.e. the angles are not preserved. From the point of view of the projection, the parallel lines AB and DE appear to converge at the horizon, or at infinity, whose project in the picture plane is labeled $\Omega$. With the introduction of $\Omega$, the projected figure corresponds to a theorem discovered by Menelaus:

$$\frac{C'D'}{D'A'} = \frac{C'E'}{E'B'} \cdot \frac{\Omega B'}{\Omega A'} \quad \text{(2-22)}$$

The cross ratio given four distinct collinear points A, B, C, D (Figure 2-23), the cross ratio is defined as:

$$\text{CRat}(A,B,C,D) = \frac{AC}{BC} \cdot \frac{BD}{AD} \quad \text{(2-23)}$$

Or

$$\text{CRat}(A,B,C,D) = \frac{AC}{BC} \cdot \frac{AD}{BD} \quad \text{(2-24)}$$

Eq. (2-24) reveals the cross ratio as a ratio of ratios of distances. Pappus proved that the startling fact that the cross ratio was invariant, even though neither distance nor the ratio of distance is preserved under projection:

$$\text{CRat}(A,B,C,D) = \text{CRat}(A',B',C',D') \quad \text{(2-25)}$$
In this project, Eq. (2-25) and Eq. (2-21) were used to correctly estimate the vehicle size in a corrected plane. Please note: this plane does not exist in the image, but it is mathematically used to correct the ratio of the vehicle.

**Shadow Reduction**

Shadows (Figure 2-24) are determined based on three criteria; average color of the cluster, cluster location relative to a cluster in an adjacent lane, and the shadow probability for that particular lane. A shadow is defined as an adjacent cluster whose average color is less than 105. For a given training period, the number of potential shadows is counted. Once the training period expires, and a potential shadow is detected, one of two clusters could potentially be the shadow. If both clusters are dark in color, the cluster with the higher probability is determined to be the shadow and is removed from the difference frame. Figure 2-25 provides the flow chart for the shadow detection algorithm.

![Figure 2-24 Example of a Video Frame with Shadow](image)
As expected, the mean shift algorithm is too computationally expensive for a real-time system. As a trivial case, an example image was created with clearly defined boundaries. The mean shift clustering algorithm was successfully used to determine the boundaries, but took several seconds to process the trivial image. Although the results were favorable, such a large processing
time makes the algorithm unusable for the vehicle tracking system. Figure 2-13 shows the results from mean shift segmentation where the colored circles are the original image and the clustered image is on the right. The different shades of gray represent different clusters.

![Figure 2-13 Mean Shift Clustering Results](image)

The adaptive thresholding provides a fast segmentation, but detected too many features of the background as foreground features. The added computational time to remove the unwanted background features eliminates the adaptive thresholding as a candidate for this system. This segmentation technique would be better suited for non real-time applications with more clearly defined boundaries between the foreground and background features. Figure 2-14 shows an example of a frame that has been segmented using adaptive thresholding.

The difference frame method produced better results than the adaptive thresholding with a comparable amount of computational time. A problem arises when trying to connect clusters in the same lane. The algorithm previously outlined would sometimes connect clusters which do not belong to the same vehicle. In a group of 243 images, 27 were found to be incorrectly segmented due to the inaccurate cluster connections (error rate of 11%). The average processing time for the difference method, using 243 images, was found to be 11 ms, which is sufficient for real-time...
processing, but the error rate of 11% is too high. Figure 2-15 shows the incorrect connections between clusters while Figure 2-16 gives an example of a correct connection using the difference frame method.

The shadow detection and removal algorithm has provided promising results. Of the 154 images tested, only 6 shadows were left unresolved, giving a preliminary success rate of 96%, with an average computational time of 13 ms. Although the results are promising, the tests conducted were with still images and further testing must be completed using the real-time system. Also, the only test data available included a two lane road and for completeness, the algorithm needs to be
tested with three or more lanes. Figure 2-17 illustrates results of a successful shadow removal scenario.

![Figure 2-17 Results from the Shadow Detection and Removal Algorithm](image)

In summary, several segmentation methods were studied in an attempt to find an alternative method for a real-time vehicle counting and classification system. The mean shift clustering algorithm has shown promising accuracy, but is computationally expensive and is therefore not best suited for this system. The adaptive thresholding technique is fast, but the segmentation results are highly inaccurate. The difference frame method has the best combination of accuracy and computation time, but requires the use of an algorithm to connect neighboring clusters. The connection algorithm provides inaccuracies in the final segmentation by connecting clusters which do not belong to the same vehicle. In the end, it is determined that the current segmentation system provides a better balance of accuracy and speed as compared to the three methods attempted. In addition to investigating segmentation techniques, an algorithm was developed to detect and remove unwanted shadows in the real-time system. The preliminary results show promise and thus prompting the integration into the real-time system.

The Video Image Processing System

In order to validate the unclassified vehicle data associated with WIM vehicle classification using automatic vehicle classification with video, a video image processing system as shown in
Figure 2-18 was developed using the dynamic content-based vehicle tracking and traffic monitoring algorithms. In this study, a camcorder, DCR-SR100 30GB Handycam® Camcorder, was used to record the video vehicle data onto a VHS tape at the selected WIM sites.

The step-by-step instruction to use this system is provided in Appendix I.

Figure 2-18 Full View of the Software
VALIDATION OF WIM VEHICLE CLASSIFICATION DATA USING VIDEO COUNTS

WIM Vehicle Classification Data

Potential Errors Associated with WIM vehicle Classification

For vehicle classification at a WIM site, sensors are placed in pavement to detect the arrival of vehicle axles and generate correspondent signals. The signals are processed to determine vehicle sizes and axle configurations to identify vehicle classes with a specific algorithm. Therefore, the accuracy of vehicle classification depends on the sensitivity of sensors, environments, and road conditions such as the number of lanes and traffic characteristics. Two types of errors may arise in WIM vehicle classifications. First, data are missing from a particular WIM lane or all WIM lanes (22). Data missing from all lanes is probably due to a system failure. However, data missing from a particular lane is probably due to a lane closure or a sensor malfunction.

The second type of vehicle classification errors is that vehicles may not be classified. When a vehicle executes lane changing on a multi-lane road, it is possible that only part of the vehicle crosses the sensors. Vehicles may also accelerate or decelerate over the sensor, resulting in a speed variation over the sensor. Additionally, different sensors may use different classification algorithms that are not a pure science. As a result, errors may be involved in vehicle classifications. Because missing data can be easily identified from WIM reports and because vehicle unclassification may be involved at every WIM site, the validation of WIM classification focused on vehicle unclassification.

WIM Classification Data

There are forty seven WIM sites on the highways under INTOT jurisdiction, thirty one sites on interstate highways, and sixteen sites on US highways and State roads. The selection of WIM sites for examining vehicle classifications was made mainly by taking into account those factors affecting vehicle classifications, in particular number of lanes, traffic volume, and truck volume. In
addition, the ground conditions at the WIM sites should be suitable for safely setting up a camera tripod to record quality video tapes of traffic at a certain angle. Presented in Table 3-1 is the data on vehicle counts and unclassified vehicles at the selected eighteen WIM sites.

Table 3-1 WIM Vehicle Classification Data at Selected WIM Sites

<table>
<thead>
<tr>
<th>WIM Site Info</th>
<th>Traffic Counts</th>
<th>Unclass. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vehicle Category</td>
<td>Total Counts</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>I69 NB 2</td>
<td>603</td>
</tr>
<tr>
<td>2000</td>
<td>I69 SB 2</td>
<td>457</td>
</tr>
<tr>
<td>2300</td>
<td>I69 NB 2</td>
<td>397</td>
</tr>
<tr>
<td>3400</td>
<td>I65 NB 3</td>
<td>1734</td>
</tr>
<tr>
<td>3400</td>
<td>I65 SB 3</td>
<td>1846</td>
</tr>
<tr>
<td>3510</td>
<td>I465 NB 6</td>
<td>3709</td>
</tr>
<tr>
<td>3530</td>
<td>I465 SB 6</td>
<td>4626</td>
</tr>
<tr>
<td>3600</td>
<td>I70 EB 2</td>
<td>648</td>
</tr>
<tr>
<td>3600</td>
<td>I70 WB 2</td>
<td>822</td>
</tr>
<tr>
<td>3700</td>
<td>I70 EB 2</td>
<td>667</td>
</tr>
<tr>
<td>3700</td>
<td>I70 WB 2</td>
<td>706</td>
</tr>
<tr>
<td>4000</td>
<td>I80/94 EB 4</td>
<td>1273</td>
</tr>
<tr>
<td>4000</td>
<td>I80/94 WB 4</td>
<td>1023</td>
</tr>
<tr>
<td>4100</td>
<td>I65 NB 2</td>
<td>814</td>
</tr>
<tr>
<td>4100</td>
<td>I65 SB 2</td>
<td>912</td>
</tr>
<tr>
<td>4200</td>
<td>I65 NB 3</td>
<td>2714</td>
</tr>
<tr>
<td>4210</td>
<td>I65 SB 3</td>
<td>2864</td>
</tr>
<tr>
<td>4400</td>
<td>I80/94 EB 3</td>
<td>2042</td>
</tr>
<tr>
<td>4400</td>
<td>I80/94 WB 3</td>
<td>1836</td>
</tr>
<tr>
<td>5300</td>
<td>I74 EB 2</td>
<td>1129</td>
</tr>
<tr>
<td>5300</td>
<td>I74 WB 2</td>
<td>549</td>
</tr>
<tr>
<td>5400</td>
<td>I64 EB 2</td>
<td>778</td>
</tr>
<tr>
<td>5400</td>
<td>I64 WB 2</td>
<td>1195</td>
</tr>
<tr>
<td>5500</td>
<td>I65 NB 3</td>
<td>1156</td>
</tr>
<tr>
<td>5510</td>
<td>I65 SB 3</td>
<td>1500</td>
</tr>
<tr>
<td>6100</td>
<td>I64 EB 2</td>
<td>504</td>
</tr>
<tr>
<td>6100</td>
<td>I64 WB 2</td>
<td>538</td>
</tr>
<tr>
<td>6200</td>
<td>I64 EB 2</td>
<td>520</td>
</tr>
</tbody>
</table>
Video Vehicle Classification Data

Video Traffic Data Acquisition

Two main concerns may arise during video traffic data recording. In reality, the workplace is a temporary roadside work zone involving people and equipment. While most overpass bridges are on low volume roads, temporary traffic control devices to delineate the workplace. As a general rule of thumb (23, 24), it is necessary to ensure all people, recording system, and vehicles are visible to motorists. Equipment should not be placed behind grades or curves where sight distance may not be sufficient. The second concern is the quality of data. In order to record the vehicle data in the whole site, the camcorder should be placed above the middle of the driveway and oriented down at 30–45 degrees (Figure 3-1). Light condition requires the clear view of the scene and no long shadow of the vehicle. The best recording time period is 11am-2pm. To ensure the camcorder’s tolerance, temperature should be 32 to 95 °F.

![Figure 3-1 Camcorder Setting](image)

Video Classification Data

In this study, Video traffic data was collected in July-August, 2007. The video tapes of traffic were recorded using a camcorder, DCR-SR100 30GB Handycam® Camcorder. The camera tripod was usually set up on overpass bridges or places with a relatively high elevation above the road. During traffic data recording, the camera was pointed to the back end of the traffic flow downstream so as to avoid possible intrusion to motorists. At most selected WIM site, the traffic flows in both directions were recorded. Due to the limitation of the video tape length, only one hour traffic data was recorded in each direction. Table 3-2 shows the vehicle classification data collected at twenty WIM sites.
### Table 3-2 Video Vehicle Classification Data at WIM Sites

<table>
<thead>
<tr>
<th>Site</th>
<th>WIM Sites</th>
<th>Road</th>
<th>Dir.</th>
<th>Lanes</th>
<th>Vehicle Category</th>
<th>Total Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1100</td>
<td>I-65</td>
<td>SB</td>
<td>2</td>
<td></td>
<td>436</td>
<td>812</td>
</tr>
<tr>
<td>1100</td>
<td>I-65</td>
<td>NB</td>
<td>2</td>
<td></td>
<td>939</td>
<td>1283</td>
</tr>
<tr>
<td>1300</td>
<td>I-70</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>1090</td>
<td>1567</td>
</tr>
<tr>
<td>1300</td>
<td>I-70</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>565</td>
<td>880</td>
</tr>
<tr>
<td>2000</td>
<td>I-69</td>
<td>NB</td>
<td>2</td>
<td></td>
<td>530</td>
<td>894</td>
</tr>
<tr>
<td>2000</td>
<td>I-69</td>
<td>SB</td>
<td>2</td>
<td></td>
<td>637</td>
<td>918</td>
</tr>
<tr>
<td>3400</td>
<td>I-65</td>
<td>NB</td>
<td>3</td>
<td></td>
<td>1630</td>
<td>2078</td>
</tr>
<tr>
<td>3400</td>
<td>I-65</td>
<td>SB</td>
<td>1</td>
<td></td>
<td>500</td>
<td>525</td>
</tr>
<tr>
<td>3600</td>
<td>I-70</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>410</td>
<td>2308</td>
</tr>
<tr>
<td>3600</td>
<td>I-70</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>810</td>
<td>1150</td>
</tr>
<tr>
<td>3700</td>
<td>I-70</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>803</td>
<td>1204</td>
</tr>
<tr>
<td>3700</td>
<td>I-70</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>807</td>
<td>1143</td>
</tr>
<tr>
<td>4000</td>
<td>I-80/94</td>
<td>EB</td>
<td>3</td>
<td></td>
<td>1570</td>
<td>2825</td>
</tr>
<tr>
<td>4010</td>
<td>I-80/94</td>
<td>WB</td>
<td>3</td>
<td></td>
<td>1171</td>
<td>2414</td>
</tr>
<tr>
<td>4100</td>
<td>I-65</td>
<td>SB</td>
<td>2</td>
<td></td>
<td>732</td>
<td>1023</td>
</tr>
<tr>
<td>4100</td>
<td>I-65</td>
<td>NB</td>
<td>2</td>
<td></td>
<td>707</td>
<td>1112</td>
</tr>
<tr>
<td>4200</td>
<td>I-65</td>
<td>NB</td>
<td>3</td>
<td></td>
<td>2106</td>
<td>2604</td>
</tr>
<tr>
<td>4210</td>
<td>I-65</td>
<td>SB</td>
<td>3</td>
<td></td>
<td>2300</td>
<td>2747</td>
</tr>
<tr>
<td>4400</td>
<td>I-80/94</td>
<td>WB</td>
<td>3</td>
<td></td>
<td>1860</td>
<td>2914</td>
</tr>
<tr>
<td>4400</td>
<td>I-80/94</td>
<td>EB</td>
<td>3</td>
<td></td>
<td>1730</td>
<td>2952</td>
</tr>
<tr>
<td>4700</td>
<td>SR-49</td>
<td>NB</td>
<td>2</td>
<td></td>
<td>683</td>
<td>811</td>
</tr>
<tr>
<td>4700</td>
<td>SR-49</td>
<td>SB</td>
<td>2</td>
<td></td>
<td>1000</td>
<td>1192</td>
</tr>
<tr>
<td>5100</td>
<td>I-65</td>
<td>NB</td>
<td>2</td>
<td></td>
<td>952</td>
<td>1264</td>
</tr>
<tr>
<td>5100</td>
<td>I-65</td>
<td>SB</td>
<td>2</td>
<td></td>
<td>657</td>
<td>1092</td>
</tr>
<tr>
<td>5300</td>
<td>I-74</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>458</td>
<td>653</td>
</tr>
<tr>
<td>5300</td>
<td>I-74</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>460</td>
<td>658</td>
</tr>
<tr>
<td>5400</td>
<td>I-64</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>632</td>
<td>805</td>
</tr>
<tr>
<td>5400</td>
<td>I-64</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>1140</td>
<td>1452</td>
</tr>
<tr>
<td>5500</td>
<td>I-65</td>
<td>NB</td>
<td>4</td>
<td></td>
<td>1178</td>
<td>1619</td>
</tr>
<tr>
<td>5510</td>
<td>I-65</td>
<td>SB</td>
<td>4</td>
<td></td>
<td>2284</td>
<td>3035</td>
</tr>
<tr>
<td>6100</td>
<td>I-64</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>470</td>
<td>661</td>
</tr>
<tr>
<td>6100</td>
<td>I-64</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>545</td>
<td>764</td>
</tr>
<tr>
<td>6200</td>
<td>I-64</td>
<td>EB</td>
<td>2</td>
<td></td>
<td>505</td>
<td>695</td>
</tr>
<tr>
<td>6200</td>
<td>I-64</td>
<td>WB</td>
<td>2</td>
<td></td>
<td>450</td>
<td>658</td>
</tr>
</tbody>
</table>
Data Analysis

Tolerance for Unclassified Vehicle Counts

Three observations can be made by careful inspection of the data in Table 3-1. First, at WIM Site 4000, the unclassified vehicles reached 87.5% of total vehicle counts in westbound. This is extremely high and might be due to a sensor failure. This site consists of four lanes in each direction. Further examination of the WIM report indicated that the data was missed for the left lane in both directions. However, the adjacent lane in west bound did not exhibit an increased vehicle counts. This implies that the missing data was probably due to a sensor malfunction. Other WIM sites that might experience sensor problems are those where unclassified vehicles exceed 30% of the total vehicle counts. The second observation is that traffic volume might also contribute to the vehicle unclassification issue. Plotted in Figure 3-2 are the variations of unclassified vehicles (%) with vehicle counts. Notice that the data for those WIM site that might experience sensor malfunctions was not included.

![Figure 3-2 Variations of Unclassified Vehicles with Traffic Volume](image)

It is shown that while most WIM sites witnessed a traffic volume varying from 600 to 3000 vehicles per hour, it appears that the percentage of unclassified vehicles increases as vehicle counts
increases. In reality, it was hypothesized that as traffic volume increases, the interaction between vehicles increases and more vehicles may execute lane changing and passing. The third observation is that in general, the percentage of unclassified vehicles increases as the number of travel lanes increases at the WIM site as shown in Figure 3-3. This is probably because at a WIM site with more travel lanes, the possibility for vehicles to execute lane changing or passing increases. Therefore, more vehicles may occupy the two adjacent lanes or change speeds at sensors, which leads to greater percentages of unclassified vehicles.

![Figure 3-3 Variations of Unclassified Vehicles with Number of Lanes](image)

This project examined the vehicle counts and classification data lane by lane and eliminated those WIM sites with suspicious vehicle count data. As shown in Table 3-3 are the summaries of the percentages of unclassified vehicles in each WIM lane with verified data. Since the WIM sites utilize various sensors and the number of lanes varies from site to site, it is difficult to determine specific bounds for estimating the percentage of unclassified vehicles at each WIM site. Based on the unclassified vehicle data in Table 3-3, however, it appears that unacceptable errors may be involved in the vehicle classification when the percentage of unclassified vehicles for a single lane
exceeds 4% of the total vehicle counts in that lane at a confidence level of 95%. In other words, it is not acceptable when the percentage of unclassified vehicles exceeds 4% for a single lane.

Table 3-3 Summaries of Percentages of Unclassified Vehicles for Each WIM Lane

<table>
<thead>
<tr>
<th>WIM Site</th>
<th>Lane ID</th>
<th>Unclass. (%)</th>
<th>WIM Site</th>
<th>Lane ID</th>
<th>Unclass. (%)</th>
<th>WIM Site</th>
<th>Lane ID</th>
<th>Unclass. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000 NB-#1</td>
<td>2.56</td>
<td>3600 WB-#3</td>
<td>5.34</td>
<td>4400 WB-#2</td>
<td>18.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000 NB-#2</td>
<td>10.69</td>
<td>3600 WB-#4</td>
<td>3.25</td>
<td>4400 WB-#3</td>
<td>1.91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000 SB-#4</td>
<td>5.07</td>
<td>3700 EB-#1</td>
<td>1.72</td>
<td>5300 EB-#1</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2300 SB-#1</td>
<td>2.38</td>
<td>3700 EB-#2</td>
<td>2.06</td>
<td>5300 EB-#2</td>
<td>1.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2300 SB-#2</td>
<td>1.8</td>
<td>3700 WB-#3</td>
<td>3.03</td>
<td>5300 WB-#3</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3400 NB-#2</td>
<td>2.51</td>
<td>3700 WB-#4</td>
<td>1.89</td>
<td>5300 WB-#4</td>
<td>2.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3400 NB-#3</td>
<td>0.56</td>
<td>4000 EB-#1</td>
<td>1.34</td>
<td>5400 EB-#1</td>
<td>1.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3400 SB-#4</td>
<td>5.62</td>
<td>4000 EB-#2</td>
<td>2.49</td>
<td>5400 EB-#2</td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3400 SB-#5</td>
<td>2.19</td>
<td>4000 EB-#3</td>
<td>3.75</td>
<td>5400 WB-#3</td>
<td>2.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3400 SB-#6</td>
<td>2.31</td>
<td>4010 WB-#5</td>
<td>2.71</td>
<td>5400 WB-#4</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3500 NB-#1</td>
<td>21.19</td>
<td>4010 WB-#6</td>
<td>3.35</td>
<td>5500 NB-#1</td>
<td>5.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3500 NB-#2</td>
<td>2.92</td>
<td>4100 NB-#2</td>
<td>0.58</td>
<td>5500 NB-#2</td>
<td>6.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3500 NB-#3</td>
<td>3.42</td>
<td>4100 SB-#1</td>
<td>1.15</td>
<td>5500 NB-#3</td>
<td>4.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3510 NB-#4</td>
<td>2.23</td>
<td>4100 SB-#2</td>
<td>0.97</td>
<td>5510 SB-#4</td>
<td>1.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3510 NB-#5</td>
<td>2.06</td>
<td>4200 NB-#1</td>
<td>1.05</td>
<td>5510 SB-#5</td>
<td>3.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3510 NB-#6</td>
<td>2.63</td>
<td>4200 NB-#2</td>
<td>2.12</td>
<td>5510 SB-#6</td>
<td>2.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3520 SB-#1</td>
<td>6.28</td>
<td>4200 NB-#3</td>
<td>1.67</td>
<td>6100 EB-#1</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3520 SB-#2</td>
<td>3.42</td>
<td>4210 SB-#4</td>
<td>1.35</td>
<td>6100 EB-#2</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3520 SB-#3</td>
<td>3.66</td>
<td>4210 SB-#5</td>
<td>2.87</td>
<td>6100 WB-#3</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3530 SB-#4</td>
<td>3.98</td>
<td>4210 SB-#6</td>
<td>1.05</td>
<td>6100 WB-#4</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3530 SB-#5</td>
<td>3.61</td>
<td>4400 EB-#4</td>
<td>2.6</td>
<td>6200 EB-#1</td>
<td>3.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3530 SB-#6</td>
<td>2.51</td>
<td>4400 EB-#5</td>
<td>2.78</td>
<td>6200 EB-#2</td>
<td>2.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3600 EB-#1</td>
<td>11.09</td>
<td>4400 EB-#6</td>
<td>0.25</td>
<td>4000 EB-#2</td>
<td>2.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3600 EB-#2</td>
<td>5.19</td>
<td>4400 WB-#1</td>
<td>2.89</td>
<td>4400 WB-#2</td>
<td>1.91</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adjustment of Unclassified Vehicle Counts

In order to identify the compositions of unclassified vehicle counts at WIM sites, the video vehicle counts presented in Table 3-2 are employed to validate the WIM vehicle counts. Comparison can be made on the total WIM vehicle counts and the total video vehicle counts in each direction at the WIM site as illustrated in Figure 3-4. In general, both the WIM vehicle counts and the video vehicle counts follow a similar trend. However, great discrepancies can be observed at
some WIM sites, such as Sites 4200, 4210, 5510 SB, and 5300 WB. There are two possible contributing factors. First, it is very difficult to exactly match the time period for WIM vehicle counting to the time period for video vehicle counting. Any discrepancy between counting time periods may lead to a large discrepancy between vehicle counts. Second, errors may be involved in the unclassified vehicle count. It is possible that two or more vehicles might be counted as one unclassified vehicle.

![Figure 3-4 Comparison of WIM and Video Vehicle Counts](image)

Therefore, the validation of unclassified vehicle counts was made by comparing the vehicle category distributions in WIM and video vehicle counts, rather than the vehicle counts. The vehicle category distribution is defined as the percentage of each vehicle category. Presented in Table 3-4 are the vehicle category distributions calculated from both the WIM and video vehicle counts. Category 1, i.e., passenger cars, accounts for the greatest percentage of the total vehicle counts, followed by Category 3, i.e., single tractor trailers, which accounts for up to 37% of the total vehicle counts. Single unit trucks are the third largest category and account for 10% at most WIM sites. Multi-trailer trucks under Category 4 account for the least percentage of the total vehicle counts, which is less than 3% at most WIM sites.
<table>
<thead>
<tr>
<th>Site</th>
<th>Road</th>
<th>Dir.</th>
<th>Lanes</th>
<th>WIM Vehicle Category Distribution</th>
<th>Video Vehicle category Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>I69</td>
<td>NB</td>
<td>2</td>
<td>66.8</td>
<td>6.2</td>
</tr>
<tr>
<td>2000</td>
<td>I69</td>
<td>SB</td>
<td>2</td>
<td>46.6</td>
<td>20.1</td>
</tr>
<tr>
<td>3400</td>
<td>I65</td>
<td>NB</td>
<td>3</td>
<td>71.6</td>
<td>8.6</td>
</tr>
<tr>
<td>3400</td>
<td>I65</td>
<td>SB</td>
<td>3</td>
<td>76.1</td>
<td>8.5</td>
</tr>
<tr>
<td>3600</td>
<td>I70</td>
<td>EB</td>
<td>2</td>
<td>59.3</td>
<td>6.4</td>
</tr>
<tr>
<td>3600</td>
<td>I70</td>
<td>WB</td>
<td>2</td>
<td>72.0</td>
<td>3.2</td>
</tr>
<tr>
<td>3700</td>
<td>I70</td>
<td>EB</td>
<td>2</td>
<td>60.9</td>
<td>6.7</td>
</tr>
<tr>
<td>3700</td>
<td>I70</td>
<td>WB</td>
<td>2</td>
<td>56.3</td>
<td>14.1</td>
</tr>
<tr>
<td>4000</td>
<td>I80/94</td>
<td>EB</td>
<td>4</td>
<td>53.7</td>
<td>6.8</td>
</tr>
<tr>
<td>4000</td>
<td>I80/94</td>
<td>WB</td>
<td>4</td>
<td>42.3</td>
<td>5.5</td>
</tr>
<tr>
<td>4100</td>
<td>I65</td>
<td>NB</td>
<td>2</td>
<td>58.6</td>
<td>7.3</td>
</tr>
<tr>
<td>4100</td>
<td>I65</td>
<td>SB</td>
<td>2</td>
<td>69.4</td>
<td>4.5</td>
</tr>
<tr>
<td>4200</td>
<td>I65</td>
<td>NB</td>
<td>3</td>
<td>83.1</td>
<td>3.7</td>
</tr>
<tr>
<td>4210</td>
<td>I65</td>
<td>SB</td>
<td>3</td>
<td>83.6</td>
<td>4.4</td>
</tr>
<tr>
<td>4400</td>
<td>I80/94</td>
<td>EB</td>
<td>3</td>
<td>63.9</td>
<td>5.5</td>
</tr>
<tr>
<td>4400</td>
<td>I80/94</td>
<td>WB</td>
<td>3</td>
<td>58.0</td>
<td>5.6</td>
</tr>
<tr>
<td>5300</td>
<td>I74</td>
<td>EB</td>
<td>2</td>
<td>79.1</td>
<td>9.1</td>
</tr>
<tr>
<td>5300</td>
<td>I74</td>
<td>WB</td>
<td>2</td>
<td>79.1</td>
<td>6.2</td>
</tr>
<tr>
<td>5400</td>
<td>I64</td>
<td>EB</td>
<td>2</td>
<td>76.7</td>
<td>5.8</td>
</tr>
<tr>
<td>5400</td>
<td>I64</td>
<td>WB</td>
<td>2</td>
<td>79.1</td>
<td>6.8</td>
</tr>
<tr>
<td>5500</td>
<td>I65</td>
<td>NB</td>
<td>3</td>
<td>64.6</td>
<td>9.2</td>
</tr>
<tr>
<td>5510</td>
<td>I65</td>
<td>SB</td>
<td>3</td>
<td>72.6</td>
<td>6.9</td>
</tr>
<tr>
<td>6100</td>
<td>I64</td>
<td>EB</td>
<td>2</td>
<td>69.9</td>
<td>5.4</td>
</tr>
<tr>
<td>6100</td>
<td>I64</td>
<td>WB</td>
<td>2</td>
<td>68.6</td>
<td>5.4</td>
</tr>
<tr>
<td>6200</td>
<td>I64</td>
<td>EB</td>
<td>2</td>
<td>73.1</td>
<td>5.6</td>
</tr>
</tbody>
</table>
The concerns on the unclassified vehicle counts have been raised by some researchers (25). Since the vehicle classification data has been widely used by transportation agencies, the importance of the work on making corrections on the unclassified vehicle counts can never be overestimated. It is shown that in Table 3-4, the greatest discrepancy between the WIM and video vehicle category distributions arose from Category 3, followed by Category 1 regardless of the number of lanes. This implies that the unclassified vehicles mainly involved single tractor trailers and passenger cars. The least discrepancy was observed for Category 2, which indicates that single unit trucks were most likely classified. While traffic volume and lane number are the two main contributing factors, it is unrealistic to predict the unclassified vehicles in terms of traffic volume and lane number at this time. However, the adjustment factors in Table 3-5 can be utilized to allocate the unclassified vehicles when it is needed. These factors are determined from the data in Table 3-4 and represent the percentages of the unclassified vehicles for the four vehicle categories, respectively.

### Table 3-5 Adjustment Factors of Unclassified Vehicles

<table>
<thead>
<tr>
<th>Vehicle Category</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjustment Factors, %</td>
<td>35.0</td>
<td>5.0</td>
<td>48.0</td>
<td>12.0</td>
</tr>
</tbody>
</table>
Chapter 4

EVALUATION OF TIRTL’S FIELD PERFORMANCE

The TIRTL Vehicle Data Collection

One TIRTL system was installed to collect vehicle count and classification data by this study as shown in Figure 4-1. The installation site is located at milepost 177.43 on I-65 in Lafayette, Indiana, and is approximately 1.49 miles north of a weigh-in-motion (WIM) site on I-65. No any access exists between the TIRTL site and the WIM site. Figure 4-2 shows a graphical illustration of the locations of the TIRTL and WIM sites. There are four lanes at this site, two in each direction. The installation of TIRTL was fully completed in April, 2008. The transmitter is placed southbound and the receiver northbound. Both the transmitter and receiver are placed on a wood pole (see Figure 4-1), respectively, so as to avoid possible blocking of the light beam pathways by ground grasses or other obstacles in the median. The lane configuration at the TIRTL site is shown in Figure 4-3. The driving and passing lanes in the northbound are designated as Lane 1 and Lane 2 with negatively signed velocities, respectively. In the southbound, the driving and passing lanes are designated as Lane 4 and Lane 3 with positively signed velocities, respectively.

Figure 4-1 TIRTL System Installed on I-65 in Lafayette, IN
Three main files, including vehicle log file, system log file, and alarm log file can be downloaded with point to point protocol connection. The vehicle log file records vehicle data, including date, time, lane, velocity, and class number, axle count, wheel base, and class name. The vehicle classification is based on the so-called “Scheme F”, in which, vehicles are classified into 15 categories. Categories 1 to 13 are as defined in Figure 2-1 in Chapter 2. Category 14 includes the special vehicles defined by DOT personnel. Category 15 includes those vehicles which do not confirm to the classification criteria for Class 1 through Class 14. The system log file is used to record all activities, including internal maintenance and development support.
The alarm log data includes date, time, alarm name, and channels. There are three main types of alarm, such as Beams Blocked, Beam Levels Degraded, and Beams Not Aligned. “Beams Blocked” simply indicates the beams are totally blocked due probably to an obstruction such as a vehicle parked front of the TIRTL system. “Beam Levels Degraded” implies that the generated beam light may experience the loss of lumens due to surrounding factors such as fog. If this occurs, however, the system may still perform well. “Beams Not Aligned” indicates that the beams are not traveling directly between the transmitter and receiver. This may occur during set up, and may also occur if the system cabinet is twisted.

Validation of TIRTL Data Accuracy by Manual Vehicle Counts

This study employed a manual vehicle count to validate the accuracy of the TIRTL vehicle classification data since the manual count usually represents the baseline in many circumstances. The manual vehicle count was conducted in the northbound direction on the Swisher Road overpass bridge that is located immediately upstream of the TIRTL site on November 2, 2009. It was clear, sunny. In order to reduce possible errors, the manual vehicle counting was made by two persons, one person for the passing lane and the other for the driving lane. Since the traffic volume was relatively high, the manual vehicle counting was made for one hour (9:10 am–10:10 am) in terms of four vehicle categories as defined in Table 2-1. Table 4-1 shows the detailed manual and TIRTL vehicle counts.

<table>
<thead>
<tr>
<th>Vehicle Category</th>
<th>Manual Count</th>
<th>TIRTL Count</th>
<th>P. E.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Driving Lane</td>
<td>Driving Lane</td>
<td>Passing Lane</td>
</tr>
<tr>
<td>1</td>
<td>291</td>
<td>295</td>
<td>240</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>237</td>
<td>244</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Sub-Total</td>
<td>576</td>
<td>580</td>
<td>277</td>
</tr>
<tr>
<td>Total</td>
<td>857</td>
<td>857</td>
<td>0%</td>
</tr>
</tbody>
</table>
In order to measure the accuracy of the TIRTL vehicle count, the percent error used elsewhere (26) is employed by this study to quantify the potential errors associated with the TIRTL vehicle count. The calculation of the percent error depends on the baseline vehicle count. In this case, the percent error is computed as follows:

\[
\text{P.E.} = \frac{4 - 1}{1} \tag{4-1}
\]

where, P.E. is the percent error, the baseline count represents the manual vehicle count, and the observed count represents the TIRTL vehicle count.

However, special care should be exercised when interpreting the percent errors, in particular if the baseline count is low. This is because the percent error represents a relative error. When the baseline count such as the manual count in Equation (4-1) is low, the calculated percent error may be very high. As a result, the performance of the traffic counter may be exaggerated. It is shown that the percent error for the total vehicle count in these two lanes is 0% and both the total manual vehicle count and the total TIRTL vehicle count are 857 vehicles, respectively. The percent error for the sub-total vehicle count in each lane is 0.7% for the driving lane and 1.4% for the passing lane. Apparently, the total TIRTL vehicle counts agree extremely well with the total manual vehicle count. For vehicle category count (or classification count), the percent error for Category 2 in the passing lane is 100% and 0% for Category 4 in the passing lane. However, this should be ignored simply because the baseline count, i.e., the manual count, is only one.

A more meaningful comparison should focus on Category 1 and Category 3 that account for approximately 94% of the total traffic volume. As demonstrated in Table 4-1, the percent error for Category 1 is 0.4% in the passing lane and 1.4% in the driving lane. For category 3, the percent error is 3.0% in the driving lane and 5.3% in the passing lane. The TIRTL vehicle category count agrees well with the manual vehicle category count for both Category 1 and Category 3. It was observed that during manual vehicle counting, the errors might arise due to two main factors. First, some vehicles executed lane-changing before arriving at the TIRTL site. Second, pick-up trucks towing trailers might be misclassified. The percent error for Category 3 is greater than that for Category 1. This implies that for TIRTL, the accuracy of vehicle classification for passenger cars is
better that that for tractor trailers. This is similar to the finding for the vehicle classification by WIM as shown in Table 3-5.

**Comparison of TIRTL and WIM Vehicle Counts**

**The Accuracy of WIM Vehicle Counts**

In many circumstances, it is extremely labor intensive or even impractical to conduct manual vehicle counting, in particular on multi-lane interstate highways with high traffic volumes, in adverse weathers or for long duration counting. Therefore, the WIM vehicle classification data collected at the WIM site as shown in Figure 4-2 was employed to further evaluate the TIRTL performance. The requirements for WIM performance can be found elsewhere (27). In this study, video vehicle counts were used to double check the accuracy of the WIM vehicle counts. As tabulated in Table 4-2 are the Video and WIM vehicle counts made on November 21, 2008. The weather was clear.

**Table 4-2 Comparison of Video and WIM Vehicle Counts**

<table>
<thead>
<tr>
<th>Vehicle Category</th>
<th>Video Count</th>
<th>WIM Count</th>
<th>P. E.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
<td>SB</td>
<td>NB</td>
</tr>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>829</td>
<td>984</td>
<td>787</td>
</tr>
<tr>
<td>2</td>
<td>56</td>
<td>69</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>360</td>
<td>309</td>
<td>370</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>1265</td>
<td>1375</td>
<td>1234</td>
</tr>
</tbody>
</table>

The vehicle counts were made on the Swisher Road overpass bridge during a duration of one hour from 11:13am to 12:13pm in the northbound, and from 13:03pm to 14:03pm in the southbound. Since the Video and WIM sites are approximately one and half miles apart, Table 4-2 presents the total vehicle counts in direction instead of each individual lane because of the possible lane changing by vehicles between the Video and WIM sites. Category 0 represents the unclassified vehicles. It is shown that the total Video and WIM vehicle counts agree very well in both directions. The percent error is 2.5% in the northbound and 2.0% in the southbound. The percent errors for
Category 2 and Category 4 are very large. However, the vehicles in these two categories account only for about 6% of the total vehicles. This may not affect the overall performance of WIM vehicle classification very much.

**TIRTL and WIM Daily Vehicle Class Counts**

In order to make the comparison analysis more reliable, this study examined the vehicle counts made by WIM and TIRTL during a duration of 24 hours. Presented in Table 4-3 are the daily vehicle class counts made by WIM and TIRTL on five individual days, including three days in 2008 and two days in 2009. Class 0 represents those vehicles that could not be classified by WIM. For TIRTL, Class 0 represents those vehicles under Class 14 and Class 15. Also presented in Table 4-3 are the percent errors (P.E.) between the WIM and TIRTL daily vehicle counts, and other information such as average speed (V) and weather conditions.

<table>
<thead>
<tr>
<th>Vehicle Class</th>
<th>8/1/08 WIM</th>
<th>TIRTL</th>
<th>9/4/09 WIM</th>
<th>TIRTL</th>
<th>12/23/08 WIM</th>
<th>TIRTL</th>
<th>1/1/09 WIM</th>
<th>TIRTL</th>
<th>5/1/09 WIM</th>
<th>TIRTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2282</td>
<td>1</td>
<td>7861</td>
<td>2</td>
<td>2517</td>
<td>3</td>
<td>712</td>
<td>0</td>
<td>680</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>502</td>
<td>975</td>
<td>115</td>
<td>782</td>
<td>118</td>
<td>511</td>
<td>98</td>
<td>41</td>
<td>82</td>
<td>245</td>
</tr>
<tr>
<td>2</td>
<td>20599</td>
<td>29897</td>
<td>9596</td>
<td>16577</td>
<td>10414</td>
<td>13690</td>
<td>10514</td>
<td>19035</td>
<td>24519</td>
<td>29233</td>
</tr>
<tr>
<td>3</td>
<td>16634</td>
<td>8825</td>
<td>10685</td>
<td>6088</td>
<td>11030</td>
<td>4319</td>
<td>9835</td>
<td>3905</td>
<td>12745</td>
<td>7623</td>
</tr>
<tr>
<td>4</td>
<td>270</td>
<td>721</td>
<td>215</td>
<td>564</td>
<td>145</td>
<td>440</td>
<td>56</td>
<td>70</td>
<td>215</td>
<td>313</td>
</tr>
<tr>
<td>5</td>
<td>4417</td>
<td>1386</td>
<td>3651</td>
<td>1386</td>
<td>2845</td>
<td>1030</td>
<td>2336</td>
<td>141</td>
<td>1474</td>
<td>1058</td>
</tr>
<tr>
<td>6</td>
<td>575</td>
<td>576</td>
<td>296</td>
<td>459</td>
<td>226</td>
<td>188</td>
<td>98</td>
<td>95</td>
<td>438</td>
<td>388</td>
</tr>
<tr>
<td>7</td>
<td>244</td>
<td>133</td>
<td>11</td>
<td>59</td>
<td>31</td>
<td>19</td>
<td>15</td>
<td>12</td>
<td>39</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>555</td>
<td>941</td>
<td>317</td>
<td>1073</td>
<td>283</td>
<td>562</td>
<td>104</td>
<td>112</td>
<td>478</td>
<td>1036</td>
</tr>
<tr>
<td>9</td>
<td>10054</td>
<td>9662</td>
<td>8166</td>
<td>10185</td>
<td>6704</td>
<td>4716</td>
<td>3072</td>
<td>3272</td>
<td>10048</td>
<td>7936</td>
</tr>
<tr>
<td>10</td>
<td>49</td>
<td>171</td>
<td>48</td>
<td>262</td>
<td>29</td>
<td>117</td>
<td>5</td>
<td>31</td>
<td>49</td>
<td>188</td>
</tr>
<tr>
<td>11</td>
<td>781</td>
<td>817</td>
<td>545</td>
<td>627</td>
<td>483</td>
<td>450</td>
<td>46</td>
<td>57</td>
<td>820</td>
<td>624</td>
</tr>
<tr>
<td>12</td>
<td>194</td>
<td>208</td>
<td>137</td>
<td>160</td>
<td>126</td>
<td>117</td>
<td>34</td>
<td>41</td>
<td>237</td>
<td>172</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>19</td>
<td>2</td>
<td>28</td>
<td>5</td>
<td>14</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>57159</td>
<td>54332</td>
<td>41645</td>
<td>38252</td>
<td>34956</td>
<td>26176</td>
<td>26926</td>
<td>26819</td>
<td>51829</td>
<td>48882</td>
</tr>
<tr>
<td><strong>P. E.</strong></td>
<td>4.9%</td>
<td>8.1%</td>
<td>25.1%</td>
<td>0.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>V, mph</strong></td>
<td>68</td>
<td>65</td>
<td>68</td>
<td>64</td>
<td>56</td>
<td>56</td>
<td>71</td>
<td>71</td>
<td>67</td>
<td>68</td>
</tr>
<tr>
<td><strong>Weather</strong></td>
<td>Fog, Clear, haze, Cloudy</td>
<td>Rain, Overcast, Cloudy, haze</td>
<td>Overcast, Snow, Freezing Rain</td>
<td>Clear, Cloudy, Overcast</td>
<td>Rain, Overcast, Cloudy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The total daily vehicle counts by TIRTL agree well with the total daily vehicle counts by WIM, except December 23, 2008 when the percent error reached 25%. However, the overall average speeds agree very well on December 23, 2008. While overcast, snow, and freezing rain were observed on December 23, 2008, and while the average speeds reduced greatly, it remains unclear, at this time, why the total daily vehicle counts by WIM and TIRTL differed greatly. The unclassified vehicle count might be very large and become an issue associated with WIM vehicle classification. Under Class 2 (passing cars), the vehicle class count by TIRTL is always greater than that by WIM. Under Class 3 (van and pick-up truck), however, the vehicle class count by TIRTL is always less than that by WIM. It was also observed that under Class 5 (single unit truck), the vehicle class count by TIRTL is always much less than that by WIM.

The above observations confirm previous research findings reported elsewhere (28, 29), which indicate that great discrepancies existed between the vehicle counts under Classes 2, 3 and 5 by TIRTL and other vehicle classifiers. To the authors’ knowledge, it appears that the vehicle counts of Class 5 by TIRTL are more reasonable. This is because as shown in Tables 4-1 and 4-2, the vehicles under Category 2 approximately account for 4.6% (manual counts) or 4.7% (video counts) of the total vehicle counts. Since Category 2 consists of all vehicles under Classes 4, 5, 6, and 7, the actual vehicle counts under Class 5 should be less than 4.6% or 4.7%. As shown in Table 4-3, Based on the vehicle counts in Table -4-3, the vehicle counts under Class 5 by WIM account for 7.5% of the total vehicle counts by five-day average. However, the vehicle counts under Class 5 by TIRTL constitute 2.6% of the total vehicle counts by average.

**Vehicle Class Distributions**

In order to avoid possible concerns over the accuracy of WIM vehicle counts, this study further computed the vehicle class distributions from the WIM and TIRTL vehicle class counts. The vehicle class distribution is the variation of the percentages of vehicle class counts and indicates how large one vehicle class count is in relative to the other vehicle class counts. At a specific location on a certain road, the vehicle class distribution represents the relative values and should not exhibit abrupt changes from time to time even though the total vehicle count may change from time to time. In addition, the vehicle class distribution can find many applications in highway
project economic analysis, crash analysis, asset management, and pavement design. As presented in Figure 4-4 are the vehicle class distributions computed from WIM and TIRTL vehicle counts, respectively.

![Figure 4-4 Vehicle Class Distributions by WIM and TIRTL](image)

Apparantly, discrepancies exist between the WIM and TIRTL vehicle class distributions. First, the vehicle class distributions from TIRTL vehicle counts exhibit two outstanding peaks, one at Class 2, and the other at Class 9. However, the vehicle class distributions from WIM vehicle
counts demonstrate more peaks and spread more evenly. Second, in the case of two-axle, four-tire vehicles, i.e., all vehicles under Classes 2 and 3, the passenger cars (Class 2) are the dominant vehicle type for TIRTL. Nevertheless, the other two-axle, four-tire vehicles, including pickups and vane, may be more than the passenger cars for WIM. This implies that TIRTL may work better than WIM to distinguish Class 3 from Class 2. Third, much more vehicles were classified as Class 5 by WIM than by TIRTL.

The default truck class distributions (30) were also utilized to validate the TIRTL and WIM vehicle class distributions. Figure 4-5 shows a comparison of vehicle class distributions among TIRTL, WIM and other sources. TTC-1, TTC-2 and TTC-4 indicate the default truck class distribution for major single-trailer truck routes under Type I, Type II, and Type III, respectively. The truck class distribution for TIRTL or WIM is the average distribution determined from Figure 4-4. Again, the percentage of Class 5 by WIM is greater than those by TIRTL and default values. Overall, the truck class distribution determined by TIRTL agrees with the default distributions better than that by WIM. While it is difficult to confirm whether TIRTL or WIM provides better performance, it appears that TIRTL can provide vehicle classification information with accuracy not worse than WIM.
Chapter 5

IMPACT OF WEATHER CONDITIONS ON TIRTL’S PERFORMANCE

The TIRTL System Operations

It is well known that the TIRTL system utilizes infra-red light technology to detect vehicle information needed to count and classify passing vehicles. The detection method can be illustrated using Figure 5-1 (31). When a TIRTL system is in operation, the transmitter emits two parallel and two cross infra-red light beams that traverse across the roadway to the receiver on the opposite side of the roadway. While a vehicle passing between the transmitter and receiver, each wheel interrupts and breaks each of the four light beam pathways. Breaking of a light beam is called a Break Beam Event. Re-establishment of the broken light beam’s continuity is called a Make Beam Event. The receiver detects the precise time of each Beam Event. The speed is measured according to the parallel beam breaking. The vehicle classification is performed on the basis of axle counts and inter-axle spacings. The lane identification is accomplished on the basis of both parallel and cross beam breaks.

Figure 5-1 Configuration of TIRTL Infra-Red Light Beams

It is highlighted that by the TIRTL vendor, the alignment of the transmitter and receiver units plays a critical role. The beams traversing the roadway should be set at a point as low as
possible so as to reduce the interference from mud-flaps and other features hanging from the main body of the vehicles. Since the accuracy of TIRTL system depends largely on the effective detection of the Beam Events between the transmitter and receiver, any disturbance to the light beams by objects other than passing wheels may degrade the system performance. In order to avoid the disturbance to the light beams by vegetation in the median of roadway, the transmitter and receiver can be placed above the pavement at a pre-determined height. However, the possible disturbance to the light beams due to rain and snow remains unknown and needs to be further investigated (28).

Impact of Weather Conditions

**Clear Weather**

In order to evaluate the potential impacts of adverse weathers on the TIRTL performance, this study examined both TIRTL and WIM data under different weather conditions. Since no manual vehicle counts were available, WIM data was considered as the baseline data. Presented in Table 5-1 are the percent errors between the WIM and TIRTL vehicle counts for Classes 2, 3, 5, and 9 under clear weather conditions. Also presented in Table 5-1 are the percent errors between the total vehicle counts for all 13 classes by WIM and TIRTL. The positive sign, “+”, indicates that the TIRTL count is greater than the WIM count, and the negative sign, “-”, indicates that TIRTL count is less than the WIM count. As anticipated, the greatest percent error occurred under Class 5, followed by Class 2 and Class 3. Under a given vehicle class except for Class 3, the TIRTL counts may greater or less than the WIM counts. This indicates that the percent errors are random numbers in clear weather. However, the TIRTL counts is always less than WIM counts under Class 3

<table>
<thead>
<tr>
<th>Class</th>
<th>1/21/09</th>
<th>5/24/09</th>
<th>6/23/09</th>
<th>8/2/08</th>
<th>9/25/08</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>54.5(+)</td>
<td>29.4(+)</td>
<td>51.1(+)</td>
<td>71.7(+)</td>
<td>30.1(-)</td>
</tr>
<tr>
<td>3</td>
<td>46.4(-)</td>
<td>38.5(-)</td>
<td>14.7(-)</td>
<td>49.0(-)</td>
<td>69.5(-)</td>
</tr>
<tr>
<td>5</td>
<td>33.3(-)</td>
<td>121.7(+)</td>
<td>49.0(+)</td>
<td>81.8(-)</td>
<td>37.2(-)</td>
</tr>
<tr>
<td>9</td>
<td>1.2(-)</td>
<td>5.7(-)</td>
<td>39.1(-)</td>
<td>3.6(+)</td>
<td>63.2(-)</td>
</tr>
<tr>
<td>All Classes</td>
<td>0.3(-)</td>
<td>14.0(+)</td>
<td>30.7(+)</td>
<td>1.4(+)</td>
<td>45.6(-)</td>
</tr>
</tbody>
</table>
Adverse Weather

Presented in Table 5-2 are the percent errors between the WIM and TIRTL counts under foggy weather conditions. The greatest percent error arose under Class 2. Under Class 2, the TIRTL counts are greater than the WIM counts. Under Classes 3 and 5, the TIRTL counts are less than the WIM counts. Under Class 9, the TIRTL count is greater than the WIM count on August 6, 2008 and less than the WIM count on January 4, 2009. It looks that the percent errors in foggy weather are greater than those in clear weather. Under All Classes, however, the percent errors in foggy weather are similar to those in clear weather in Table 5. Due to limited data, there is no evidence to indicate the impact of foggy weather.

<table>
<thead>
<tr>
<th>Class</th>
<th>8/6/08</th>
<th>1/4/09</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>124.5(+)</td>
<td>58.3(+)</td>
</tr>
<tr>
<td>3</td>
<td>4.5(-)</td>
<td>70.5(-)</td>
</tr>
<tr>
<td>5</td>
<td>82.8(-)</td>
<td>81.8(-)</td>
</tr>
<tr>
<td>9</td>
<td>13.7(+)</td>
<td>60.4(-)</td>
</tr>
<tr>
<td>All Classes</td>
<td>11.2(+)</td>
<td>39.1(-)</td>
</tr>
</tbody>
</table>

Table 5-3 shows the percent errors between TIRTL and WIM counts in normal snowy weather. The TIRTL counts are greater the WIM counts under some classes, and less than the WIM counts under other classes. No evidence is available to indicate the impact of snow. Again, the TIRTL counts under Class 3 are less than the WIM counts. Tabulated in Table 5-4 are the percent errors in wet weathers, such as normal rainy and thunderstorm weathers. In normal rainy weather, the TIRTL counts are greater than the WIM counts in some cases, and less than the WIM counts in other cases. As anticipated, the TIRTL counts are less than the WIM counts under Class 3. No specific pattern can be identified in the variations of the percent errors.

In thunderstorm weather, the TIRTL counts are always less than the WIM counts regardless of vehicle class and survey date. Compared to all other weathers, it looks that the percent errors in thunderstorm weather are very large. Class 9 witnessed the greatest percent errors, followed by Class 3. Even the overall percent errors for All Classes are very high and close to 95%. It can be concluded that in thunderstorm weather, the TIRTL system may undercount vehicles. This agrees
with a finding by another study (28), which indicated that severe weather affects the TIRTL sensor’s performance and causes traffic to be undercounted.

**Table 5-3 Percent Errors in Normal Snowy Weather**

<table>
<thead>
<tr>
<th>Class</th>
<th>8/6/08</th>
<th>1/4/09</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.8(+)</td>
<td>72.9(+)</td>
</tr>
<tr>
<td>3</td>
<td>63.3(-)</td>
<td>45.1(-)</td>
</tr>
<tr>
<td>5</td>
<td>62.7(-)</td>
<td>76.6(-)</td>
</tr>
<tr>
<td>9</td>
<td>40.3(-)</td>
<td>6.2(+)</td>
</tr>
<tr>
<td>All Classes</td>
<td>42.3(-)</td>
<td>0.2(-)</td>
</tr>
</tbody>
</table>

**Table 5-4 Percent Errors in Wet Weather**

<table>
<thead>
<tr>
<th>Class</th>
<th>Normal Rainy Weather</th>
<th>Thunderstorm Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>57.4(+)  14.9(+)  0.7(-)  16.7(-)</td>
<td>88.9(-)  96.7(-)  27.1(-)  68.1(-)</td>
</tr>
<tr>
<td>3</td>
<td>48.7(-)  60.3(-)  47.2(-)  40.4(-)</td>
<td>92.7(-)  98.2(-)  54.3(-)  87.2(-)</td>
</tr>
<tr>
<td>5</td>
<td>22.7(-)  25.6(-)  23.7(+)  23.5(+)</td>
<td>81.6(-)  79.3(-)  40.8(-)  91.7(-)</td>
</tr>
<tr>
<td>9</td>
<td>12.8(-)  54.5(-)  80.8(-)  82.3(-)</td>
<td>100.0(-) 100.0(-)  61.9(-)  100.0(-)</td>
</tr>
<tr>
<td>All Classes</td>
<td>0.7(+)  27.8(+)  22.0(+)  36.1(+)</td>
<td>92.4(-)  94.9(-)  42.3(-)  87.5(-)</td>
</tr>
</tbody>
</table>
Chapter 6

CONCLUSIONS

Video Vehicle Detection and Classification

The digital image based vehicle monitoring and classification system developed by this study is user friendly and can be easily to setup, and perform data acquisition, vehicle monitoring, and length-based vehicle classification. This system can help develop the models for correcting weigh-in-station data, in particular the unclassified vehicle counts. It was shown that the traditional method to treat all unclassified vehicle counts as trucks is too conservative and will largely overestimate the truck traffic volume. Video technologies can provide accurate and effective vehicle detection when vehicles are classified into four categories, including two-axle, four-tire vehicles, single unit trucks, single-trailer trucks, and multi-trailer trucks.

WIM Vehicle Detection and Classification

WIM sensor malfunction can generate serious vehicle classification issues. The percentage of unclassified vehicles increases as vehicle counts increases. As the number of travel lanes increases, the possibility for vehicles to execute lane changing or passing increases. Therefore, more vehicles may occupy two adjacent lanes or change speeds on sensors, leading to greater percentages of unclassified vehicles. It becomes unacceptable when the percentage of unclassified vehicles exceeds 4% for a single lane.

Based on the WIM data statewide, the unclassified vehicles mainly involved single tractor trailers and passenger cars. Single unit trucks were most likely classified by WIM. While traffic volume and lane number are the two main contributing factors, it is unrealistic to predict the unclassified vehicles in terms of traffic volume and lane number at this time. Overall, vehicles under Categories 1, 2, 3, and 4 account respectively for 35%, 5%, 48%, and 12% of the total unclassified vehicles.
TIRTL Vehicle Detection and Classification

Under clear weather conditions, the TIRTL vehicle counts agreed very well with the manual and video vehicle counts, respectively. When vehicles are classified into four categories, such as two-axle, four-tire vehicles, single unit trucks, single-trailer trucks, and multi-trailer trucks, the accuracy of vehicle classification for Category 1, including all two-axle, four-tire vehicles, was better than that for tractor trailers. WIM vehicle counts were utilized to validate the performance of TIRTL system. Unlike WIM system, the number of unclassified vehicles by TIRTL was very small.

For axle-based vehicle classification, i.e., the 13-class FHWA vehicle classification scheme, great discrepancies existed between the WIM and TIRTL vehicle class counts. Both WIM and TIRTL demonstrated difficulties to distinguish Class 3 from Class 2. However, TIRTL demonstrated better performance to identify vehicles under Class 3 than WIM, regardless of weather conditions. Under Class 5, the TIRTL vehicle counts were more reasonable than the WIM vehicle counts. The WIM system might over-count vehicles under Class 5. Based on the default truck class distributions, TIRTL might provide vehicle classification more accurate than WIM. Under normal weathers, fog, snow, and rain did not affect TIRTL’s performance. Under thunderstorm weather, however, TIRTL might undercount vehicles regardless of vehicle class.
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