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We present a quantitative study of the quasiparticle properties of a three-dimensional electron Fermi liquid. Our approach is based on the theory of the many-body local field factors which we use to include vertex corrections associated with charge and spin fluctuations. Extensive use is made of the results of recent quantum Monte Carlo calculations. Several models for the wave-vector dependence of the spin-antisymmetric many-body local field factor \(G_{ss}\), for which no numerical results are currently available, are discussed and compared. Both the real and imaginary parts of the self-energy as well as the quasiparticle renormalization constant and the enhancement of the effective mass are calculated in the experimentally accessible range of electron densities. The results obtained by means of the on-shell approximation are critically compared with those given by a self-consistent solution of the Dyson equation. An ultraviolet catastrophe in the Coulomb-hole part of the self-energy is identified and a satisfactory resolution of this impasse is presented. The same many-body local field factors are also used to obtain the Landau interaction function. This allows us to obtain both the spin susceptibility and the proper compressibility of the system.
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I. INTRODUCTION

Although two-dimensional systems have recently almost supplanted the three-dimensional elemental metals as the system of choice to test microscopic many-body theories of the electron liquid, it is quite useful to further develop theories for the three-dimensional case in view of the fact that a number of methods still see considerable use in the semiquantitative determination of the properties of a large class of three-dimensional metallic and semiconducting systems.\(^1\)\(^-\)\(^4\)

In the absence of polarization, the only relevant parameter to the physics of the electron liquid is represented by the dimensionless density parameter \(r_s\) which, the three dimensions, is given by \(r_s = (\pi n a_B^2)^{1/3}\), where \(n\) is the electron number density and \(a_B\) the effective Bohr radius. It is widely believed that in the high to metallic density regime, which corresponds to values of \(r_s\) in the approximate range \(0 \leq r_s \leq 6\), the electronic system of a three-dimensional metal is in a Fermi liquid state. Since a perturbative treatment of the effects of the Coulomb interaction is significant only for \(r_s \ll 1\), a number of approximated theoretical schemes have been developed that are designed to cautiously venture into the intermediate coupling regime. Methods range from diagrammatic expansions\(^5\) to theories based on the many-body local field factor idea.\(^1\)\(^\text{I}\) Quantum Monte Carlo based numerical studies offer an alternative route and have the advantage of a theoretical framework that is accurate and virtually exact for a wide range of densities.\(^6\)\(^-\)\(^10\)

Despite intensive efforts, a quantitative characterization of the Fermi liquid regime in the intermediate density range is still to be achieved. In the case of the three-dimensional electron liquid, following a route originally proposed by Hubbard,\(^11\) vertex corrections were approximately incorporated to this purpose by Rice\(^12\) through the use of a static many-body local field factor in an attempt to go beyond the random phase approximation (RPA) of Hedin and Lundqvist\(^13\) and Quinn and Ferrell.\(^14\)\(^,\)\(^15\) This early approximate approach is still quite popular, although it attempts to capture physical effects beyond the RPA by including only the parallel spin many-body local field factor. A number of shortcomings of this theory have been identified and discussed in Refs.\(^16\) and \(^17\).

Following Rice’s work, calculations for the three-dimensional electron liquid were carried out by Zhu and Overhauser,\(^18\) who for the first time employed the spin-antisymmetric local field factor, and most recently, by means of diagrammatic means, by Rahman and Vignale\(^19\) and Ng and Singwi.\(^20\)\(^,\)\(^21\)

The many-body local field factor method was more recently rid of serious problems and further developed by Yarlagadda and Giuliani who also provided a modern derivation by making use of the renormalized Hamiltonian approach.\(^16\)\(^,\)\(^22\) A direct application of the technique was provided for the two-dimensional case.\(^23\) Very recently, a more accurate analysis of the latter was reported in Ref.\(^24\).

While for the two-dimensional electron liquid modern versions of the many-body local field factors were employed in the most recent calculations (see, for instance, Ref.\(^24\)), this has never been attempted for the case of the three-dimensional electron liquid. To remedy this situation is the purpose of our work.

The recent developments of accurate diffusion quantum Monte Carlo numerical techniques have allowed the precise evaluation of some of the relevant static many-body local field factors. In particular, both the static spin-symmetric\(^8\) and spin-antisymmetric\(^9\) many-body local field factors have been obtained for the two-dimensional electron liquid. On the other hand, in view of the magnitude of the numerical effort required, only the corresponding spin-symmetric quantity has been obtained for the three-dimensional case.\(^7\) Corresponding useful interpolation formulas have been devised as to expedite the use of quantum Monte Carlo results within numerical approaches.\(^25\)\(^-\)\(^28\) The latter have recently found an interesting and elegant application in the virtually exact calculation of the linear charge modulation of the electron density in the presence of an impurity potential (Friedel oscilla-
the quasiparticle pole, can be obtained from the frequency dependence as follows:

\[ Z = \frac{1}{1 - \frac{1}{\hbar} \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar}}. \]  

Another derived important physical property is represented by the quasiparticle energy \( \epsilon_{QP}(k) \) which, once the self-energy is known, can be defined as the self-consistent solution of Dyson’s equation,

\[ E_{QP}(\vec{k}) = \epsilon_{\vec{k}} + \text{Re} \Sigma[\vec{k}, E_{QP}(\vec{k})], \]  

where \( \epsilon_{\vec{k}} \) is the unperturbed electron energy. In turn, the effective quasiparticle effective mass can be obtained from the slope of the quasiparticle energy at the Fermi surface,

\[ \frac{1}{m^*} = \frac{1}{\hbar^2 k_F} \frac{dE_{QP}(\vec{k})}{dk} \bigg|_{k = k_F}. \]  

Formally, Eqs. (3) and (2) lead to the expression

\[ m^* = \frac{1}{\hbar^2 k_F} \frac{dE_{QP}(\vec{k})}{dk} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar} = \frac{m}{1 + \frac{m}{\hbar^2 k_F} \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial k} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar}}, \]  

which, besides its formal significance, does also provide a test for the accuracy and consistency of quantitative calculations.

A popular alternative to Eq. (2) is represented by the so-called on-shell approximation (OSA) which consists in taking

\[ E_{OSA}(\vec{k}) = \epsilon_{\vec{k}} + \text{Re} \Sigma(\vec{k}, \epsilon_{\vec{k}}). \]  

Formally, Eqs. (3) and (5) lead to the approximate expression

\[ m^*_{\text{OSA}} = \frac{1}{1 + \frac{\hbar^2 k_F}{m} \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial k} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar}} \left( \frac{1}{\hbar} \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar} + \frac{m}{\hbar^2 k_F} \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial k} \bigg|_{k = k_F, \omega = \epsilon_F / \hbar} \right). \]  

It is well known that the OSA can only be justified in the weak coupling limit.\(^1\) This caveat must be taken quite seriously since in the case of the two-dimensional electron liquid, for instance, a casual use of the OSA formula leads to a spurious divergence in the quasiparticle effective mass even for experimentally reasonable values of \( r. \)\(^2\) The formal origin of this dangerous pitfall is rather prosaic and can be readily appreciated by comparing the denominator of (approximate) Eq. (6) with that of (exact) Eq. (4). The problem will be discussed below in Sec. V (see Fig. 9).

There are several possible ways of calculating the electron self-energy in an interacting electron liquid. The procedure used in this work is based on the following decomposition:
\[ \Sigma(k, \omega) = \Sigma_{ex}(k, \omega) + \Sigma_{ch}(k, \omega), \]

where we have defined the “screened-exchange” part of the self-energy,

\[ \Sigma_{ex}(k, \omega) = -\int \frac{d^3q}{(2\pi)^3} \int_0^\infty d\omega' \frac{\text{Im}[v_q^2(1 - G_+(\tilde{q}, \omega'))]}{\omega - \epsilon_{\tilde{q}} - \epsilon_{\tilde{q}}' - \hbar \omega + i\eta} \chi_m(\tilde{q}, \omega') G_{\tilde{s}, \tilde{s}'}(\tilde{q}, \omega'), \]

and the “Coulomb-hole” part,

\[ \Sigma_{ch}(k, \omega) = -\frac{\hbar}{\pi} \int \frac{d^3q}{(2\pi)^3} \int_0^\infty d\omega' \frac{\text{Im}[v_q^2(1 - G_+(\tilde{q}, \omega'))]}{\omega - \epsilon_{\tilde{q}} - \epsilon_{\tilde{q}}' - \hbar \omega + i\eta} \chi_{\tilde{s}, \tilde{s}'}(\tilde{q}, \omega'), \]

In Eqs. (8) and (9), \( \epsilon_q = \frac{q^2}{2m} \) and \( v_q = \frac{4\pi n}{q^2} \). Moreover, the following relations, appropriate for a homogeneous paramagnetic liquid state, define the charge and spin response functions \( \chi_m \) and \( \chi_{ss} \) and the corresponding spin-symmetric and spin-antisymmetric many-body local field factors \( G_+(\tilde{q}, \omega) \) and \( G_-(\tilde{q}, \omega) \) in terms of the Lindhard response function of noninteracting electrons \( \chi_0(\tilde{q}, \omega) \) as follows:

\[ \chi_m(\tilde{q}, \omega) = \frac{\chi_0(\tilde{q}, \omega)}{1 - v_q[1 - G_+(\tilde{q}, \omega)\chi_0(\tilde{q}, \omega)]}, \]

and

\[ \chi_{ss}(\tilde{q}, \omega) = \frac{\chi_0(\tilde{q}, \omega)}{1 + v_q G_-(\tilde{q}, \omega)\chi_0(\tilde{q}, \omega)}. \]

Within this theoretical framework, the many-body local field factors are introduced to take into account the vertex corrections associated with density spin fluctuations. Their total neglect corresponds to the well-known RPA theory.

The theoretical basis for this approach is well grounded in many-body theory and can, in fact, be justified by following several quite different formal routes.1

In particular, a diagrammatic approach for the evaluation of the self-energy has been developed by Ng and Singwi.30 Its starting formula is the exact relationship

\[ \delta \Sigma_{\sigma}(k, \omega) = i\hbar \sum_{\sigma'} \int \frac{d^3q d\omega}{(2\pi)^3} I_{\text{kor}, \tilde{q}s, \omega', \sigma'}(0) \delta G_{\sigma', \sigma}(q, \omega'), \]

where \( \delta \Sigma_{\sigma}(k, \omega) \) and \( \delta G_{\sigma}(q, \omega) \) are corresponding changes in the self-energy and the Green’s function, while \( I_{\text{kor}, \tilde{q}s, \omega', \sigma'}(0) \) is the irreducible particle-hole interaction with zero momentum and energy transfer. Progress is made by making use of the following “local approximation” originally proposed by Vignale and Singwi.34,35

\[ I_{\text{kor}, \tilde{q}s, \omega', \sigma'}(0) \approx V_{\sigma'\sigma}(k - \tilde{q}, \omega - \omega'), \]

which amounts to express the irreducible particle-hole interaction in terms of an effective local interaction \( V_{\sigma'\sigma}(k, \omega) \).

At this point, the self-energy can be approximately determined only up to an integration constant (this observation is far from trivial and will acquire further relevance later in our discussion) from

\[ \Sigma_{\sigma}(k, \omega) = i\hbar \sum_{\sigma'} \int \frac{d^3q d\omega}{(2\pi)^3} V_{\sigma'\sigma}(k - \tilde{q}, \omega - \omega') G_{\sigma}(q, \omega'). \]

A corresponding diagrammatic analysis leads to what is referred to as the Kukkonen-Overhauser expression for the effective interaction \( V_{\sigma'\sigma}(k, \omega) \),

\[ V_{\sigma'\sigma}(k, \omega) = \{ v_q^2 [1 - G_+(\tilde{q}, \omega)\chi_m(\tilde{q}, \omega)] + v_q^2 [G_-(\tilde{q}, \omega)\chi_{ss}(\tilde{q}, \omega)] \delta_{\sigma\sigma'} + 2v_q^2 [G_-(\tilde{q}, \omega)\chi_{ss}(\tilde{q}, \omega)] \delta_{\sigma\sigma'} \],

where the response functions \( \chi_m \) and \( \chi_{ss} \) are defined in terms of local many-body field factors \( G_+(\tilde{q}, \omega) \) and \( G_-(\tilde{q}, \omega) \) as done above. At this point, Eqs. (8) and (9) are readily obtained by inserting Eq. (15) into Eq. (14).

Further insight into the significance and the origin of Eqs. (7)–(11) can be obtained by arriving at an equivalent result by means of an alternative approach based on the renormalized Hamiltonian method. This procedure was pioneered by Hamann and Overhauser and later fully exploited by Yarlagadda and Giuliani to develop a renormalization-based picture of the Fermi liquid.11,16,37,38 The approach is based on the distinction between “test electrons” (which will ultimately become the quasiparticles) and the remaining electronic degrees of freedom that are treated as a screening medium capable of both charge and spin fluctuations.39

From a formal point of view, the fully interacting Hamiltonian describing the whole set of degrees of freedom of the original system is at first separated into a test-electron part, a dielectric medium part, and a term coupling the test electrons with the medium,

\[ \hat{H}_{\text{EG}} = \hat{H}_e + \hat{H}_m + \hat{H}_{\text{int}}, \]

The test-electron Hamiltonian \( \hat{H}_e \) is, in particular, expressed as
\[ \hat{H}_e = \sum_{q, \sigma} \epsilon_q \hat{c}_{q, \sigma} \hat{c}_{q, \sigma}^\dagger + \frac{1}{2} \sum_{p, q, \sigma, \sigma'} \sum_{\alpha, \alpha'} v_{p, q, \sigma, \sigma'} \hat{c}_{p+q, \sigma} \hat{c}_{p+q, \sigma'}^\dagger \hat{c}_{p, \sigma'} \hat{c}_{p, \sigma}, \]  

where \( \hat{c}_{p, \sigma} \) and \( \hat{c}_{p, \sigma}^\dagger \) are the corresponding creation and annihilation operators. \( \hat{H}_m \) has a similar expression in terms of the operators \( \hat{b}_{p, \sigma} \) and \( \hat{b}_{p, \sigma}^\dagger \), creating and destroying electrons of the medium.

The last term \( \hat{H}_{int} \) represents the interaction between the electrons and the dielectric medium. Keeping only the terms that separately conserve the number of test electrons and that of medium electrons, we write

\[ \hat{H}_{int} = \frac{1}{2} \sum_{p, q, \alpha, \sigma, \sigma'} v_{p, q, \sigma, \sigma'} (\hat{c}_{p+q, \sigma} \hat{c}_{p+q, \sigma}^\dagger \hat{c}_{p, \sigma} \hat{c}_{p, \sigma}^\dagger + \hat{c}_{p+q, \sigma} \hat{c}_{p+q, \sigma} \hat{c}_{p, \sigma}^\dagger \hat{c}_{p, \sigma}). \]

This expression can be rewritten in terms of the density and spin fluctuations of the medium. Defining \( \Delta_{p}(\vec{q}) = \hat{\epsilon}_{\vec{q}} \), where \( \hat{\epsilon}_{\vec{q}} = \hat{\epsilon}_{\vec{p} \rightarrow \vec{q}} \), we have

\[ \hat{H}_{int} = \frac{1}{V} \sum_{\vec{q}, \alpha, \sigma} v_{\vec{q}} [1 - G_{\alpha}(\vec{q}, \Delta_{\alpha}(\vec{q}))] \hat{n}_{-\vec{q}, \alpha, \sigma} \hat{c}_{\vec{q}, \alpha, \sigma} \]

\[ - \frac{1}{V} \sum_{\vec{q}, \vec{k}, \alpha, \sigma} v_{\vec{q}} G_{\alpha}(\vec{q}, \Delta_{\alpha}(\vec{q})) \hat{S}_{\vec{q}, \vec{k}} \cdot (\hat{c}_{\vec{q}, \alpha, \sigma} \hat{c}_{\vec{k}, \alpha, \sigma}) \],

where \( \hat{n}_{\vec{q}} = \sum_{p, \sigma} \hat{b}_{\vec{p} - \vec{q}, \sigma}^\dagger \hat{b}_{\vec{p}, \sigma} \) and \( \hat{S}_{\vec{q}, \vec{k}} = \sum_{p, \sigma} \sigma_{\alpha \sigma'} \hat{b}_{\vec{p} - \vec{q}, \sigma} \hat{b}_{\vec{p}, \sigma'} \) are, respectively, the density and spin-density operators for the dielectric medium. The many-body local field factors \( G_{\alpha} \), strategically appear here in order to account for the fact that the interaction between test electrons and medium charge and spin fluctuations is an effective one. This ultimately introduces exchange and correlation effects in a self-consistent way.

The procedure continues with the elimination of the interaction between the test electrons and the medium via a canonical transformation with generator \( \hat{T} \),

\[ \hat{H}' = \exp(i\hat{T}) \hat{H}_E \exp(-i\hat{T}) \].

\( \hat{T} \) is chosen in such a way as to eliminate the interaction to first order, i.e.,

\[ [\hat{T}, \hat{H}_e + \hat{H}_m] = i\hat{H}_{int} \].

The resulting Hamiltonian is then averaged over the ground state \( |\Omega\rangle \) of the medium in order to arrive to an effective Hamiltonian containing only the test electron degrees of freedom. This gives

\[ \hat{H}_{QP} = \langle 0 | \hat{H}' | 0 \rangle = \hat{H}_e + \frac{i}{2} \langle 0 | [\hat{T}, \hat{H}_m] | 0 \rangle \].

In Eq. (23), the screened-exchange term \( E_{sx}(\vec{k}) \) is given by

\[ E_{sx}(\vec{k}) = - \int \frac{d^3q}{(2\pi)^3} \int_{0}^{\infty} d\omega \operatorname{Im}[\varepsilon_{\vec{q}}] \chi_{\alpha\alpha}(\vec{q}, \omega) \text{Im}[\varepsilon_{\vec{k}}] \chi_{\alpha\alpha}(\vec{k}, \omega) \];

while the corresponding Coulomb-hole part \( E_{ch}(\vec{k}) \) reads

\[ E_{ch}(\vec{k}) = - \frac{\hbar}{\pi} \int \frac{d^3q}{(2\pi)^3} \int_{0}^{\infty} d\omega \text{Im}[\varepsilon_{\vec{q}}] \chi_{\alpha\alpha}(\vec{q}, \omega) \text{Im}[\varepsilon_{\vec{k}}] \chi_{\alpha\alpha}(\vec{k}, \omega) \text{Im}[\varepsilon_{\vec{k} - \vec{q}}] \chi_{\alpha\alpha}(\vec{k} - \vec{q}, \omega) \text{Im}[\varepsilon_{\vec{k} - \vec{q}}] \chi_{\alpha\alpha}(\vec{k} - \vec{q}, \omega) \text{Im}[\varepsilon_{\vec{k} - \vec{q}}] \chi_{\alpha\alpha}(\vec{k} - \vec{q}, \omega) \].

Notice that the expression of Eq. (23) for the quasiparticle energy can also be obtained by making use of the OSA in Eq. (7).

The decomposition into a screened-exchange part and a Coulomb-hole part is of course not unique. An alternative representation of the self-energy can be obtained in terms of what are commonly referred to as line and residue components. The existence of equivalent expressions for calculating the self-energy allows us to check the accuracy and validity of our calculations. The connection with the formulas derived here is discussed in the Appendix.

III. GENERAL FORMALISM: MANY-BODY LOCAL FIELD FACTORS

The many-body local field factors \( G_{\alpha} \) and \( G_{\alpha'} \) represent the key ingredients for the evaluation of the electron self-
A. Early interpolation formulas

Following a long tradition that dates back to Hubbard,\(^{11}\) the first step in the handling of the formulas for the quasi-particle energy and the electron self-energy is to approximate the many-body local fields with their static limits \(G_{\pm}(q) = G_{\pm}(q,\omega = 0)\). Although this step greatly simplifies the problem, the next difficulty consists in the fact that not even these functions of the wave vector are well known. Accordingly, a number of more or less successful interpolation formulas have been devised in order to approximately deal with the problem.

Generalizing Hubbard’s original expression, Iwamoto and Pines\(^{40}\) have proposed a long wavelength formula designed to correctly reproduce the long wavelength limit of \(G_{\pm}(q)\),

\[
G_{\pm}(q) = \frac{1}{2} \left( \frac{q^2}{q^2 + q_1^2} \pm \frac{q^2}{q^2 + q_1^2} \right),
\]

where the parameters \(q_1\) and \(q_1\) are then chosen to fit the compressibility and the spin susceptibility results obtained through independent methods. Iwamoto and Pines used, for instance, the results obtained by Geldart and Vosko\(^{41}\) using the Monte Carlo method.

In particular, the long wavelength limit of the symmetric many-body local field \(G_{\pm}(q)\) is related to the many-body enhancement of the compressibility via\(^{17}\)

\[
\lim_{q \to 0} \frac{G_{\pm}(q,0)}{q^2} = \frac{1}{K_3} \left( 1 - \frac{K_0}{K} \right) = \frac{1}{4k_F^2} - \frac{1}{4\pi e^2} \frac{d\mu_c}{dn},
\]

where \(K\) and \(K_0\) are the compressibilities for the interacting and noninteracting electron liquid, \(\mu_c\) is the correlation contribution to the chemical potential, and \(K_3 = 4\pi e^2 N(0)\) is the Thomas-Fermi vector in three dimensions.

The same limit for the antisymmetric many-body local field \(G_-(q)\) is related to the many-body enhancement of the spin susceptibility via

\[
\lim_{q \to 0} \frac{G_-(q,0)}{q^2} = \frac{1}{K_3} \left( 1 + \frac{1}{\mu_c} \frac{\chi_F}{\chi_S} \right),
\]

with \(\chi_F\) being the Pauli susceptibility of a noninteracting electron liquid.

These simple interpolation formulas are, in fact, what was used by Ng and Singwi in their quantitative evaluation of the quasiparticle properties of a three-dimensional electron liquid.\(^{21}\)

B. Modern interpolation formulas

As it turns out, all the approximations just described do suffer from a major shortcoming: the large \(q\) limit is incorrect for in Eq. (26) \(\lim_{q \to \infty} G_{\pm}(q) = 1\) and \(\lim_{q \to \infty} G_{\pm}(q) = 0\), while the correct limits, for which the exact expression is known, is in both cases given by \(\lim_{q \to \infty} G_{\pm}(q) \propto q^2\).\(^{1,2,4,3}\)

More precisely, the large momentum limit of \(G_{\pm}(q,0)\) in three dimensions has been obtained by Niklasson,\(^{42}\) and Holas\(^{43}\) and can be expressed as

\[
G_{\pm}(q,0) = -\frac{\pi}{2e^2k_F} \int \frac{d(r_\epsilon)}{dr_\epsilon} \frac{q^2}{k_F^2} + \frac{2}{3}[1 - g(0)]
\]

\[
+ \frac{\pi}{3r_\epsilon k_F^2} \left( \frac{9}{4} \right)^{1/3} \left( 9g((\vec{k} \cdot \vec{q})^2) - 9((\vec{k} \cdot \vec{q})^4) \right)
\]

\[
+ (k^2)^2 - (k_0^2)^2.
\]

In this expression, \(\epsilon_\epsilon\) is the correlation energy per particle, while \(g(0)\) is the value of the pair distribution function at the origin. Here, the symbol \((\cdots)\) indicates an average over the exact single particle occupation numbers, while \((\cdots)_0\) represents the corresponding average for noninteracting electrons.

A similar expression holds for the antisymmetric local field \(G_-(q,0)\).\(^{1,1,4,3}\) Using the same notation, we have

\[
G_-(q,0) = -\frac{\pi}{2e^2k_F} \int \frac{d(r_\epsilon \epsilon_\epsilon)}{dr_\epsilon \epsilon_\epsilon} \frac{q^2}{k_F^2} + \frac{1}{3}[4g(0) - 1]
\]

\[
+ \frac{\pi}{3r_\epsilon k_F^2} \left( \frac{9}{4} \right)^{1/3} \left( 9((\vec{k} \cdot \vec{q})^2) - 9((\vec{k} \cdot \vec{q})^4) \right)
\]

\[
+ (k^2)^2 - (k_0^2)^2.
\]

As a consequence, a new set of suitable formulas must be devised since, as we will show, the large wave-vector limit of the many-body local field factors is quite relevant in the determination of the physical properties of the system.

Diffusion Quantum Monte Carlo (QMC) methods allow the quantitative determination of some of the response functions of an electron liquid as a function of the wave vector.\(^{6,7,27}\) While in two dimensions QMC results for both \(G_{\pm}(q)\) and \(G_-(q)\) are available, only the symmetric local field has been accurately calculated to date in the three-dimensional case. Accordingly, we will separate the discussion of the two many-body local fields.

1. Spin-symmetric many-body field factor \(G_{\pm}\)

Accurate empirical formulas for the static many-body local field \(G_{\pm}(q)\) can be obtained by simply interpolating the results of the available QMC calculations for the three-dimensional electron gas. In particular, an analytic fit to such data has been proposed in Ref. 7 and is given by

\[
G_{\pm}(q) = \frac{C(q)q^2}{k_F^2} + \frac{B(q)q^2}{\gamma(q_0)k_F^2} + \frac{\alpha(q)q^4}{k_F^4} \exp \left[ -\frac{\beta(q_0)q^2}{k_F^2} \right].
\]

The explicit expressions of the functions \(C, B, \alpha, \beta\) and \(\gamma\) appearing in Eq. (31) can be found in the original paper. Typical curves obtained with this formula are plotted in Fig. 1 for different electron densities. This analytic fit satisfies the known asymptotic limits both at small and large wave vectors. Since this is the best available formula for \(G_{\pm}(q)\), we will heretofore employ it in all our calculations.
2. Spin-antisymmetric many-body field factor $G_-$

At variance with the case of a two-dimensional electron liquid, to date, there have been no QMC simulation results reported that could lead to a determination of $G_-(q,0)$ in three dimensions. Accordingly, in order to make progress, we have implemented a number of empirical parametrized formulas designed to reflect all the known exact limiting behaviors as well as any of the relevant features observed in the corresponding quantity in two dimensions.

Proceeding from the simplest to the most complex, we have used in our calculations the following expressions for $G_-(q)$.

The simplest consists in a generalization of the Iwamoto and Pines formula to allow for a nonzero, yet finite value for $G_-(q)$ at large $q$, i.e.,

$$
G^{(1)}_-(q) = \begin{cases} 
\frac{1}{2} \left( \frac{q^2}{q^2 + q^2_{\parallel}} - \frac{q^2_{\parallel}}{q^2 + q^2_{\parallel}} \right), & q < \sqrt{q^2_{\parallel}} \\
\frac{1}{2} q_{\parallel} - q_{\parallel}, & q > \sqrt{q^2_{\parallel}}, 
\end{cases}
$$

(32)

where the notation is the same as in Eq. (26). Clearly, this expression does not still satisfy the large momentum limit, but it will turn useful to test the effect of the large $q$ tail in $G_-(q)$ on the actual physical results. The interpolation of Eq. (32) corresponds to the line labeled 6 in Fig. 2.

A possible formula that can be made to satisfy both known $q$ limits is, on the other hand, provided by

$$
G_-(q) = \frac{C(r_s)q^2}{k_F^2} + \frac{B_1(r_s)q^2}{\gamma_1(r_s)k_F^2 + q^2}.
$$

(33)

In this expression, while $C(r_s)$ is the same as in Eq. (31), the function $B_1(r_s)$ can be determined from Eqs. (31) and (30) to be given by

$$
B_1(r_s) = B(r_s) - 1 + 2g(0). 
$$

(34)

In order to make progress in the calculation [Eq. (34)], a practical, elegant, and simple approximation for $g(0)$, which we have used in our numerical analysis, is that proposed by Overhauser,

$$
g(0) = \frac{32}{(8 + 3r_s)^2}. 
$$

(35)
This formula makes use of several properties of a three-dimensional electron liquid that can be found in the work of Perdew and Wang. The interpolation of Eq. (33) corresponds to the line labeled 2 in Fig. 2.

One must realize that Eq. (33) has been devised without any input regarding the intermediate $q$ behavior of the function. We have therefore endeavored to construct variations of this formula designed to explore the relevance and the effects of the actual shape of $G_\perp(q)$ on the physical results.

One of the possible alternative variations of Eq. (33) is provided by

$$G^{(2)}(q;\omega) = \begin{cases} \frac{1}{2} \left( \frac{q^2}{q^2 + q_{\perp}^2} - \frac{q^2}{q^2 + q_{\parallel}^2} \right), & q < ak_F \\ C(r_s)q^2 + \frac{B_1(r_s)q^4}{\gamma(r_s) + q^2}, & q > ak_F. \end{cases}$$

(39)

which is a simple generalization of the Iwamoto and Pines formula designed to allow an estimate of the effects of the intermediate $q$ regime on the physical properties. This expression corresponds to lines 3, 4, and 5 in Fig. 2.

Finally, an alternative interesting interpolation formula was inspired by the $q$ dependence of the two-dimensional many-body field factors that we have reproduced in Figs. 3 and 4. In these plots, it is clear that, at least in two dimensions, both $G_\perp(q)$ and $G_\parallel(q)$ display a peak in the intermediate $q$ region. In order to explore the effect of the existence of such a feature, we have devised the following expression:

$$G^{(3)}(q) = C(r_s)\frac{q^2}{k_F^2} + \frac{B_1(r_s)q^4}{\gamma(r_s)k_F^2 + q^2} + \frac{\alpha(r_s)q^4}{k_F^2} \exp \left( - \frac{\beta q^2}{k_F} \right),$$

(40)

where $\alpha$ and $\beta$ are the same quantities appearing in Eq. (31). This last interpolation formula corresponds to line 1 in Fig. 2.

IV. CALCULATING THE ELECTRONIC SELF-ENERGY

The screened-exchange part of the electron self-energy, as given by Eqs. (8) and (24), does not present any remarkable numerical challenges. On the other hand, a number of comments are in order to describe our handling of the numerical analysis of Eqs. (9) and (25) corresponding to the Coulomb-hole contributions.

A. Coulomb-hole part of the self-energy

Two problems require special attention in the evaluation of the Coulomb-hole part of the self-energy.

1. Handling the plasma pole

To start with, we notice that the denominator of the density response equation [Eq. (10)] vanishes when

$$1 - [1 - G_\perp(q,\omega)]v(q) \Re \chi_0(q,\omega) = 0,$$

(41)

and concomitantly the imaginary part of the Lindhard function vanishes. This singularity is associated with the presence in the spectrum of collective modes (in this case plasmons) of which the dispersion law is represented by the solution $\Omega_\mathrm{pl}(\tilde{q})$ of Eq. (41). The plasmon is Landau damped when it enters the electron-hole continuum. No corresponding singularity occurs for the spin response, for which the correspondent collective excitations (paramagnons) are damped for all momenta.

The real part of the Coulomb-hole self-energy in Eq. (9) can be separated into a plasmonic part and an electron-hole part,

$$\Re \Sigma_\mathrm{CH}(\tilde{k},\omega) = \Re \Sigma_\mathrm{CH}^{(ch)}(\tilde{k},\omega) + \Re \Sigma_\mathrm{CH}^{(eh)}(\tilde{k},\omega).$$

(42)

The plasmon contribution to the imaginary part of the dielectric constant can be written as

$$\Im \frac{1}{\varepsilon(q,\omega)} \bigg|_{\text{plasmon}} = - \pi \frac{\delta[\omega - \Omega_\mathrm{pl}(\tilde{q})]}{\partial \omega},$$

(43)

where

$$\varepsilon(q,\omega) = \frac{1 - v(q)\chi_0(q,\omega)}{1 + G_\perp(q,\omega)v(q)\chi_0(q,\omega)}.$$  

(44)

Approximating $G_\perp(q,\omega)$ with its static value, the plasmonic part of Eq. (9) becomes

$$\Re \Sigma_\mathrm{CH}^{(ch)}(\tilde{k},\omega) = - \frac{\hbar k}{m} \int_{qF}^{qF(\tilde{k})} \frac{q^4 dq}{(2\pi)^2} \left[ \frac{\hbar^2 k^2 + q^2}{2m} + \frac{\hbar k}{m} - \omega \right] \times \frac{\partial \Re \chi_0(q,\omega)}{\partial \omega} \bigg|_{\omega = \Omega_\mathrm{pl}(q)}.$$ 

(45)
where \( q_p(r_s) \) is the value of the momentum marking the onset of Landau damping for the plasma excitation, i.e., the threshold value of \( q \) above which the plasmon branch enters the electron-hole continuum.

As for the electron-hole part, we notice that the integration over frequencies is done in the interval for which \( \text{Im} \chi_0(q, \omega) \) is finite. We have

\[
\Sigma_{\text{eh}}(\kappa, \omega) = -\int d^3 q (2\pi)^3 \Omega(q) d\omega' \frac{\text{Im}[\nu(q)^2 - G_+(q, \omega')]^2 \chi_{\text{eh}}(q, \omega')}{\pi} \left\{ 1 - G_+(q, \omega') \right\}^2 \chi_{\text{eh},5}(q, \omega') \right\},
\]

(46)

where \( \Omega(q) = \frac{\hbar q^2 - 2mq}{2m} \) and \( \Omega(\kappa) = \frac{\hbar^2 q^2 - 2mq}{2m} \) are the lower and upper limits of the electron-hole continuum for momentum \( q \).

2. Regularizing the ultraviolet catastrophe of the Coulomb-hole part of the self-energy

There is one more problem associated with the calculation of the real part of the Coulomb-hole self-energy. As a direct inspection will reveal, in view of the large \( q \) behavior of the many-body local field factors, the integrand of Eq. (46) remains constant as \( q \to \infty \), leading to an ultraviolet catastrophe. This problem does not arise with the interpolation formulas of the Hubbard type since, by construction, they display an incorrect asymptotic behavior (a constant for large wave vectors) for \( G_+(q) \). The same problem plagues the corresponding theory of the two-dimensional electron liquid.24

Postponing a more detailed discussion of this problem to Sec. VII, it will suffice here to state that we will surmount this obstacle by limiting our analysis to the changes of the self-energy from its value at the Fermi energy. In practice, one defines the function \( I(q, k, \omega) \) via the relation

\[
\Sigma_{\text{CH}}(\kappa, \omega) = \int \frac{dq}{4\pi} I(q, k, \omega),
\]

(47)

with

\[
I(q, k, \omega) = e^2 \kappa_\perp^2 k_F^2 C^2 \left\{ \frac{2}{3} + \frac{2k_F^2}{15q^2} + \frac{2m}{\hbar q^2} - \frac{k_F^2}{9q^2} \right\}.
\]

(48)

At this point, the self-energy can be defined as the sum of the actual chemical potential \( \mu(r_s) \) augmented by an integral of the difference of the original integrand and the value of the latter at the chemical potential. Since when taking the difference the offending behavior cancels out, the final expression is well behaved and can then be computed,

\[
\Sigma(\kappa, \omega) = \mu(r_s) + \int \frac{dq}{4\pi} \left\{ I(\kappa, k_F, \omega) - I\left( k_F, \frac{\mu(r_s)}{\hbar}, \omega \right) \right\} + \Sigma_{\text{CH}}(\kappa, \omega)
\]

(49)

If the absolute value of the self-energy is desired, \( \Sigma(k_F, \omega_F) \) must be gotten by independent means. A possible way is to obtain it from the exact formula

\[
\mu(r_s) = \frac{e^2}{2\pi a_0^2 \hbar^3} \left( \frac{9\pi}{4} \right)^{2/3} - \frac{e^2}{\pi a_0^2 \hbar^3} \left( \frac{9\pi}{4} \right)^{1/3} + e_c - \frac{r_s d_e}{3 d_s},
\]

(50)

where \( e_c \) can be again taken from QMC simulations.1,6,46

B. Self-energy: Numerical results

Representative results for the real and imaginary parts of the on-shell (i.e., for \( \omega = \epsilon_{\kappa,\omega} \)) self-energy \( \Sigma(\kappa, \omega(k)) \) of a three-dimensional electron liquid are presented in Figs. (5) and (6) as a function of the wave vector for two values of the density. In these figures, the solid lines represent the fully interacting result obtained using \( G_+(q, 0) \) and \( G_-(q, 0) \), respectively, given by Eqs. (31) and (33), while the dashed lines correspond to the RPA calculation obtained by setting \( G_+(q, 0) = G_-(q, 0) = 0 \). Our RPA results completely agree with the original results of Hedin and Lundqvist.13,47

In the real part of the self-energy, the dip associated with the plasmon peak can be easily be observed in Fig. 5. The same can be said for the pronounced corresponding plasmon peak present in the plot of the imaginary part (Fig. 6). Notice that there, the onset of the plasmonic structure is not abrupt. This is in contrast with the situation in the two-dimensional case where the onset is sudden.24,48,49 As expected, the value

FIG. 6. Imaginary part of the self-energy. Solid line: full theory; dashed line: RPA.
of \( \text{Im} \Sigma[k, \varepsilon(k)] \) vanishes at the Fermi surface, leading to an infinite lifetime for the quasiparticles.

The expression for \( G_s(q, 0) \) having been set by Eq. (31), the effect of the particular shape of \( G_s(q, 0) \) on the self-energy has been examined. A representative plot is provided in Fig. 7 for the real part of \( \text{Re} \Sigma[k, \varepsilon(k)] \). An analysis of our results leads us to conclude that, while there appears to be no substantial differences in the general shape of the self-energy when different expressions are used for the spin-antisymmetric many-body local field factor, the behavior of the derivatives is altogether a different story.

V. QUASIPARTICLE EFFECTIVE MASS AND RENORMALIZATION CONSTANT

The results of our calculations of the quasiparticle effective mass in various approximations are summarized in Table I as well as displayed in Fig. 8. There, one can compare results obtained within a variety of approximations: RPA, \( G_s \) only, and full theory with both \( G_s \) and \( G_a \) included. One notices that the effect of the density fluctuations is to decrease the effective mass from its RPA value, while the spin fluctuations tend to increase it, the effect being larger for large \( r_s \) (smaller densities). The same effect has been predicted by Overhauser,\textsuperscript{30} Zhu and Overhauser,\textsuperscript{18} and Ng and Singwi.\textsuperscript{21}

We have also investigated how the use of the full Dyson equation, i.e., Eq. (2), compares with simpler procedure of calculating the quasiparticle energy by employing the OSA of Eq. (5). Our results clearly show that the OSA mass tends to be larger than that obtained through the Dyson equation for large \( r_s \). More importantly, as one can verify by inspecting Fig. 9, contrary to the two-dimensional case, there is no singularity for the OSA mass in the range of physically accessible densities. Figure 9 displays the key ingredients: the wave-vector and frequency derivatives of the self-energy. With reference to Eq. (5), one must realize that since

\[
\frac{d \text{Re} \Sigma[k, \varepsilon]}{dk} = \text{in this regime negative, where the two curves in Fig. 9 intersect (as it is the case in two dimensions), a physically spurious divergence of the effective mass would result.}

We have also studied the effect of modifying the \( q \) dependence of \( G_a(q, 0) \) by making use of the interpolation formulas introduced in Sec. III. As one can see from Figs. 10–12, making use of \( G_a(2)(q) \) and \( G_a(2)(q; a) \) does not change the effective mass significantly.

We turn next our attention to the effects of including of a peak in the shape of \( G_a(q, 0) \). As it can be surmised from our results, it is quite clear that the presence of the peak in the expression of \( G_a \) does indeed lead to a significant increase in the effective mass. This is particularly so at larger \( r_s \) (lower densities). It is clear from Figs. 10–12 that, at least in this region, a more detailed knowledge of the behavior at intermediate momentum of the spin-antisymmetric many-body local field factor is necessary in order to obtain quantitatively accurate results.

We conclude this section with a discussion of the renormalization constant \( Z \) which we have obtained from Eq. (1). The results of our calculations are presented in Fig. 13.

As one can see, charge and spin fluctuations have opposite effects on the renormalization constant. While the former

<table>
<thead>
<tr>
<th>( r_s )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_{\text{OSA}}^* ) (RPA)</td>
<td>0.969</td>
<td>0.995</td>
<td>1.030</td>
<td>1.068</td>
<td>1.109</td>
<td>1.153</td>
</tr>
<tr>
<td>( m_D^* ) (RPA)</td>
<td>0.970</td>
<td>0.992</td>
<td>1.016</td>
<td>1.039</td>
<td>1.059</td>
<td>1.078</td>
</tr>
<tr>
<td>( m_{\text{OSA}}^* ) (( G_s ))</td>
<td>0.945</td>
<td>0.944</td>
<td>0.947</td>
<td>0.953</td>
<td>0.958</td>
<td>0.965</td>
</tr>
<tr>
<td>( m_D^* ) (( G_s ))</td>
<td>0.952</td>
<td>0.951</td>
<td>0.956</td>
<td>0.962</td>
<td>0.968</td>
<td>0.973</td>
</tr>
<tr>
<td>( m_{\text{OSA}}^* ) (( G_s ) &amp; ( G_a ))</td>
<td>0.953</td>
<td>0.962</td>
<td>0.983</td>
<td>1.014</td>
<td>1.056</td>
<td>1.112</td>
</tr>
<tr>
<td>( m_D^* ) (( G_s ) &amp; ( G_a ))</td>
<td>0.957</td>
<td>0.966</td>
<td>0.983</td>
<td>1.005</td>
<td>1.028</td>
<td>1.055</td>
</tr>
</tbody>
</table>
FIG. 9. Quantities entering the effective mass formulas. Group labeled (a): $\frac{1}{\hbar^2} \int \frac{d^3 k}{(2\pi)^2} k |\epsilon_{k} + \epsilon_{q} - \hbar \omega|^{-1}$. Group labeled (b): $\int \frac{d^3 k}{(2\pi)^2} k |\epsilon_{k} + \epsilon_{q} - \hbar \omega|^{-1}$. Dashed lines: RPA; dotted line: $G_\alpha$ only; solid lines: $G_\alpha$ and $G_\beta$. 

FIG. 10. Effect of the wave-vector dependence of $G_\alpha(q,0)$ on the effective mass (calculated within the on-shell approximation). (1) $G_\alpha(q)$, (2) $G_\alpha^{(2)}(q)$, (3) $G_\alpha^{-2}(q)$, (4) $G_\alpha^{-2}(q)$, (5) $G_\alpha^{-2}(q)$, and (6) $G_\alpha^{(3)}(q)$. 

FIG. 11. Effect of the existence of a peak in the wave-vector dependence of $G_\alpha(q,0)$ on the effective mass (calculated within the on-shell approximation). (1) $G_\alpha(q)$ and (2) $G_\alpha^{(3)}(q)$. 

FIG. 12. Effect of the wave-vector dependence of $G_\alpha(q,0)$ on the effective mass (calculated by solving Dyson’s equation). (1) $G_\alpha(q)$, (2) $G_\alpha^{(2)}(q)$, (3) $-G_\alpha^{-2}(q)$, (4) $-G_\alpha^{-2}(q)$, and (5) $G_\alpha^{(3)}(q)$. 

tend to quench it, the latter tend to enhance it raising it to values that actually exceed those obtained in the RPA. A similar result has been obtained by Holm and von Barth using a self-consistent GW approximation. A discussion of this result is provided in Sec. VII.

VI. LANDAU INTERACTION FUNCTION, SPIN SUSCEPTIBILITY, AND COMPRESSIBILITY

A. Effective Landé $g$ factor and the many-body spin susceptibility enhancement

Within the Landau theory of the Fermi liquid, the spin susceptibility can be expressed as

$$
\chi_s(\omega) = \frac{\omega}{E_F} \chi_{\text{LD}}(\omega) = \frac{\omega}{E_F} \chi_{\text{LD}}(\omega) + \chi_{\text{MB}}(\omega),
$$

where $\chi_{\text{LD}}(\omega)$ is the linear Landau contribution and $\chi_{\text{MB}}(\omega)$ is the many-body contribution.

The electron-electron interaction enters this expression through both the effective mass and the antisymmetric Landau parameter $F_0^\alpha$. The latter can be expressed in terms of the Landau interaction function $f_{\alpha\sigma\sigma'}$ as follows:

$$
F_0^\alpha = \frac{N^a(0)}{4} \int d\theta \sin \theta [f_{\alpha\sigma\sigma'}(\cos \theta) - f_{\alpha\sigma\sigma'}(\cos \theta)],
$$

where $N^a(0)$ is the renormalized density of states at the Fermi sea (i.e., it involves the effective mass $m^*$).

Within the same framework, the effective Landé $g$ factor can be expressed as

$$
g^* = \frac{1}{1 + F_0^\alpha},
$$

Taking the derivative of the quasiparticle energy with respect to the occupation number, as done in Ref. 22, we can express the interaction function in terms of known quantities (charge and spin response functions and many-body local field factors) as follows:

$$
f_{\alpha\beta} = F_{\alpha\beta} - 2v_F^2 \left[ \frac{1}{\xi_{\alpha\beta}(q,0)} \chi_{\alpha\beta}(q,0) \right]_{q\rightarrow-k\rightarrow-p},
$$

where the quantities $F_{\alpha\beta}$ and $F_{\alpha\beta}$ are here defined as follows:

$$
F_{\alpha\beta} = \int \frac{d^3 q}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \delta(\epsilon - \epsilon_{q}) \left[ \frac{1 - G_\alpha(q)}{\epsilon_{q}(q,\omega)} \right]^2 + \left[ \frac{G_\alpha(q)}{\epsilon_{q}(q,\omega)} \right]^2
$$

and

$$
\epsilon_{q} - \epsilon_{q} = G_0(\tilde{p} - \tilde{q}, e_p - e) \left( 2G^\alpha + 4 \left[ \frac{G_\alpha(q)}{\epsilon_{q}(q,\omega)} \right]^2 G_0(\tilde{p} - \tilde{q}, e_p - e) \right) + \left( 2G^\beta + 4 \left[ \frac{G_\beta(q)}{\epsilon_{q}(q,\omega)} \right]^2 G_0(\tilde{p} - \tilde{q}, e_p - e) \right).
$$
FIG. 13. Quasiparticle renormalization constant Z. Solid line: full theory; dashed line: RPA; dotted line: including $G_\tau(q,0)$ only; squares: QMC results from Ref. 10.

\[
F_{\tau}^{(1)} = -\frac{1}{(2\pi)^3} \int d^3 \! q \int_{-\infty}^{\infty} \frac{d \varepsilon}{2\pi \varepsilon^q} \left\{ \left[ 1 - \frac{G_+ (q)}{\varepsilon_+ (q,\varepsilon)} \right]^2 + \left[ \frac{G_- (q)}{\varepsilon_- (q,\varepsilon)} \right]^2 \right\} 
+ 2 \left[ 1 - G_+ (q) G_- (q) \right] G_0 (\vec{k} + \vec{q}, \varepsilon_+ + \varepsilon) G_0 (\vec{p} - \vec{q}, \varepsilon_+ - \varepsilon) \left( \varepsilon_+ + \varepsilon \right) G_0 (\vec{p} - \vec{q}, \varepsilon_+ - \varepsilon) \right].
\]

(57)

In Eqs. (56) and (57), $G_0 (\vec{k}, \varepsilon)$ is the noninteracting single particle Green’s function and the quantity $\tilde{G}^\tau$ is in turn defined as

\[
\tilde{G}^\tau = [G_0 (\vec{k} + \vec{q}, \varepsilon_+ + \varepsilon) + G_0 (\vec{k} - \vec{q}, \varepsilon_+ - \varepsilon)] G_0 (\vec{p} - \vec{q}, \varepsilon_+ - \varepsilon).
\]

(58)

Moreover, the quantities $\varepsilon_+ (q,\omega)$ and $\varepsilon_- (q,\omega)$ are suitably defined dielectric constants, respectively, given by

\[
\varepsilon_+ (q,\omega) = 1 - v_q \left[ 1 - G_+ (q,\omega) \right] \chi_0 (q,\omega)
\]

and

\[
\varepsilon_- (q,\omega) = 1 + v_q G_- (q,\omega) \chi_0 (q,\omega),
\]

of which the first one can be recognized as the electron-test-charge dielectric constant.\(^1\)

With the help of these expressions, we have calculated the effective Landé $g$ factor using our interpolation formulas for $G_+ (q,0)$ and $G_- (q,0)$ to account for many-body effects beyond RPA. A comparison between the effective Landé factor obtained using the full theory and that obtained using the RPA is presented in Fig. 14. Here, the effective mass used in Eq. (52) was calculated within the OSA.

FIG. 14. Effective Landé $g$ factor. Solid line: full theory; dashed line: RPA.

The corresponding spin susceptibility enhancement, calculated using Eq. (51), is plotted in Fig. 15. The solid lines are obtained if the Dyson’s equation effective mass is used, while the dashed lines represent the result obtained when the OSA mass is used. The dotted line represents the QMC results.\(^{46}\) As it can be seen, when using the Dyson effective mass, the RPA is in excellent quantitative agreement with the QMC data.

As done for the effective mass, we have investigated the effect of the presence of a peak in the intermediate wave-vector range of $G_- (q,0)$ on the spin susceptibility. A comparison between the spin susceptibility enhancements obtained using our interpolation formulas $G_- (q)$ and $G_-^{(3)} (qk_F)$ is presented in Fig. 16. Again, a precise knowledge of $G_- \tau$ is crucial for the accuracy of this type of analysis. As it turns out, the lack of accuracy in $\chi^\tau$ can be traced to the uncertainty in the value of the effective mass. These particular calculations were performed by making use of the OSA mass.

B. Compressibility

Within the Landau theory of the Fermi liquid, the (proper) compressibility of the electron liquid can be obtained from the general relation\(^1\)

\[
\frac{K}{K_0} = \frac{m}{m - 1 + F_0},
\]

(61)

where the symmetric Landau parameter $F_0$ can be in turn calculated in exactly the same way as its antisymmetric counterpart.

The corresponding results are presented Fig. 17. It can be noticed that the RPA gives quite accurate results (i.e., results

FIG. 15. Spin susceptibility enhancement. Dashed lines: full theory with on-shell approximation effective mass; solid lines: full theory with Dyson effective mass; dotted line: QMC.

FIG. 16. Effect of the existence of a peak in the wave-vector dependence of $G_- (q,0)$ on the spin susceptibility. Diamonds, 1: $G_- (q)$; triangles, 2: $G_-^{(3)} (q)$.
in agreement with the available QMC calculations) in the full metallic density range. This remains true also up to relatively low densities. The calculations of this section were all performed using the OSA mass.

VII. DISCUSSION AND CONCLUSIONS

We have carried out an extensive numerical analysis of the quasiparticle properties of a three-dimensional paramagnetic Fermi liquid within the framework of the many-body local field approach. Within this theory, in the absence of spin polarization, all the many-body effects beyond the RPA can be expressed in terms of the two functions $G_s(q, \omega)$ and $G_d(q, \omega)$, respectively, accounting for density and spin fluctuations. To date, in view of a lack of knowledge of their frequency dependence,\textsuperscript{1,3,4} it has been a common practice to approximate these quantities with their static limit. The latter is, on the other hand, approximately known only for the two-dimensional case. In three dimensions, only the static spin-symmetric many-body local field factor $G_s(q,0)$ is approximately known. It has therefore proven necessary in this case to devise and explore the effects of a number of model interpolation formulas for the spin-antisymmetric counterpart $G_d(q,0)$.

The bulk of the results of our numerical analysis for the self-energy is represented in Figs. 5–7, where we have chosen to plot the on-shell value of both the real and the imaginary parts of the self-energy as functions of the wave vector. There, a direct comparison is also made between the full theory and the results obtained in RPA.

In the evaluation of the self-energy, we have identified a problem with one of the key quadratures that appears to have escaped notice in the previous work. A direct inspection reveals that in view of the actual large $q$ behavior of the many-body local field factors, the integral of Eq. (46) displays an ultraviolet catastrophe. Although unphysical, this feature of the theory is hardly unexpected since our approximations have all been devised to handle the low energy sector of the excitations of the electron liquid. The impasse can be resolved by noticing that a physically satisfactory (i.e., finite) quantity can be obtained if one abandons the idea of calculating the self-energy and limits oneself to calculate the change in the value of the self-energy as one moves away from the Fermi energy. This amounts to state that the present formulation cannot address the issue of the calculation of the value of the (interacting) chemical potential of the system. It can also be remarked that, quite consistently, this limitation of the theory is equivalent to the loss of knowledge about the self-energy one must endure when employing Eq. (14) for its determination.

By evaluating suitable derivatives of the self-energy, we have been able to extract the Coulomb effective mass and the quasiparticle renormalization constant $Z$. The results for the effective mass are provided in Table I, while in Figs. 8–12, we have displayed how the results of the calculations vary with the way the effective mass is extracted (on-shell vs Dyson’s equation methods) and with the specific many-body local field model chosen. Figure 13 contains in turn various curves of $Z$ plotted as a function of density.

We notice first that evaluating the effective mass within the popular on-shell approximation [see Eq. (5)] does tend to lead to values that are higher than those obtained by solving Dyson’s equation [see Eq. (3)]. On the other hand, within the density range of interest, the spurious divergence of the on-shell effective mass as a function of $r_s$ that, as discussed in Ref. 24 plagues the two-dimensional electron liquid case is not observed.

Our results clearly show that the effect of the density fluctuations as accounted through the symmetric many-body local field $G_s$ is to decrease the effective mass from its RPA value, while the spin fluctuations, accounted via $G_d$, tend to increase it. The opposite occurs for the renormalization constant. We find that while charge fluctuations tend to increase $Z$ with respect to its RPA value, the further inclusion of spin fluctuations does quench it (see Fig. 13). The observed trends become more important as $r_s$ increases (smaller densities). Notice that all the calculated values of $Z$ are clearly lower than the QMC data reported in Ref. 10. The reason for this discrepancy is currently unknown but one must be wary of the rather approximate way the QMC results for $Z$ were obtained.

The fact that allowing for $G_s$ leads to a value of $Z$ larger than in RPA can be understood by observing that, as it is clear from its formulation and clearly exemplified in Fig. 6, the RPA tends to overestimate the effects of the plasma mode, thereby resulting in a smaller oscillator strength for the quasiparticles. The further addition of $G_d$, by essentially accounting also for spin excitations, tends, on the other hand, to weaken the quasiparticle pole. This behavior is also observed in the two-dimensional electron liquid.\textsuperscript{3,4} On the other hand, while for the two-dimensional case the full theory results in a value of $Z$ which is lower than the RPA value, in the present case, it leads to a value close albeit larger than the latter. One must, however, keep in mind that while in the two-dimensional case $G_d(q,0)$ is known and does indeed display a characteristic peak (see Fig. 4), the results plotted in Fig. 13 have been obtained by making use of the expression of Eq. (33) which does not.

By design, our calculations have been carried out by employing a number of increasingly complex interpolation formulas for $G_s(q,0)$ and $G_d(q,0)$. This has allowed us to explore which of the quasiparticle properties are reasonably amenable to calculation within the present theoretical frame-
work. While several features of the local field factors appear to be unimportant, we have been lead to conclude that the current lack of knowledge about the existence of an intermediate peak in the wave-vector dependence of $G_\omega(q,0)$ severely limits the possibility of carrying out an accurate quantitative evaluation of the effective mass within this formalism. In particular, we have shown that the presence (as compared to a lack) of a peak in the expression of $G_\omega$ does lead to a significant increase in the effective mass. Hopefully, future QMC work will come to the rescue in this respect.

Following the procedure employed in Ref. 22 by taking functional derivatives of the quasiparticle energy with respect to the occupation numbers, we have derived a number of useful expressions for the Landau parameters in terms of many-body local fields. This has allowed us to evaluate the anomalous Landé $g$ factor (see Fig. 14), the spin susceptibility (see Figs. 15 and 16), and the proper compressibility of the system (see Fig. 17). It is manifested that in all cases, the effective mass represents the crucial quantity. In particular, this is true for the spin susceptibility $\chi_s/\chi_0$ and the compressibility $K/K_0$ in view of their common mass enhancement prefactor. Approximations that lead to a larger effective mass correspond to larger values of $\chi_s$ and $K$. One can observe that the RPA results are in good agreement with most of the QMC data over the elemental metallic density range.\(^{55}\) This is particularly true for the compressibility.

It should be understood that within the present theory, the calculation of $\chi_s/\chi_0$ and $K/K_0$ acquires significance only as a check of the self-consistency of the approach. As discussed in Sec. III B, the QMC values of these quantities are, in fact, used as inputs in establishing the interpolation formulas for $G_\omega(q,0)$ and $G_\omega(q,0)$ (in particular, their long wavelength limits). It is clear from Figs. 15 and 17 that consistency is reasonable up to $r_s=5$, the many-body enhancement of the spin susceptibility being somewhat less accurate.

We conclude our discussion by remarking that also for the three-dimensional electron liquid, as already observed for the two-dimensional case in Refs. 38 and 56 attempting to go beyond the RPA by including only $G_\omega$ leads to inaccurate and, in fact, unphysical results.
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**APPENDIX: LINE-RESIDUE DECOMPOSITION**

In this appendix, we present a mathematically equivalent decomposition of the quasiparticle self-energy introduced by Quinn and Ferrell.\(^{14,15}\) The integral over frequency defining the self-energy in Eq. (14) can be analytically continued into the lower complex half-plane, resulting in an integration over the imaginary axes and a residue contribution.

Here, $\Sigma(k,\omega)$ is expressed as the following sum:

$$\Sigma(k,\omega) = \Sigma_X(k) + \Sigma_{\text{line}}(k,\omega) + \Sigma_{\text{res}}(k,\omega), \quad (A1)$$

where we have defined the (real) Hartree-Fock self-energy\(^1\)

$$\Sigma_X(k) = -\frac{2e^2k_F}{\pi} \left[ \frac{1}{2} + \frac{k_F^2-k^2}{4k_F^2} \ln \left| \frac{k_F-k}{k_F+k} \right| \right], \quad (A2)$$

the line integral (real) contribution

$$\Sigma_{\text{line}}(k,\omega) = -\int \frac{d^3q}{(2\pi)^3} v_q \int_{-\infty}^{\omega} \frac{1}{\omega} \frac{d\omega'}{2\pi} \left[ \frac{1}{\epsilon(q,\omega') + \epsilon_{k-q}/\hbar} \right] \left[ \Theta(\omega') - \Theta(-\epsilon_{k-q}/\hbar) \right], \quad (A3)$$

and the “residue” contribution

$$\Sigma_{\text{res}}(k,\omega) = \int \frac{d^3q}{(2\pi)^3} v_q \left[ \frac{1}{\epsilon(q,\omega) - \epsilon_{k-q}/\hbar} - 1 \right] \left[ \Theta(\omega) - \Theta(-\epsilon_{k-q}/\hbar) \right]. \quad (A4)$$

Within this decomposition, it is the “line” contribution which requires regularization for an ultraviolet divergence. In these expressions, the “dielectric constant” $\epsilon$ is defined as

$$\frac{1}{\epsilon(q,\omega)} = 1 + v_q \left[ 1 - \frac{G_\omega(q,\omega')}{G_\omega(q,\omega)} \right]^2 \chi_{\text{nn}}(q,\omega') + 3v_q \frac{G_\omega(q,\omega')^2 \chi_{\text{nn}}(q,\omega')}{G_\omega(q,\omega)} \quad (A5)$$
We follow here the original terminology. The renormalization aspect of the problem can be carried more into focus by separating the degrees of freedom in terms of “fast” and “slow” electronic states as opposed to “test electrons” and “medium.” The procedure is, however, formally equivalent to that given in the text and the results are the same.

We follow here the original terminology. The renormalization aspect of the problem can be carried more into focus by separating the degrees of freedom in terms of “fast” and “slow” electronic states as opposed to “test electrons” and “medium.” The procedure is, however, formally equivalent to that given in the text and the results are the same.

35 A discussion of the physical meaning of “local approximation” can be found in Ref. 1.
39 We follow here the original terminology. The renormalization aspect of the problem can be carried more into focus by separating the degrees of freedom in terms of “fast” and “slow” electronic states as opposed to “test electrons” and “medium.” The procedure is, however, formally equivalent to that given in the text and the results are the same.
44 Using an approximative expression for $g(0)$ will introduce small errors comparable to those generated by the unknown behavior of $G_\alpha$ in the intermediate momentum range.
54 For a discussion of some of the notions regarding the frequency dependence of the many-body local field factors, see Ref. 1.
55 Interestingly, the RPA value for the density dependent spin susceptibility enhancement has been reproduced in a variety of often allegedly inequivalent ways (see, for instance, the discussion in Ref. 57), the result taking the name of consensus curve. A particularly elegant and compact expression can be found in Ref. 56.