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Abstract: We consider a leader election algorithm in which a set of distributed objects (people, computers, etc.) try to identify one object as their leader. The election process is randomized, that is, at every stage of the algorithm those objects that survived so far flip a biased coin, and those who received, say a tail, survive for the next round. The process continues until only one object remains. Our interest is in evaluating the limiting distribution and the first two moments of the number of rounds needed to select a leader. We establish precise asymptotics for the first two moments, and show that the asymptotic expression for the duration of the algorithm exhibits some periodic fluctuations and consequently no limiting distribution exists. These results are proved by analytical techniques of the precise analysis of algorithms such as: analytical poissonization and depoissonization, Mellin transform, and complex analysis.
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Analyse d’un Algorithme d’Élection Asymptotique

Résumé : On considère un algorithme d’élection dans lequel un ensemble d’objets distribués (personnes, ordinateurs, etc...) essayent d’identifier l’un d’eux comme leur leader. Le processus d’élection est aléatoire, basé sur un jeu de pile ou face biaisé : à chaque étape de l’algorithme, les objets qui ont survécu jusqu’alors, passent au prochain tour s’ils obtiennent pile par exemple. On s’intéresse à la distribution limite et aux deux premiers moments du nombre de tours nécessaires pour élire un leader. On établit des asymptotiques précises pour les deux premiers moments, on montre que l’expression asymptotique de la durée de l’algorithme exhibe des fluctuations périodiques et par conséquent qu’il n’existe pas de distribution limite. Ces résultats sont prouvés par des techniques d’analyse algorithmique telles que : poissonnisation et dépoissonnisation, transformée de Mellin et analyse complexe.

Mots-clé : Algorithme d’élection; Analyse asymptotique; Analyse complexe; Transformées de Mellin.
1 Introduction

Consider a group of \( n \) people (users, computers, objects, etc.) sharing a scarce resource (e.g., channel, CPU, etc.). The following elimination process can be used to find a "winner" or a "leader" that has undisputed and uncontested access to the resource (cf. [2, 5, 19]): All objects involved toss a biased coin, and all players to throw heads are losers while those who throw tails remain candidate winners and flip the coins again until a single winner (leader) is identified. If all players throw heads at any stage, the toss is inconclusive and all players participate again in the contest. How many tosses are needed to identify a winner? The problem was posed for a fair (unbiased) coin tossing process by Prodinger [19] (cf. also [10]), who provided the first non-trivial analysis. Recently, for the same fair coin model, Fill et. al. [5] find the limiting distribution for the number of rounds. In this paper, we analyze the same problem but when the coins involved are biased, that is, the probability \( p \) of throwing a head is not equal to one half \( (p \neq \frac{1}{2}) \). In passing, we should mention that such a randomized elimination algorithm has many applications, notably in electing a "leading" computer after a synchronization is lost in a distributed computer network (e.g., token lost in a token passing ring network). We also remark that a formula for the exact distribution has been given by Fill et. al. [5] for the fair model and by Fill [6] for the biased case.

The above elimination process can be represented as a incomplete trie (cf. [5, 18, 19]) in which only one side of the trie is developed while the other side is pruned (all those players who throw heads do not participate any more in the process). Therefore, the number of throws needed to find the winner (leader) is equivalent to the height in such a incomplete trie. Accordingly, we shall call the duration of the above elimination process as height, and we study asymptotics of its moments and the limiting distribution, if it exists.

Tries have been extensively analyzed in the past including the height. The reader is referred to Knuth [16] and Mahmoud [18] for updated account on recent developments in this area. In fact, tries and other digital trees were used as a testbed for the "precise analytical analysis of algorithms". Several new analytical techniques were developed in the process of analyzing different parameters of digital trees (cf. [4, 5, 10, 13, 14, 16, 20, 21, 22]). Recently, the focus of the research was moved towards developing analytical techniques that can handle limiting distributions and large deviations results (cf. [5, 11, 12, 14, 15]).

In this paper, we continue recent lines of research and establish asymptotic distribution together with the first two moments of the height. The novelty of this work lies in deriving an asymptotic solution to a certain functional equation that often arises in the analysis of algorithms and data structures (cf. [4, 21]). Namely, we consider functional equations of the following type:

\[
    f(x) = f(px) + f(qx)e^{-px} + a(x)
\]
where \( p + q = 1 \) and \( a(z) \) is a given function. The point to observe is that there is a coefficient depending on \( z \) in front of \( f(qz) \) which makes the problem interesting (otherwise a standard approach can be applied; cf. [7]). While a first-order asymptotic for such equations, when \( z \to \infty \) in a cone around the positive axis, is rather easy to obtain, second-order asymptotics are more challenging. This demands an evaluation of some constants for which a closed-form solution does not exist. We provide a quickly converging numerical procedure to assess these constants. We must mention that functional equations of type (1) could be alternatively treated by the method proposed in [4] (cf. [21]), however, it seems to us that our method is more straightforward. In addition, in [4] the problem of evaluating the constants was not discussed.

When dealing with the limiting distribution, we use a two steps approach recently advocated in some papers (notably: [5, 11, 12, 14]): That is, we first poissonize the problem and then depoissonize it. By poissonization we mean to replace the fixed size population model (i.e., fixed \( n \)) by a model in which the number of persons involved is Poisson distributed with mean \( n \). Such a model leads to a functional equation of type (1): More precisely, for all integer \( k \geq 0 \)

\[
f_{k+1}(z) = f_k(pz) + e^{-pz}f_k(qz).
\]

This equation is solved inside a cone, and then depoissonized in order to obtain an asymptotic distribution of the original fixed size model. Actually, during the course of establishing the limiting distribution we realize that its asymptotic expression exhibits some fluctuations leading us to the conclusion that the height does not possess a limiting distribution. This was already observed for the height of tries (cf. [3]) and symmetric (unbiased coin tossing) incomplete trie (cf. [5]).

The paper is organized as follows. The next section presents our main results: In Theorem 1 we discuss asymptotics of the mean and the variance of the height. The next Theorem 2 provides an asymptotic expression for the distribution of the height. We close this section with a brief discussion of main consequences of our results. Section 3 contains the proofs of both Theorem 1 and Theorem 2. Since, as we already mentioned above, we work on the Poisson model instead of the original model, we need a tool of depoissonization. For the completeness of our presentation, we briefly discuss a depoissonization lemma of Jacquet and Szpankowski [15] in Section 3.1. Then, Theorem 1 is proved in Section 3.2, and Theorem 2 in Section 3.3.

## 2 Main Results

In this section, we present our main results. We start with a brief description of the elimination process; and introduce some additional notation. To recall, \( n \) people use the following randomized elimination algorithm to identify a leader: Players toss
a biased coin, and those who throw heads are losers while those who throw tails remain candidate winners and flip the coins again until a single winner (leader) is identified. If all players throw heads at any stage, the toss is inconclusive and all players participate again in the contest. Let $p$ be the probability of throwing a tail, that is probability of survival. We also write $q = 1 - p$. By $H_n$ we denote the number of tosses needed to identify the winner.

As mentioned before, the elimination process can be represented as an incomplete trie. Having this in mind, one can easily derive the basic recurrence equation for the generating function of $H_n$. Indeed, let for $n \geq 1$, $G_n(u) = E u^{H_n} = \sum_{k \geq 0} P(H_n = k) u^k$ be the probability generating function of $H_n$, where $u$ is a complex number. We further let $G_0(u) = 0$ for convenience. (This corresponds to defining $H_0 = \infty$; as pointed out by Jim Fill [6], this convention is reasonable since we never succeed to choose a leader without any candidates.)

Then, $G_1(u) = 1$ and for $n \geq 2$

$$G_n(u) = u \sum_{k=0}^{n} \binom{n}{k} p^k q^{n-k} G_k(u) + u q^n G_n(u).$$

The first term of the above is a consequence of the Bernoulli-like split (after the first round) of $n$ players into those who still stay in the game. Clearly, the remaining players have $H_n - 1$ tosses to finish the game. The second term of the above, takes care of the inconclusive throw (when all players throw heads).

In this paper, we derive the distribution of $H_n$ as well as the first two moments, that is, $E H_n$ and $\text{Var} H_n$. We use the following abbreviated notation: $x_n = E H_n$ and $w_n = E H_n (H_n - 1)$. Observing that $x_n = G'_n(1)$ and $w_n = G''_n(1)$, we derive from (2):

$$x_n = 1 + q^n x_n + \sum_{k=0}^{n} \binom{n}{k} p^k q^{n-k} x_k, \quad n \geq 2,$$

$$w_n = 2(x_n - 1) + q^n w_n + \sum_{k=0}^{n} \binom{n}{k} p^k q^{n-k} w_k, \quad n \geq 2,$$

with $x_0 = x_1 = w_0 = w_1 = 0$.

In the next section, we solve asymptotically the above recurrence equations using poissonization, Mellin transform and depoissonization. This results in our first main finding.

**Theorem 1** Let $P := 1/p$ and $\chi_k := 2\pi i k / \ln P$. Then:

(i) The mean $EH_n$ of the height admits the following asymptotic formula

$$EH_n = \log_P n + \frac{1}{2} - \frac{1 - \gamma - T(0)}{\ln P} + \delta_1(\log_P n) + O(1/n)$$

Theorem 1 holds.
where $\gamma = 0.577 \ldots$ is the Euler constant, and

$$T_1^*(0) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n},$$

(6)

where $x_n$ must be computed from (3) (observe that the series converges geometrically fast). The function $\delta_1(x)$ is a periodic function of small magnitude (e.g., for $p = 0.5$ one proves $|\delta_1(x)| \leq 2 \times 10^{-5}$) given by

$$\delta_1(x) = -\sum_{k \neq 0} c_k e^{-2\pi i k x},$$

(7)

where

$$c_k = \frac{(1 + \chi_k) \Gamma'(\chi_k) - T_1^*(\chi_k)}{\ln P},$$

$\Gamma(s)$ is the Euler Gamma function (cf. [1]) and $T_1^*(s)$ is given by (37).

(ii) The variance $\text{Var} H_n = \mathbb{E} H_n (H_n - 1) + \mathbb{E} H_n - (\mathbb{E} H_n)^2$ satisfies

$$\text{Var} H_n = \frac{\pi^2}{6} - 1 + 2(1 - \gamma) T_1^*(0) - 2 T_1''(0) - (T_1^*(0))^2 + \frac{2 T_1'(0) + T_2'(0)}{\ln P} + \frac{1}{12}$$

$$+ \left[ \frac{\delta_1^2}{1} + \delta_2 (\log n) + O \left( \frac{\ln n}{n} \right) \right]$$

(8)

where

$$T_1''(0) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n^2} \Gamma'(n) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n} \Psi(n),$$

(9)

where $\Psi(z) = \Gamma'(z)/\Gamma(z)$ is the psi-function. Observe that for natural $n$ we have $\Psi(n) = -\gamma + H_{n-1}$ where $H_n$ is the Harmonic number. The constant $T_2'(0)$ can be computed as

$$T_2'(0) = \sum_{n=2}^{\infty} \frac{w_n q^n}{n}$$

where $w_n$ is given by the recurrence (4). Finally, $\delta_2(x)$ is a periodic continuous function of zero mean and small amplitude. The constant $\sum_{k \neq 0} |c_k|^2$ is the zeroth term of $\delta_2^2 (x)$ and its value is extremely small (e.g., for $p = 0.5$ one proves that $\sum_{k \neq 0} |c_k|^2 \leq 4 \times 10^{-10}$).

In Table 1 we present numerical values of the constants $T_1^*(0)$, $T_1''(0)$, $T_2'(0)$, and the variance $\text{Var} H_n$ given by (8) (for large $n$) as a function of $p$. In particular, we verify that our formula (8) on the variance agrees with that of Fill et al. [5] for $p = 0.5$, where the exact value $1 - \gamma = 0.422 \ldots$ is given.
Table 1: Numerical evaluation of the constants $T^*_1(0)$, $T^*_2(0)$, $T^*_2(0)$, and the variance $\text{Var } H_n$ for various $p \in [0.2..0.8]$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$T^*_1(0)$</th>
<th>$T^*_2(0)$</th>
<th>$T^*_2(0)$</th>
<th>$\text{Var } H_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>2.36</td>
<td>2.38</td>
<td>9.32</td>
<td>5.83</td>
</tr>
<tr>
<td>0.3</td>
<td>1.22</td>
<td>1.09</td>
<td>3.41</td>
<td>3.58</td>
</tr>
<tr>
<td>0.4</td>
<td>0.70</td>
<td>0.56</td>
<td>1.64</td>
<td>2.97</td>
</tr>
<tr>
<td>0.5</td>
<td>0.42</td>
<td>0.30</td>
<td>0.95</td>
<td>3.12</td>
</tr>
<tr>
<td>0.6</td>
<td>0.25</td>
<td>0.17</td>
<td>0.62</td>
<td>4.07</td>
</tr>
<tr>
<td>0.7</td>
<td>0.15</td>
<td>0.09</td>
<td>0.45</td>
<td>6.68</td>
</tr>
<tr>
<td>0.8</td>
<td>0.08</td>
<td>0.04</td>
<td>0.35</td>
<td>14.84</td>
</tr>
</tbody>
</table>

In order to formulate our next result concerning the distribution of $H_n$ we need a new definition. Let a measure $\mu$ be defined on the positive real axis as follows: Partition the positive real axis into an infinite sequence of consecutive intervals $I_0, I_1, \ldots$ such that $I_k$ has length $(q/p)^{s(k)}$, where $s(k)$ is the number of 1's in the binary expansion of $k$. Thus, $I_0 = [0, 1], I_1 = [1, 1 + q/p], \text{etc.}$ Note that the total length of the first $2^m$ intervals $I_0, \ldots, I_{2^m-1}$ is $p^m$, and that these $2^m$ intervals are obtained by repeated subdivisions of $[0, p^{-m}]$, each time dividing each interval in the proportions $p : q$. Given these intervals, define $\mu$ by putting a point mass $|I_k|$ at the right endpoint of $I_k$, for each $k = 0, 1, \ldots$. Note that for $p = q = 1/2$, $\mu$ consists of a unit mass at each positive integer.

Now, we are in a position to present our second main finding:

**Theorem 2** The following holds, uniformly for all integers $k$,

$$
P(H_n \leq k) = F(p^k n) + O(n^{-1}) \tag{10}$$

where

$$
F(x) = x \int_0^\infty e^{-zt} d\mu(t) \int_0^\infty e^{-t} d\mu_\kappa(t), \tag{11}
$$

with $\mu_\kappa$ denoting the dilated measure defined as above for the intervals $xI_0, xI_1, \ldots$. In particular, when $k = [\log_p n] + \kappa$ where $\kappa$ is an integer, then for large $n$ the following asymptotic formula is true uniformly over $\kappa$:

$$
P(H_n \leq [\log_p n] + \kappa) = p^{\kappa-[\log_p n]} \int_0^\infty e^{-ip^{\kappa-[\log_p n]} t} d\mu(t) + O\left(\frac{1}{n}\right) \tag{12}
$$

where $\{\log_p n\} = \log_p n - [\log_p n]$. 
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Remarks (i) Limiting Distribution Does Not Exist. The fractional part \( \{ \log_p n \} \) appearing in Theorem 2 is dense in the interval \([0, 1)\) and does not converge. Thus, the limiting distribution of \( H_n - \lfloor \log_p n \rfloor \) does not exist. In fact, we observe that:

\[
\begin{align*}
\liminf_{n \to \infty} P(H_n \leq \lfloor \log_p n \rfloor + \kappa) & \leq p^{n-1} \int_0^\infty e^{-\bar{w}r} \, d\mu(t), \\
\limsup_{n \to \infty} P(H_n \leq \lfloor \log_p n \rfloor + \kappa) & \geq p^\kappa \int_0^\infty e^{-\bar{w}r} \, d\mu(t).
\end{align*}
\]

(ii) Symmetric Case \( p = q = 0.5 \). We observe that for \( p = q = 0.5 \) we obtain

\[
F(x) = x \sum_{j=1}^\infty e^{-jx} = \frac{x}{e^x - 1},
\]

and our results coincide with those of [5].

(iii) It is easily seen that \( \lim_{x \to 0} F(x) = 1 \) and \( \lim_{x \to \infty} F(x) = 0 \). We conjecture that \( F(x) \) is always decreasing, as it is for \( p = 0.5 \) by the explicit formula in (ii). If \( F(x) \) is decreasing, then \( F(p^n) \) is a distribution function, and if \( Z \) is a random variable with this distribution, then (10) can be written

\[
P(H_n \leq k) = P(Z + \log_p n \leq k) + O(n^{-1}).
\]

Hence, in this case, the distribution of \( H_n \) is well approximated by the distribution of \( [Z + \log_p n] \); for example it follows that the total variation distance between the two distributions tends to 0 as \( n \to \infty \), which is a substitute for the failing limit distribution.

(iv) It is possible to obtain further terms in the asymptotic formulae in Theorems 1 and 2 using the same methods.

3 Analysis and Proofs

In this section, we prove Theorems 1 and 2 using an analytical approach. In the next subsection, we transform the problem to the Poisson model (i.e., poissonize it), which is easier to solve. Then, we apply Mellin transform (cf. Section 3.2) and a simple functional analysis (cf. Section 3.3) to obtain asymptotic solution for the poissonized moments and the poissonized distribution for the height. Finally, we depoissonize these findings to recover our results for the original model.

3.1 Poissonization and Depoissonization

It is well known that often poissonization leads to a simpler solution due to unique properties of the Poisson distribution (cf. [9]). Poissonization is a technique which
replaces the fixed population model (sometimes called the Bernoulli model) by a model in which the population varies according to the Poisson law (hence, Poisson model). In the case of the leader election algorithm, we replace \( n \) by a random variable \( N \) distributed according to Poisson with mean equal \( n \). We shall apply analytical poissonization (cf. \([10, 11, 13, 14, 20]\)) that makes use of the Poisson transform (i.e., exponential generating function as shown below). One must observe, however, that after solving the Poisson model (in most cases we can only solve it asymptotically!), we must depoissonize to recover the Bernoulli model results. In this subsection, we first derive functional equations for the Poisson model, and then present a general depoissonization lemma of Jacquet and Szpankowski \([15]\) (cf. also \([5, 11, 12, 13, 14, 20]\)) that we apply throughout the paper.

We now build the Poisson model. Let us define

\[
\begin{align*}
\bar{G}(z, u) &= \sum_{n=0}^{\infty} G_n(u) \frac{z^n}{n!} e^{-z}, \\
\bar{X}(z) &= \sum_{n=0}^{\infty} x_n \frac{z^n}{n!} e^{-z}, \\
\bar{W}(z) &= \sum_{n=0}^{\infty} w_n \frac{z^n}{n!} e^{-z},
\end{align*}
\]

where \( G_n(u), x_n \) and \( w_n \) are expressed as \((2)\)-(4), respectively. They are poissonized versions of the corresponding quantities in the Bernoulli model.

**Remark** If \( z \geq 0 \), then \( \bar{G}(z, \cdot) \) is the probability generating function of \( H_{N(z)} \), where the population size \( N(z) \) is random with the Poisson distribution \( \text{Po}(z) \). Note, however, that because of our convention \( G_0 = 0 \) (or \( H_0 = \infty \)), \( \bar{G}(z, \cdot) \) is a defective probability generating function. This could be rectified by instead defining \( \bar{G}_{0} = 0 \), but our choice is more convenient for us. Similarly, \( \bar{X}(z) = \frac{\partial}{\partial u} \bar{G}(z, u) \big|_{u=1} \) is for \( z \geq 0 \) the expectation \( \mathbb{E} H_{N(z)} \) of the height when the population is random \( \text{Po}(z) \), provided we here use the convention \( H_0 = 0 \).

To see the achieved simplifications, we observe that the recurrences \((2)-(4)\) now become:

\[
\begin{align*}
\bar{G}(z, u) &= u \bar{G}(pz, u) + u \bar{G}(qz, u) e^{-pz} + (1 - u)ze^{-z}, \\
\bar{X}(z) &= \bar{X}(pz) + \bar{X}(qz) e^{-pz} + 1 - (1 + z)e^{-z}, \\
\bar{W}(z) &= \bar{W}(pz) + \bar{W}(qz) e^{-pz} + 2 \bar{X}(z) + 2 \left((e^{-z} - 1) + ze^{-z}\right)
\end{align*}
\]

for a complex \( z \). The above functional equations have a simpler form than their corresponding Bernoulli model equations, but they are far from being trivial. The main difficulty lies in the fact that there is a factor \( e^{-pz} \) in front of \( \bar{G}(qz, u), \bar{X}(qz) \) and \( \bar{W}(qz) \). Observe that in the symmetric case (i.e., \( p = q = 0.5 \)) these functional equations reduce to the one analyzed in Szpankowski \([22]\) (cf. also \([5, 7, 16]\)). We
solve these functional equations asymptotically (see the next two subsections) for $z$ large and real. The next step is a depoissonization of these results, and we present now a general depoissonization result of Jacquet and Szpankowski [15] that generalize previous depoissonization lemmas of [11, 12, 13, 20]. Recall that a measurable function $\psi: (0, \infty) \rightarrow (0, \infty)$ is slowly varying if $\psi(t x)/\psi(x) \rightarrow 1$ as $x \rightarrow \infty$ for every fixed $t > 0$.

**Lemma 1 [DEPOISSONIZATION LEMMA]** Assume that $\tilde{G}(z) = \sum_{n=0}^{\infty} g_n \frac{z^n}{n!} e^{-z}$ is an entire function of a complex variable $z$. Suppose that there exist real constants $a < 1$, $\beta, \theta \in (0, \pi/2)$, $c_1$, $c_2$, and $z_0$, and a slowly varying function $\psi$ such that the following conditions hold, where $S_\theta$ is the cone $S_\theta = \{z : |\arg(z)| \leq \theta\}$:

1. For all $z \in S_\theta$ with $|z| \geq z_0$,
   $$|\tilde{G}(z)| \leq c_1 |z|^\theta \psi(|z|);$$

2. For all $z \notin S_\theta$ with $|z| \geq z_0$,
   $$|\tilde{G}(z)e^{z}| \leq c_2 e^{c|z|}.$$  

Then for $n \geq 1$,

$$g_n = \tilde{G}(n) + O \left( n^{\beta - 1} \psi(n) \right).$$  

More precisely,

$$g_n = \tilde{G}(n) - \frac{1}{2} n \tilde{G}''(n) + O \left( n^{\beta - 2} \psi(n) \right).$$

The “Big-Oh” terms in (18) and (19) are uniform for any family of entire functions $\tilde{G}$ that satisfy the conditions with the same $a$, $\beta$, $\theta$, $c_1$, $c_2$, $z_0$ and $\psi$.

### 3.2 Analysis of Moments

We now prove Theorem 1 using the Mellin transform and depoissonization techniques. We thus begin by studying the functions $\tilde{G}(z, u)$, $\tilde{X}(z)$ and $\tilde{V}(z)$ defined above, which satisfy the functional equations (13)-(15). We write $f^*(s)$ or $\mathcal{M}(f, s)$ for the Mellin transform of a function $f(x)$ of real parameter $x$, that is,

$$f^*(s) = \mathcal{M}(f, s) = \int_0^\infty f(x)x^{s-1}dx.$$
provided the above integral converges. A beautiful survey on Mellin transform can be found in [8], and we refer the reader to this paper for details concerning Mellin transform.

The Poisson mean $\overline{X}(z)$ and second factorial moment $\overline{W}(z)$ satisfy function equations (14) and (15), respectively. We observe that from the recurrence equations (3) and (4) we immediately prove that $x_n = O(\ln(n+1))$ and $w_n = O(\ln^2(n+1))$. It follows that $\overline{X}$ and $\overline{W}$ are entire functions. Moreover, it follows easily that $\overline{X}(z) = O(\ln(x+1))$ for $x > 0$. In order to apply the depoissonization lemma we have to extend this estimate to complex arguments in a cone $S_\theta$.

Thus fix $\theta = \pi/4$, say; we claim that

$$|\overline{X}(z)| = O(\ln(|z| + 1)), \quad z \in S_\theta. \quad (20)$$

This is proved by induction along increasing domains (cf. [14]) as follows: Let $R = \max(p,q)^{-1} > 1$. Suppose that $R$ and $A$ are such that

$$|\overline{X}(z)| \leq A \ln(|z|), \quad z \in S_\theta, 2 \leq |z| \leq R. \quad (21)$$

If now $z \in S_\theta$ with $R \leq |z| \leq R^2$, then the recursion relation (14) yields, provided $R \min(p,q) \geq 2$,

$$|\overline{X}(z)| \leq |\overline{X}(pz)| + |\overline{X}(qz)|e^{-p|z| \cos \theta} + 1 + (1 + |z|)e^{-|z| \cos \theta}$$

$$\leq A \ln(|z|) + A \ln(p) + A \ln(R)e^{-pR \cos \theta} + 2 + (\cos \theta)^{-1}. \quad (22)$$

Now choose $R_0 \geq 2/\min(p,q)$ such that $\ln(p) + \ln(R)e^{-pR \cos \theta} \leq -\delta < 0$ for $R \geq R_0$. If $A \geq 3/\delta \cos \theta$ and $R \geq R_0$, then (22) shows that (21) holds also for $z \in S_\theta$ with $R \leq |z| \leq R_0$. Since clearly (21) holds for $R = R_0$ and a suitable large $A$, (21) holds by induction for $R = R_0^n$ for every $n \geq 0$ (with the same $A$) and (20) follows for $|z| \geq 2$; for small $|z|$ we use $\overline{X}(z) = O(|z|^2)$, $|z| \leq 2$, because $x_0 = x_1 = 0$.

Similarly one proves, using (15) and (20),

$$|\overline{W}(z)| = O(\ln^2(|z| + 1)), \quad z \in S_\theta. \quad (23)$$

In particular, (20) and (23) hold for real $x > 0$. It follows that the Mellin transforms $X^*(s)$ and $W^*(s)$ exist (and are analytic) in the strip $-1 < Re s < 0$. (In fact, since $x_1 = w_1 = 0$, they exist for $-2 < Re s < 0$, but we do not need this.)

Let us now concentrate on the first moment. Define

$$T_1(z) = \overline{X}(gz)e^{-pz}. \quad (24)$$

Then, $T_1(z)$ is an entire function and the Mellin transform $T_1^*(s)$ exists at least for $-2 < Re s < \infty$. Indeed, since every $x_n \geq 0$, we have

$$|\overline{X}(z)e^s| \leq \overline{X}(|z|)e^{|z|} \quad (25)$$
and thus $|X(z)| \leq \frac{1}{2}X(|z|)e^{\pi|z|}$. Hence, if $x > 0$ and $|z - x| < x/8$,

$$|T_1(z)| \leq \frac{1}{2}X(|z|)e^{\pi|z|} \leq \frac{1}{2}X(|z|)e^{x/4} \leq Cx e^{px/2} = O(e^{-px/2} \ln(1+x)).$$

Thus, by Cauchy's estimate, for every $m \geq 0$,

$$T_1^{(m)}(x) = O(x^{-m} e^{-px/2} \ln(1+x) ).$$

Since further $T_1^{(m)}(x)$ is bounded for $0 \leq x \leq 1$, the Mellin transform $T_1^{(m)}(s)$
exists at least for $0 < \Re s < \infty$, and is bounded on each line $\Re s = \sigma > 0$.

Integration by parts yields

$$I(s) = (s+1)\cdots(s+m)I_1(s) = (-1)^m T_1^{(m)}(s+m)$$
and thus the estimate

$$|I_1^{(m)}(s)| \leq \frac{C_{\sigma,m}}{(1+|\tau|)^m}$$

for each $m \geq 2$ and $-2 < \sigma < \infty$; $C_{\sigma,m}$ is bounded for $\sigma$ in a compact interval
of $(-2, \infty)$ and $m$ fixed. In particular, $T_1^{(m)}(\sigma+i\tau)$ is integrable in $\tau$ for each $\sigma > -2$.

We re-write (14) as follows:

$$X(z) = X(px) + T_1(z) - (e^{-z} - 1) - ze^{-z}.$$  

Taking the Mellin transform of the above we have, for $-1 < \Re s < 0$,

$$X^*(s) = p^{-s}X^*(s) + T_1^*(s) - \Gamma(s) - \Gamma(s+1),$$

where $\Gamma(\cdot)$ is the Euler gamma function. Now, we can solve (27) to get

$$X^*(s) = \Gamma(s) + \Gamma(s+1) - T_1^*(s)_{(1/p)^s - 1}$$

for $-1 < \Re s < 0$. (28)

The right hand side extends to a meromorphic function in the half plane $-1 < \Re s < \infty$, with poles at $x_k = 2\pi k / \ln(1/p), k = \ldots, -1, 0, 1, 2, \ldots$ All poles are simple except the one at $0$ ($k = 0$), which is double.

It follows from (28) and (26) that for every $\sigma \in (-1, 0) \cup (0, \infty)$, $|X^*(\sigma+i\tau)| = O((1 + \tau^2)^{-1}) \in L^1(d\tau)$. The Mellin (Fourier) inversion formula thus yields for $x > 0$ the following.

$$\frac{1}{2\pi i} \int_{-1/2-i\infty}^{-1/2+i\infty} x^{-\sigma} X^*(s) ds.$$  

Shifting the line of integration to $\Re s = R > 0$ (using the Cauchy residue theorem)
we obtain for any large $R$,

$$\mathcal{F}(x) = O(x^{-R}) = - \sum_{-\infty}^{\infty} \text{Res}_{x_k}(x^{-s} X^*(s)).$$  

INRIA
Let \( \alpha_k = \text{Res}_{x^k} X^*(s) \). If \( k \neq 0 \), then
\[
\alpha_k = \frac{(1 + \chi_k)(\text{R}(\chi_k) - T_1^*(\chi_k))}{\ln(1/p)};
\]
in particular this implies \( \alpha_k = O(|k|^{-\gamma}) \) for each \( n > 0 \). Moreover, for \( k \neq 0 \),
\[
\text{Res}_{x^k} (x^{-s} X^*(s)) = x^{-k} \text{Res}_{x^k} X^*(s) = \alpha_k e^{-2\pi i k \log_2 \pi}.
\]
For \( k = 0 \), we obtain
\[
\text{Res}_0 (x^{-s} X^*(s)) = -\ln(x)/\ln(1/p) + \text{Res}_0 X^*(s) = -\log_{1/p} x - \frac{1}{2} + \text{Res}_0 X^*(0).
\]
Consequently, for every \( R > 0 \),
\[
\bar{X}(x) = \log_{1/p} x + \frac{1}{2} - \frac{1 - \gamma - T_1^*(0)}{\ln(1/p)} + \delta_1 \left( \log_{1/p} x \right) + O(x^{-R}),
\]
where \( \delta_1(t) = -\sum_{k \neq 0} \alpha_k e^{-2\pi i k t} \) is a periodic function with mean \( 0 \).

We now apply the depoissonization lemma. We have already verified condition (1) in (20), with \( \beta = 0 \) and \( \psi(x) = \ln(x+1) \). Condition (0) can be verified similarly, but it is also possible to avoid induction and use the recursion just once as follows. First, by (25) and (20),
\[
|x(z)e^z| \leq \bar{X}(|z|)e^{|z|} \leq C e^{|z|} \ln(|z| + 1) \text{ for every } z.
\]
Next, (14) can be written
\[
e^z \bar{X}(z) = e^{sz} e^{sz} \bar{X}(pz) + e^{sz} \bar{X}(qz) + e^z - 1 - z,
\]
which thus yields
\[
|e^z \bar{X}(z)| \leq C \ln(1 + |z|) \left( e^{s|z|} + e^{Rz} + e^{Rz} \right) + e^{Rz} + 1 + |z|,
\]
and (O) follows.

Depoissonization Lemma now gives immediately, by (18), the first moment
\[
\mathbb{E}H_n = x_n = \log_{1/p} n + \frac{1}{2} - \frac{1 - \gamma - T_1^*(0)}{\ln P} + \delta_1 \left( \log_{1/p} n \right) + O(n/n).
\]
The error term can be improved to \( O(1/n) \), which yields (5), by instead using (19) and verifying that \( \bar{X}''(x) = O(x^{-2}) \), \( x > 0 \). The latter estimate is easily obtained by differentiating (29) twice (moving the derivatives inside the integral) and estimating the integral by residue calculus as above. The details can be found in [14, 15].

Now, the second moment. Let \( T_2(z) = \bar{W}(rz)e^{-rz} \); then the Mellin transform \( T_2^*(s) \) exists for \( -2 < Re s < \infty \) and (15) yields, for \( -1 < Re s < 0 \),
\[
W^*(s) = p^{-s} W^*(s) + T_2^*(s) + 2X^*(s) + 2\Gamma(s) + 2\Gamma(s+1),
\]
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and thus

\[ W^*(s) = \frac{2X^*(s)}{1 - p^{-s}} + \frac{2\Gamma(s) + 2\Gamma(s + 1) + T_2^*(s)}{1 - p^{-s}} \]

\[ = \frac{-2\Gamma(s) - 2\Gamma(s + 1) + 2T_1^*(s) - 2\Gamma(s) + 2\Gamma(s + 1) + T_2^*(s)}{(1/p)^s - 1)^2} \]

As above, we can obtain an asymptotic expansion of \( \tilde{W}(z) \) by finding the inverse of the Mellin transform. Thus, the Poisson variance \( \tilde{V}(z) = \tilde{W}(z) + \tilde{X}(z) - \tilde{X}^2(z) \) becomes, after some lengthy but elementary calculations,

\[ \tilde{V}(x) = \frac{\pi^2}{6 \ln^2 p} + \frac{1}{12} + \frac{2T_1^*(0) + T_2^*(0)}{\ln(1/p)} \]

\[ + \frac{-1 - 2T_1'(0) + 2(1 - \gamma)T_1^*(0) - (T_1^*(0))^2}{\ln^2 p} + \delta_3(\log_{1/p} x) + O(x^3) \]

where \( \delta_3(t) = \delta(t) - [\delta^3(t)]_0 \) is a small fluctuating function. Applying now the De-Poissonization Lemma to \( \tilde{W} \) (verifying (D) as for \( \tilde{X} \)), we easily obtain (8). In fact, it follows as above, using (19), that \( u_n = \tilde{W}(n) + O(\ln n/n) \) ((18) would give \( O(\ln^2 n/n) \)), and this together with the already proven \( x_n = \tilde{X}(n) + O(1/n) \) yields \( \text{Var } \tilde{X}_n = u_n + x_n - x_n^2 = \tilde{V}(n) + O(\ln n/n) \) (cf. [14, 15]).

To complete the proof of Theorem 1, we need a method of evaluating the constants \( T_1^*(0), T_2^*(0), \) and \( T_1''(0) \). Let again \( x_n = \tilde{E} \tilde{X}_n \) which we can compute for any \( n \) from the recurrence above. We need an evaluation of the Mellin of \( \tilde{X}(z) = \sum_{n \geq 2} x_n \frac{z^n}{n!} e^{-z} \) since \( x_0 = x_1 = 0 \). Thus noting that \( \mathcal{M}(e^{-z}, s) = \Gamma(s) \) for \( \Re(s) > 0 \), and furthermore \( \mathcal{M}(z^n e^{-z}, s) = \Gamma(s + n) \) for \( \Re(s) > -n \), we immediately derive

\[ X^*(s) = \sum_{n=2}^{\infty} \frac{x_n}{n!} \mathcal{M}(z^n e^{-z}, s) = \sum_{n=2}^{\infty} \frac{x_n}{n!} \Gamma(s + n) \]

provided \( \Re(s) \in (-2, 0) \). Observe that the series converges absolutely in this range by the estimate of \( x_n \) above.

Moreover,

\[ T_1(z) = \tilde{X}(qz)e^{-pz} = \sum_{n \geq 2} x_n \frac{(qz)^n}{n!} e^{-z} = \sum_{n \geq 2} \frac{x_n q^n}{n!} z^n e^{-z} \]

and thus, similarly,

\[ T_1^*(0) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n!} \Gamma(n) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n} \]

provided \( -2 < \Re(s) < \infty \). In particular,

\[ T_1^*(0) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n!} \Gamma(n) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n}, \]

\[ \text{INRIA} \]
which has an exponential rate of convergence.

Now, we can move on and estimate \( T'_i(0) \). Taking the derivative of (37) at \( s = 0 \) and arguing as before we arrive at the following formula

\[
T'_i(0) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n!} \Gamma'(n) = \sum_{n=2}^{\infty} \frac{x_n q^n}{n} \Psi(n),
\]

(39)

where \( \Psi(s) = \Gamma'(s)/\Gamma(s) \) is the Psi function; recall that for \( n \geq 2 \) we have \( \Psi(n) = -\gamma + \mathcal{H}_{n-1} \) (where \( \mathcal{H}_n \) here is the Harmonic number).

Of course, \( T''_i(0) \) can be computed in a similar fashion.

\[
T''_i(0) = \sum_{n=2}^{\infty} \frac{w_n q^n}{n},
\]

(40)

This completes the proof of Theorem 1.

### 3.3 Analysis of the Distribution

We now prove Theorem 2. We start with the functional equation (13). After defining \( \overline{H}(z, u) = \overline{G}(z, u)/(1 - u) \) we obtain

\[
\overline{H}(z, u) = u \overline{H}(pz, u) + u \overline{H}(qz, u)e^{-pz} + ze^{-z}.
\]

(41)

Let now \( \overline{G}_k(z) = \sum_{n=0}^{\infty} P(H_n \leq k) \frac{q^n}{n!} e^{-z} \). Then, \( \overline{H}(z, u) = \sum_{k=0}^{\infty} u^k \overline{G}_k(z) \) and an identification of the coefficients of \( u \) in (41) yield

\[
\begin{align*}
\overline{G}_0(z) &= ze^{-z} \\
\overline{G}_{k+1}(z) &= \overline{G}_k(pz) + e^{-pz} \overline{G}_k(qz), \quad k \geq 0.
\end{align*}
\]

(42)

We claim that the above functional equation for \( \overline{G}_k(z) \) is solved by

\[
\overline{G}_k(z) = p^k z \int_0^{p^{k-1}} e^{-pt} t \mathrm{d}\mu(t)
\]

(43)

(where \( \mu \) is defined just above Theorem 2). In fact, the case \( k = 0 \) is simple, because \( \mu \) restricted to \([0, 1]\) only consists of a point mass at 1, and thus the integral equals \( e^{-z} \). For \( k \geq 1 \), we use the fact that the measure \( \mu \) on \((p^{-k}, p^{-k-1}]\) is obtained from \( \mu \) on \((0, p^{-k}]\) by a translation and dilation, so that for every function \( f \),

\[
\int_{p^{-k}}^{p^{-k-1}} f(t) \mathrm{d}\mu(t) = \frac{q}{p} \int_0^{p^{-k}} f(p^{-k} + \frac{q}{p} t) \mathrm{d}\mu(t)
\]

and thus

\[
\int_0^{p^{-k-1}} f(t) \mathrm{d}\mu(t) = \int_0^{p^{-k}} f(t) \mathrm{d}\mu(t) + \frac{q}{p} \int_0^{p^{-k}} f(p^{-k} + \frac{q}{p} t) \mathrm{d}\mu(t).
\]
It is now easy to see that (43) satisfies (42).
Moreover, (43) trivially holds also for \( k < 0 \), with both sides zero; hence (43) holds for all integers \( k \).

We next observe that, with \( F(x) \) defined in (11),
\[
|\tilde{G}_k(n) - F(p^k n)| = p^k n \int_{p^{-k}}^{\infty} e^{-p^k n t} d\mu(t) \leq p^k n \int_{p^{-k}}^{\infty} e^{-p^k n t} dt = e^{-n} \tag{44}
\]
when \( k \geq 0 \), and similarly \( |\tilde{G}_k(n) - F(p^k n)| = F(p^k n) \leq p^k n e^{-p^k n} + e^{-n} \leq (n + 1) e^{-n} \) when \( k < 0 \). Thus, to complete the proof of Theorem 2 it suffices to apply Depoissonization Lemma, provided we verify conditions (I) and (O) uniformly for all \( k \) (and some fixed \( \theta \)), with \( \beta = 0 \) and \( \psi = 1 \). This can be done as above using induction along increasing domains, but we give a simpler argument. Indeed, in order to verify (I) we can use the exact formula (43) and observe that for any decreasing function \( f \geq 0 \) on \((0, \infty)\), \( \int_0^\infty f \mu(t) \leq \int_0^\infty f dt \); hence if \( \Re z > 0 \),
\[
|\tilde{G}_k(z)| \leq p^k |z| \int_0^\infty e^{-p^k \Re z t} d\mu(t) \leq p^k |z| \int_0^\infty e^{-p^k \Re z t} dt = \frac{|z|}{\Re z}.
\]
Consequently (I) holds, uniformly in \( k \), for any \( \theta < \pi/2 \).

For (O) we first observe that
\[
|e^{z} \tilde{G}_k(z)| \leq \sum_{n=0}^{\infty} \frac{|z|^n}{n!} = e^{\Re z}.
\]
Hence (42) yields, for \( k \geq 0 \),
\[
|e^{z} \tilde{G}_{k+1}(z)| \leq |e^{\Re z}||e^{p^k \tilde{G}_k(pz)}| + |e^{\Re z} \tilde{G}_k(qz)| \leq e^{\Re \Re z + |z|} + e^{\Re |z|} \leq e^{\Re |z|}
\]
for some \( \alpha < 1 \) and \( z \) sufficiently large. Since further \( |e^{z} \tilde{G}_0(z)| = |z| \), also (O) holds uniformly in \( k \). This completes the proof of Theorem 2.
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