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Two-temperature nonequilibrium molecular dynamics simulation of thermal transport across metal-nonmetal interfaces
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We have used a two-temperature nonequilibrium molecular dynamics method for predicting interfacial thermal resistance across metal-nonmetal interfaces. This method is an extension of the conventional nonequilibrium molecular dynamics for the dielectric-dielectric interface, where a temperature bias is imposed and the heat current is derived. We have included the electron degree of freedom for the interfacial thermal transport problem by treating the electron-phonon coupling with the two-temperature model. The method is demonstrated on two model systems, that is, silicon-copper interface and carbon-nanotube–copper interface. Temperature nonequilibrium between electrons and phonons in the metal side is quantitatively predicted, and a temperature drop across the interface is observed. The results agree with experimental data better than those obtained from conventional nonequilibrium molecular dynamics simulations where only phonons are considered. Our approach is capable of taking into account both the electron and lattice degrees of freedom in a single molecular dynamics simulation and is a generally useful tool for modeling interfacial thermal transport across metal-nonmetal interfaces.

I. INTRODUCTION

As the system size drops to micro- or nanoscale, thermal transport across interfaces usually dominates the overall heat transport characteristics. The minimization of chip-package interfacial thermal resistance ($R_T$) has thus been the major challenge in thermal management of micro/nano electronic devices. Understanding the mechanism of interfacial thermal transport across various dissimilar materials is of fundamental importance to the development of thermal interface materials (TIMs), superlattices, very large scale integrated circuits (VLSICs), etc.

Theoretical approaches such as acoustic mismatch model (AMM) and diffuse mismatch model (DMM) correspond to the upper and lower bounds of $R_T$ and can reach reasonable agreement with experiments at temperatures below 40 K (Ref. 5). Sophisticated modifications to the original models have been proposed for conditions at higher temperatures, but usually rely on a large database of measured material properties as input or introduce fitting parameters to reproduce the experimental data, which has raised doubt that the improved agreement might be fictitious. Atomic-level methods such as nonequilibrium Green’s function (NEGF) method and equilibrium nonequilibrium molecular dynamics (MD) simulations have also been extensively used to calculate $R_T$ for various interfaces. Both NEGF and MD simulations only need equilibrium lattice structure and interatomic potential as inputs, and phonon properties such as density of states, dispersion relations and phonon transmittance exist naturally. In modeling inelastic phonon scattering, the NEGF method is usually limited to low-dimensional systems due to its high computational cost. MD simulations can model such effect as well as other complicated conditions such as the atomic reconstruction at the interface straightforwardly, which is not as easily and accurately accessible by other methods. Of course, MD method also has drawbacks such as finite size effect and quantum effect, which can usually be circumvented or minimized with proper simulation domain design and quantum correction to the simulation results. However, all the above methods have only accounted for phononic thermal transport, while ignoring the contribution of electrons. Such simplification is restricted to be valid only for interfaces composed of dielectric and certain semiconductor materials, where electrons contribute much less than phonons to heat transfer. When metals, semimetals, or heavily doped semiconductors are involved, the electronic contribution to heat conduction has to be included.

One approach to conveniently include electron-phonon coupling is the two-temperature model (TTM), which designates electron and phonon as two separate subsystems and assigns a temperature for each. Majumdar and Reddy used this model to show that electron-phonon coupling could be an important issue in metal-nonmetal interfaces where relatively dense electron gas is present. Compared to those phononic methods mentioned above, more energy transport channels such as electronic thermal transport and electron-phonon interactions are added, leading to better approximation to realistic energy transport events in materials where electrons are important. To date, TTM, combined with MD, has been used to study nonequilibrium, transient processes such as short pulse laser melting, cascade radiation-induced defects, displacement, etc., which demonstrated that the incorporation of electrons could often generate significant deviations from what was predicted by MD alone. For the purpose of modeling interfacial thermal transport, TTM has so far been used qualitatively to analyze the contribution of electrons, while TTM alone cannot model thermal interface resistance due to phonons. An approach that can quantitatively include electron and phonon is needed for modeling interfacial thermal transport across metal-nonmetal interfaces.

In this work, we use a two-temperature nonequilibrium MD method, through a combination of TTM and MD, to effectively simulate thermal transport across metal-nonmetal interfaces. We first derive an analytical solution to 1D steady-state heat conduction across metal-nonmetal system, of which the
two ends are maintained at different prescribed temperatures (Dirichlet boundary condition). An exact expression of thermal resistances is obtained. Then we describe the two-temperature MD approach, in which phonon transport is modeled using MD and electron transport is modeled using the finite difference method. This approach achieves simultaneous modeling of phonons and electrons in a single simulation and captures electron-phonon nonequilibrium successfully. This approach is then demonstrated via two case studies: Si-Cu and carbon nanotube (CNT)-Cu interfaces. Our work demonstrates the importance of electron-phonon coupling to the accurate prediction of thermal transport across metal-nonmetal interfaces, which leads to better agreement with experimental data than phononic MD alone.

II. THEORY

A. Two-temperature model

As mentioned above, TTM depicts the coupled electronic and phononic thermal transport in a quite simple picture, through separated temperature fields and a shared coupling term.\(^\text{22,29-31}\) The temporal and spatial evolution of temperature fields in this model can be generalized to two coupled heat diffusion equations as shown below:

\[
\begin{align*}
\rho_e c_e \frac{\partial T_e}{\partial t} &= \nabla \cdot (\kappa_e \nabla T_e) - g_{ep}(T_e - T_p) + \rho_e c_e, \quad (1a) \\
\rho_p c_p \frac{\partial T_p}{\partial t} &= \nabla \cdot (\kappa_p \nabla T_p) + g_{ep}(T_e - T_p) + \rho_p c_p, \quad (1b)
\end{align*}
\]

where \(\rho, c, T,\) and \(\kappa\) denote the density, specific heat, temperature field, and thermal conductivity of electrons (subscript \(e\)) or phonons (subscript \(p\)). \(g_{ep}\) is the electron-phonon coupling parameter, which will be discussed in the following section. \(r\) is a mass normalized source term, including all the external sources of energy exchange/transition events such as the effects of electronic stopping,\(^\text{22}\) laser cooling/heating,\(^\text{23}\) Peltier cooling/heating, Joule heating, etc.

Equation (1) has been used extensively to describe transient processes such as laser melting or radiation damage or to capture the strength of electron-phonon coupling in metals.\(^\text{32}\) A few attempts\(^\text{21,33,34}\) have been made to utilize the TTM scheme to determine the electronic contribution to the interface resistance. In order to gain a both qualitative and quantitative insight into the importance of TTM to this topic, we also start with an analytical derivation of a one dimensional (1D) interfacial thermal transport problem with Dirichlet boundary condition (prescribed boundary temperatures), which is usually used in nonequilibrium MD simulations.\(^\text{35}\)

The representative temperature profiles for thermal transport across a metal-nonmetal interface are shown in Fig. 1. \(l\) denotes the length of the left side (subscript \(L\)) or right side (subscript \(R\)), which are metal and nonmetal, respectively. \(T_L\) and \(T_R\) are prescribed temperatures at the left and right end, which form the Dirichlet boundary conditions for this heat transfer problem. \(T\) with subscripts \(n\) (phonons in the nonmetal side), \(p\) (phonons in the metal side), \(e\) (electrons in the metal side), and \(fit\) (the linear fit of the temperature profile of the electron-phonon equilibrium region) denote corresponding temperature field as a function of position, \(x\). Herein we assume that electrons in the nonmetal side do not contribute to heat conduction, so that electronic heat transfer is confined in the metal side only. This assumption is reasonable considering that electrons account for only \(~0.02\%\) of the overall thermal transport in Si (Ref. 25) and less than \(~10\%) even in metallic single-walled CNTs at room temperature.\(^\text{36}\)

We are not addressing the term, \(r\), in Eq. (1), which accounts for electronic stopping effects, laser heating/cooling, etc., since they are not within the scope of this work but can be easily implemented in this TTM-MD method if accurate models for these processes are available. Consequently, for 1D steady-state heat transport with constant values of \(\kappa_e, \kappa_p\), we obtain the electron/phonon energy diffusion equations coupled via the electron-phonon coupling term, \(g_{ep}\):

\[
\begin{align*}
\frac{d^2 T_e}{dx^2} - \frac{g_{ep}(T_e - T_p)}{\kappa_e} &= 0, \quad (2a) \\
\frac{d^2 T_p}{dx^2} + \frac{g_{ep}(T_e - T_p)}{\kappa_p} &= 0. \quad (2b)
\end{align*}
\]

Equations (2a) and (2b) are essentially the same as the starting equations in Ref. 21. Subtracting Eq. (2a) from Eq. (2b),

\[
\frac{d^2 \theta}{dx^2} - \gamma^2 \theta = 0,
\]

where \(\theta = T_p - T_e\) and

\[
\gamma = \sqrt{\frac{g_{ep}}{\kappa_e}} \left(\frac{1}{\kappa_e} + \frac{1}{\kappa_p}\right).
\]

Note that the boundary condition at the far end of the metal is \(\theta|_{x \rightarrow -\infty} = 0\). The solution to Eq. (3) is thus \(\theta = \exp(\gamma x),\)
where $c$ is a constant of integration to be determined. Accordingly, $\nabla \theta|_{x=0} = \gamma \cdot c$.

Let us denote the steady-state heat current resulting from the temperature bias, $T_L - T_R$, as $J$, which is positive for left-to-right direction and vice versa. Recall that $J$ is assumed to be carried by both electrons and phonons in the metal side and only by phonons in the nonmetal side; thereby, we have another set of boundary conditions at the interface, which are $-J = \kappa_n \nabla T_n|_{x=0} = \kappa_p \nabla T_p|_{x=0}$ and $\nabla T_e|_{x=0} = 0$, and hence,

$$\nabla \theta|_{x=0} = \nabla T_p|_{x=0} - \nabla T_e|_{x=0} = \nabla T_p|_{x=0} = -\frac{J}{\kappa_p}. \quad (5)$$

We combine $\nabla \theta|_{x=0} = \gamma \cdot c$ with Eq. (5) and get $c = -\frac{J}{\gamma \kappa_p}$, so

$$\theta = -\frac{J}{\gamma \kappa_p} \exp(-\gamma |x|). \quad (6)$$

Equation (6) enables us to define a nonequilibrium length, or cooling length,$^{33}$ which quantifies the electron-phonon nonequilibrium distance. Specifically, if we define such a characteristic length as the distance between the position of $\theta_{\text{max}}$ and $5\% \theta_{\text{max}}$, then

$$l_{NE} \approx \frac{3}{\gamma} \sqrt{\frac{1}{\kappa_e} + \frac{1}{\kappa_p}}. \quad (7)$$

In metal, the overall Fourier’s law considering both electrons and phonons is

$$-J = \kappa_p \nabla T_p + \kappa_e \nabla T_e \quad (8)$$

and from Eq. (6), we know

$$\nabla \theta = \nabla T_p - \nabla T_e = -\frac{J}{\kappa_p} \exp(\gamma x). \quad (9)$$

Combining Eqs. (8) and (9), it is easy to solve for $\nabla T_p$ and $\nabla T_e$. Integrating the results with the Dirichlet boundary conditions, we obtain the exact temperature field in the metal side,

$$T_e = \frac{J}{\kappa_e + \kappa_p} \left[ \frac{1}{\gamma} \exp(\gamma x) - \frac{1}{\gamma} \exp(-\gamma l_L) - x - l_L \right] + T_L. \quad (10a)$$

$$T_p = \frac{J}{\kappa_e + \kappa_p} \left[ \frac{1}{\gamma} \exp(\gamma x) - \frac{1}{\gamma} \exp(-\gamma l_L) - x - l_L \right] + T_L$$

$$-\frac{J}{\gamma \kappa_p} \exp(\gamma x). \quad (10b)$$

As a first approximation, we assume that thermal transport across metal-nonmetal interface is only contributed by phonon-phonon coupling, that is, phonon-mediated. Such assumption is commonly adopted in theoretical methods such as DMM and AMM. However, a refined model would consider the penetration of electrons into the nonmetal side, which will be considered in our future work. We define the interfacial thermal conductance caused by such phonon-phonon coupling as $h_{pp}$, and, correspondingly,

$$\frac{J}{(T_P - T_n)|_{x=0}} = h_{pp}. \quad (11)$$

On the nonmetal side, the Fourier’s law is

$$\kappa_n \nabla T_n = -J. \quad (12)$$

With one boundary condition as $T_n|_{x=1\omega} = T_R$, Eq. (12) leads to

$$T_n|_{x=0} = T_R + \frac{J \cdot l_R}{\kappa_n}. \quad (13)$$

Combining Eqs. (10), (11), and (13), we finally get

$$R_{\text{tot}} = \frac{T_L - T_R}{J} = \frac{l_L}{\kappa_e + \kappa_p} + \frac{1}{h_{pp}^2} + \left( \frac{\kappa_e}{\kappa_e + \kappa_p} \right)^\frac{1}{2} \left( \frac{1}{g_{\text{pp}} \kappa_p} \right)^\frac{1}{2} \frac{l_R}{\kappa_n}. \quad (14)$$

Evidently, Eq. (14) indicates that the metal-nonmetal system can be described as a series thermal circuit. More specifically, the first and the last term on the right-hand side of Eq. (14) are the formal Fourier thermal resistance of the metal and nonmetal segments, respectively. The second and third terms are the interfacial thermal resistances associated with phonon-phonon coupling ($R_{\text{pp}}$) and electron-phonon coupling ($R_{\text{ep}}$), respectively. Our result is essentially the same as Majumdar and Reddy’s work,$^{21}$ though for different boundary conditions. Subtracting the two bulk thermal resistances, it is evident that the interfacial thermal resistance can be written as

$$R_I = \frac{\Delta T}{J} = R_{\text{pp}} + R_{\text{ep}} = \frac{1}{h_{pp}^2} + \left( \frac{\kappa_e}{\kappa_e + \kappa_p} \right)^\frac{1}{2} \left( \frac{1}{g_{\text{pp}} \kappa_p} \right)^\frac{1}{2}. \quad (15)$$

where $\Delta T = (T_n - T_{\text{li}})|_{x=0}$ and is indicated in Fig. 1 as the summation of $\Delta T_{\text{ep}}$ and $\Delta T_{\text{pp}}$, corresponding to the interfacial temperature discontinuity related to electron-phonon coupling in the metal side and phonon-phonon coupling across the interface, respectively.

B. Input parameters

In practice, the utilization of TTM is usually quite cumbersome due to its input parameters, that is, $c_e$, $\kappa_e$, and $g_{\text{ep}}$. Lin et al. conducted comprehensive studies on the temperature dependence of $c_e$ for eight representative metals from first principle,$^{37}$ and a linear relation between $c_e$ and $T_e$ is usually valid for a temperature below 1000 K, a regime for most thermal interface applications. $\kappa_e$ can be approximated via the Wiedemann-Franz law based on a knowledge of the Lorenz number and electrical conductivity, given that most electron-electron collisions are elastic, which has been adopted in previous TTM works.$^{25,28}$ Another way to calculate $\kappa_e$, as stated in Ref. 37, is through the Drude model, which does not guarantee better approximations due to the complicated temperature dependence of $c_e$ and electron-phonon and electron-electron scattering rates.$^{37}$ Tremendous efforts have been made in search of an accurate model of electron-phonon interactions in various materials,$^{32,37,41}$ Duffy and Rutherford divide electron-phonon interactions, through a cutoff ion velocity,$^{22,40}$ into two distinct regimes,$^{42}$ that is, electronic stopping and electron-phonon coupling. The former regime is characterized by ballistic movement of ions with extremely high energy, for example, 8.6 eV for Fe (Ref. 22), which is not present in most interfacial thermal transport problems. On the other hand, electron-phonon coupling dominates the overall electron-phonon interactions
in a solid-state crystal, where atoms vibrate around their equilibrium positions. Various methods\textsuperscript{32,37,38,43} have been applied to calculate the electron-phonon coupling coefficient, $g_{ep}$, as a linear approximation of electron-phonon energy exchange through the $g_{ep}(T_e - T_p)$ term in TTM. However, the obtained $g_{ep}$’s can vary by an order of magnitude for the same material (see Table I for a list of measured $g_{ep}$ for Cu), which suggests the inaccuracy, to a certain extent, of the linear approximation.

### III. SIMULATION DETAILS AND RESULTS

#### A. TTM-MD simulation

For the purpose of thermal transport modeling, MD simulation is advantageous with respect to other theoretical approaches, for example, AMM and DMM, in modeling thermal transport processes in that it naturally includes the effects of interface bonding and topography, without sophisticated assumptions on those properties. The only inputs needed by MD simulation are the atomic structure and empirical interatomic potentials. MD simulations have been used extensively to compute thermal boundary conductance (resistance) across solid-solid interfaces,\textsuperscript{9,44,45} however, mainly limited to nonmetals.

To incorporate electronic effects into the modeling of radiation damage simulations, Duffy and Rutherford introduced a TTM-MD simulation scheme capable of accounting for electron-phonon coupling, electronic stopping, and both the temporal and spatial evolution of the phononic and electronic subsystems.\textsuperscript{22,40} Subsequently, Phillips and Crozier modified Duffy and Rutherford’s design to an energy-conserving version by adding a communication process between the electronic and phononic subsystems,\textsuperscript{18} and mixing\textsuperscript{7} are included. In addition, in the TTM-MD approach, electron-phonon nonequilibrium near the interface leads to phonon generation, which can disturb the original phonon scattering, and hence affects phonon transport. This feature is neglected in Majumdar and Reddy’s analytical treatment,\textsuperscript{21} where $\kappa_p$ was calculated elsewhere.

The electronic subsystem is modeled by solving Eq. (1a) iteratively with the FD method. Phonons and electrons are coupled via the $g_{ep}(T_e - T_p)$ term in Eq. (1), where $T_e$ is the electron temperature of each FD grid, and $T_p$ is the average temperature of the MD atoms inside that grid.

In practice, the equation of motion for an atom $i$ in the MD part is in the form of a Langevin thermostat\textsuperscript{22,28,40}:

$$m_i \frac{\partial v_i}{\partial t} = F_i(t) - \gamma_i v_i + \tilde{F}_i(t),$$

where $m$ and $v$ are merely the atomic mass and velocity, $F_i$ is the total force exerted on atom $i$, evaluated via empirical interatomic potentials. $\gamma_i$ is a friction term representing the energy loss by electron-ion interactions and is directly related to $g_{ep}$\textsuperscript{22}:

$$\gamma_i = \frac{m_i g_{ep}}{3n_i k_B},$$

with $n$ denoting the atom number density and $k_B$ the Boltzmann constant. $\tilde{F}_i(t)$ is a random force term commonly seen in

---

**TABLE I.** $g_{ep}$ for Cu obtained via various methods.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>$g_{ep}$ (10^{16} W/m^2 K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>\textit{Ab initio}</td>
<td>$\sim 5.5 $\textsuperscript{c}</td>
</tr>
<tr>
<td>38</td>
<td>Pump-probe experiment through time-resolved transmissivity</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>\textit{Ab initio}</td>
<td>8.43</td>
</tr>
<tr>
<td>32</td>
<td>Pump-probe experiment through transient thermo-reflectance spectroscopy</td>
<td>$26^b$</td>
</tr>
</tbody>
</table>

\textsuperscript{a}This value is for $T_e = 300$ K. They have obtained $g_{ep}$ for a wide span of $T_e$ up to $2 \times 10^4$ K.

\textsuperscript{b}This value is for $T_e = 300$ K. $g_{ep} = 8.6 \times 10^{16}$ at $T_e = 100$ K.
Langevin dynamics and, for this specific case,

$$F_i(t) = \sqrt{\frac{24k_B T_e \gamma_i}{\Delta t}} \tilde{R}_i, \quad (18)$$

where $\Delta t$ is the temporal interval of the simulation and $\tilde{R}$ is a random vector $[R_1, R_2, R_3]$ with $R_j \in [-0.5, 0.5]$. The summation of the last two terms of Eq. (16), that is, $-\gamma_i v_i + F_i(t)$, equilibrates the electronic and phononic subsystems to a shared temperature.\(^{22,31}\)

So far, we have gone through a complete process of the evolution of the phononic subsystem in the MD part. The total energy transferred from the electronic subsystem to the phononic one through the Langevin force, $-\gamma_i v_i + F_i(t)$ in Eq. (16), is thus\(^{28,31}\)

$$\bar{E}_{ep} = [-\gamma_i v_i + F_i(t)] v_i \Delta t. \quad (19)$$

Finally, we replace $g_{ep}(T_e - T_p)$ with $\bar{E}_{ep}$ in Eq. (1a), establishing a complete electronic thermal diffusion process, and the total energy of the whole system is also conserved. It should be noted that the validity of both the MD simulation and the FD calculation of electronic heat diffusion is based on the assumption of local equilibrium. To satisfy this criteria, the number of atoms accounted for by each grid should be larger than a critical value to make sure the fluctuation of temperature is small enough, which is in contrast to the discrete nature of FD which prefers finer grids. We have checked our simulations on Si-Cu and CNT-Cu systems, and the temporal local temperature fluctuation is usually below 15% when each grid contains more than 1000 atoms. To successfully model interfacial thermal transport processes, where electron-phonon nonequilibrium adjacent to the interface is crucial, we should also make sure that the FD grids should be sufficiently shorter than $l_{NE}$ in the heat flow direction, as defined by Eq. (7).

B. Case studies

1. Pure copper

To verify that this TTM-MD method is capable of modeling coupled electronic and phononic thermal transport in metals, we first calculate the thermal conductivity of a homogeneous Cu ($m_{Cu} = 63.55$ g/mol, and $\sim 72 \times 4 \times 4$ nm) in the [100] direction, as shown in Fig. 3(a). We do not consider its natural abundance (69.15% $^{63}$Cu and 30.85% $^{65}$Cu) here since the corresponding mass disorder is negligible in terms of thermal transport. In the MD domain, the outermost layer of atoms on both ends of the Cu are fixed, while the periodic boundary condition is applied to the lateral directions. The FD calculation contains $100 \times 1 \times 1$ grids, which corresponds to 600 atoms/grid. This ensures a temperature fluctuation in each FD grid less than 10%, which is well compatible with the local equilibrium requirement. Adiabatic thermal boundary condition is used at the two ends of the FD domain, which allows for the establishment of a steady temperature gradient. The embedded-atom method (EAM)\(^{42}\) is adopted for Cu-Cu interactions. The system is first relaxed in the NVT ensemble (300 K) via the Nose-Hoover thermostat\(^{48,49}\) for 0.5 ns with a time step of 0.5 fs. After that, the system is switched to nonequilibrium MD, where atomic temperatures at the two ends are maintained at 350 K and 250 K, respectively, through a direct velocity scaling algorithm implemented in LAMMPS.

The resulting heat current $J$ is calculated by $J = (J_L - J_R)/2$, where $J_L$ and $J_R$ are the amount of kinetic energy injected into the left and right thermostat per unit time. Such nonequilibrium MD simulation is continued for $9 \times 10^6$ steps, of which the last $4.5 \times 10^6$ steps are used for data production and postprocessing.

We conduct both conventional MD and TTM-MD, and in the latter case we use $\kappa_e = 401$ W/m K, which is actually the total $\kappa$ of Cu at room temperature. Since the lattice contribution to thermal transport in Cu is rather small compared with the electronic part, previous studies\(^{32}\) usually used the total $\kappa$ as a first approximation for $\kappa_e$. Besides, we use the value of $2.6 \times 10^{17}$ W/m$^3$ K, as obtained from Eesley’s experiment, for $g_{ep}$. The corresponding steady-state temperature profiles are plotted in Fig. 3(b). The temperature gradient $\partial T/\partial x$ can be extracted from the central part of the temperature profiles, where they are linear for both methods and $T_e = T_p$ for TTM-MD. The two electron-phonon nonequilibrium regions near the thermostats are due to the fact that we only apply thermostats to phonons in the TTM-MD simulation, which does not violate the validity of this method as long as we calculate $\kappa$ with the linear temperature profile in electron-phonon equilibrium region (central part of the structure). As a verification for this method, we also perform TTM-MD with $\kappa_e = 0$, corresponding to $l_{NE} = 0$ from Eq. (7). In the resulting temperature profile [Fig. 3(c)], electrons and phonons have the same temperature all the way from the hot thermostat to the cold one, indicating excellent agreement between our TTM-MD simulation and the analytical solution. Thermal conductivity, $\kappa$, is obtained according to the Fourier’s law...
of heat conduction:

\[ \kappa = -\frac{J/A}{\partial T/\partial x}, \quad (20) \]

where \( A \) is the cross-sectional area of the Cu.

Table II lists the experimental values\(^{50} \) of \( \kappa \), and those calculated in previous theoretical studies\(^{51,52} \) and in this work, using conventional MD and TTM-MD. As can be seen, \( \kappa \)'s from conventional MD are below 15 W/m K, which only accounts for the phononic thermal transport. TTM-MD predicts \( \kappa = 415 \pm 11 \) W/m K, where the electronic contribution is set to be 401 W/m K, and the phonon contribution accounts for the rest, suggesting the capability of this TTM-MD method in accounting for the electronic contribution to \( \kappa \).

2. Si-Cu interface

The modern integrated circuit (IC) industry relies significantly on Si and Cu as wafers (substrates) or interconnects. The presence of Si-Cu interface is inevitable and plays an increasingly important role in determining the thermal and electrical performance as the dimension of the devices drops to micro- and nanoscale. Herein we perform MD as well as TTM-MD simulations on thermal transport across a system composed of Si (\( \sim 35 \times 5.4 \times 5.4 \) nm) and Cu (\( \sim 100 \times 5.4 \times 5.4 \) nm) in contact via their (100) faces, which are initially separated by 3.15 Å. In the MD part for both methods, we apply the periodic boundary condition to all directions, that is, \( x, y, \) and \( z \). The many-body Tersoff potential\(^{53} \) and EAM\(^{54} \) are used for Si-Si and Cu-Cu interactions, respectively. Interfacial interactions between Si and Cu atoms are modeled via a Morse-type potential function:\(^{54} \)

\[ U = D_e\left[e^{-2\alpha(r-r_0)} - 2e^{-\alpha(r-r_0)}\right], \quad (21) \]

where \( D_e = 0.9 \) eV, \( \alpha = 1.11 \) Å\(^{-1} \), and \( r_0 = 3.15 \) Å, with a cutoff radius of 3.5 Å. Such pair potential function has been adopted previously to study Cu nanocluster diffusion\(^{55} \) and deposition\(^{54} \) with CNT or Si. The accuracy of this potential in thermal transport prediction has not been validated yet, and here we use it for the purpose of demonstrating the TTM-MD approach. Potential refinement may be needed in the future for accurate prediction for the Si-Cu interface. The system is first relaxed at zero pressure and constant temperature via the Nosé-Hoover thermostat\(^{48,49} \) for 0.5 ns. Then the outermost 20 Å of atoms on both ends are fixed, as shown in Fig. 4(a), so that phonons cannot transport from one end to the other end of the simulation cell directly across the periodic boundary. In other words, the periodic boundary condition is replaced with the fixed one for the \( x \) direction. After that, we designate the regions (\( \sim 10 \) nm long) adjacent to the inner boundary of the fixed ends as thermostats and keep injecting a constant heat flux, \( J = 3.2 \times 10^{-7} \) W, into one thermostat, while subtracting the same amount from the other simultaneously. We only use FD calculation for the Cu part, instead of the whole structure. The FD domain is divided into \( 128 \times 1 \times 1 \) grids, corresponding to more than 1800 Cu atoms/grid, thus limiting the local temperature fluctuation within 15%.

The steady-state temperature profiles obtained from both conventional MD and TTM-MD simulations are plotted in Fig. 4(b). It should be noted that, to clearly compare these two methods, we apply the Dirichlet boundary condition using the direct velocity rescaling method\(^{46} \) for this case, with a fixed temperature bias of 80 K, instead of the constant heat flux method we use for all the other simulations in this and following sections. On the Si side, \( T_{p,\text{TTM-MD}} \) has much larger slope than \( T_{p,\text{MD}} \) since the total heat current is much higher in the former case, due to the addition of electronic thermal transport channel that greatly reduces the thermal resistivity of Cu. On the Cu side, the reduced thermal resistivity of Cu leads to much lower slope of \( T_{p,\text{TTM-MD}} \) than \( T_{p,\text{MD}} \). The electron-phonon nonequilibrium, of which the analytical form has been shown in Fig. 1, can be clearly seen in the inset of Fig. 4, where \( T_e \) is almost flat near the interface, consistent with its adiabatic nature. From the temperature profiles, we can obtain the temperature jump at the interface, \( \Delta T \), in the same way as shown in Fig. 1. The interfacial thermal resistance is thus

\[ R_I = \frac{A\Delta T}{J}. \quad (22) \]

As discussed in Sec. II B, great caution should be exercised in choosing appropriate input parameters, that is, \( \kappa_e, c_e, \) and...
repeated MD simulations at 300 K. The data for MD (crosses) are duplicates of the single data obtained from TTM-MD simulations.

Using a constant interfacial thermal transport problems. We compare the results of Eq. (14) with than conventional MD, and as shown in Fig. 5, results in significantly higher (by $\sim 25\%$) $R_I$ than Elsayed-Ali's data than Elsayed-Ali et al.'s. Herein, for the sake of accurate calculation as well as evaluating the importance of $g_{ep}$, we compute $R_I$ using $g_{ep,1}$ (Ref. 32) $= 2.6 \times 10^{17}$ W/m$^3$ K, and $g_{ep,2}$ (Ref. 37) $= 5.5 \times 10^{16}$ W/m$^3$ K, respectively. As shown in Fig. 6, $g_{ep,1}$ results in significantly higher (by $\approx 25\%$) $R_I$ than conventional MD, and $g_{ep,2}$ predicts even higher $R_I$, which agrees with the trend predicted by Eq. (14). Using Eq. (14) with $\kappa_e = 401$ W/m K and $\kappa_p = 13.6$ W/m K (Table II), we can calculate $R_{pp}$ to be $\sim 0.5 \times 10^{-3}$ mm$^2$ K/W and $\sim 1.1 \times 10^{-3}$ mm$^2$ K/W for $g_{ep,1}$ and $g_{ep,2}$, respectively. If we simply add $R_{pp}$ to $R_{pp}$ (dark crosses in Fig. 6), which is the method used in Ref. 21, the values are $2.6 \times 10^{-3}$ mm$^2$ K/W and $3.2 \times 10^{-3}$ mm$^2$ K/W at 300 K, which overpredicts the TTM-MD results by 6% and 15%, respectively. The neglect of electronic effect on phononic thermal transport, by simple summation of $R_{pp}$ and $R_{pp}$, obtained from separate calculations, leads to inherent inaccuracy of previous analytical approaches, and hence TTM-MD is preferred in that sense.

3. CNT-Cu interface

CNT and graphene, of which both intrinsically possess very high $\kappa$ and elastic modulus, have been proposed as excellent TIMs to fill gaps between solid-solid surfaces, for example, silicon dies, heat sinks, etc. In this section, we conduct TTM-MD simulations on thermal transport across CNT-Cu interface. Similar to Si-Cu, we use the same Morse-type potential function ($D_e$ = 2.277 eV, $\alpha$ = 1.7 Å$^{-1}$, and $r_0$ = 2.2 Å) for C-Cu interactions, with a cutoff radius of 2.5 Å. The equilibrium structure is shown in Fig. 7(a), where strong atomic reconstruction of CNT near the interface can be seen due to the rather strong interaction between C and Cu. The zigzag CNT (100.0 nm long and 3.6 nm in diameter) is in end contact with the (100) face of Cu (100 × 5.4 × 5.4 nm), with interface; (b) schematic of the definition of the cross-sectional area of the Cu substrate ($A_s$) and the contact ($A_c$) in Eq. (23).
an initial separation of 2.2 Å. All the other simulation setup details are the same as our Si-Cu simulations in Sec. III B2.

Special caution should be made to the definition of $R_I$ for CNT-Cu interfaces due to the hollow geometry of CNTs. Herein we calculate $R_I$ of CNT-Cu as the thermal resistance per unit cross-sectional area of the substrate [$A_r$, see Fig. 7(b)], that is, Cu in this work, which is

$$R_I = \frac{A_r \Delta T}{J} = \frac{A_r \Delta T}{J} \left( \frac{A_r}{A_c} \right),$$

where $A_r$ is the real contact area between CNT and Cu, that is, the annular area of CNT for complete contact conditions. $A_c$ is calculated by $A_c = \piDt$, where $D$ and $t$ (0.335 nm) are the diameter and wall thickness of the CNT, respectively. $A_c/A_r$ is usually referred to as the CNT engagement factor. As pointed out in Ref. 57, $A_c/A_r$ is usually between 0.5% and 0.9%, which leads to a large $R_I$ of CNT-metal interfaces. In Ref. 1, the scanning electron microscope image implies that $A_c/A_r \approx 1.89\%$, if we assume that CNTs and the Cu sheet are in complete contact. We calculate $R_I$ for CNT-Cu using a medium value of $A_c/A_r$, that is, 1.0%.

The temperature dependence of $R_I$ is calculated using both MD and TTM-MD, where $g_{ep} = 5.5 \times 10^{17}$ W/m$^3$ K and $C_r = 96.8$ J/m$^3$ K$^2 \times T_e$ are used. As shown in Fig. 8, the TTM-MD predicts higher $R_I$ than MD alone by a factor of $\sim 30\%$ on average. We compare $R_I$ at 300 K calculated by MD and TTM-MD simulations with experimental data in Table III.

**TABLE III.** Comparison of $R_I$ of CNT-Cu interface from MD, TTM-MD, and experiment.

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>$R_I$ (mm$^2$ K/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. 1</td>
<td>Experiment$^a$</td>
<td>1 ± 0.5</td>
</tr>
<tr>
<td>Ref. 1</td>
<td>Experiment$^b$</td>
<td>0.9–0.5</td>
</tr>
<tr>
<td>This work</td>
<td>Nonequilibrium MD</td>
<td>0.18 ± 0.02</td>
</tr>
<tr>
<td>This work</td>
<td>TTM-MD</td>
<td>0.23 ± 0.03</td>
</tr>
</tbody>
</table>

$^a$Measure at 0.172 MPa.

$^b$Measure at 0.241 MPa.

We should note that if we use $g_{ep} = 2.6 \times 10^{17}$ W/m$^3$ K, $R_I$ will be $\sim 0.21$ mm$^2$ K/W, which indicates that an accurate value of $g_{ep}$ is crucial to the prediction of $R_I$.

**IV. SUMMARY AND CONCLUDING REMARKS**

In this work, we have used TTM-MD simulation to achieve simultaneous modeling of coupled phononic and electronic thermal transport in metal-nanomaterial systems in a single simulation. By incorporating the electron degree of freedom to the phononic MD simulation, we are able to capture the nonequilibrium between electron and phonon in a steady-state heat conduction condition, which plays an important role in thermal transport across metal-nanomaterial interfaces. The simulation results obtained using this TTM-MD method are physically more sound and are in better agreement with experimental data compared to those obtained using conventional MD simulations.

We also derived the analytical solution for a 1D two-temperature heat conduction problem for general metal-nanomaterial systems with Dirichlet boundary condition. The total thermal resistance is proved to be a series summation of the thermal resistances of nonmetal bulk, interfacial phonon-phonon coupling, interfacial electron-phonon coupling, and metal bulk. Compared with conventional MD simulations where only phonons are considered, TTM-MD introduced the interfacial electron-phonon coupling term, which will increase the total interfacial thermal resistance. On the other hand, the addition of the electronic thermal transport channel will reduce the thermal resistance of the metal bulk. Therefore, the overall effect of electrons to a metal-nonmetal interface system depends on which factor dominates, and TTM-MD simulations are thus needed to get more accurate results compared with the analytical solution.

The TTM-MD method in calculating interfacial thermal resistance is generally applicable to many metal-nonmetal interface problems. However, further studies still need to be done to acquire more accurate $g_{ep}$, $\kappa_e C_r$, and the interatomic potentials between interface atoms. In addition, electrons on the nonmetal side are completely ignored at this moment, which still needs further validation of its accuracy. Recent transient thermoreflectance experiments also indicate direct electron-substrate interaction, which is neglected in TTM, as an important thermal transport channel for certain materials with the presence of strong electron-phonon nonequilibrium (very hot electrons). For relatively cold electrons ($T_e \lesssim 1000$ K), the above effect is much weaker and hence can be rigorously modeled by the current TTM scheme. It should be noted that for the validity of Eq. (22), the simulation domain length of the metal side should be sufficiently longer than the cooling length defined by Eq. (7), so that there can be a linear region with electron-phonon equilibrium to extrapolate for $\Delta T$.
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