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Abstract

Multidimensional digital searchings (M-d tries) are analyzed from the viewpoint of partial match retrieval. Our first result extends the analysis of Flajolet and Puech of the average cost of retrieval to biased probabilities of symbols occurrences in a key. The second main finding concerns the variance of the cost of the retrieval. This variance is of order \( O(N^{1-s/M}) \) where \( N \) is the number of records stored in a M-d trie, and \( s \) is the number of specified components in a query of size \( M \). For \( M = 2 \) and \( s = 1 \) we present a detailed analysis of the variance, which identifies the constant at \( \sqrt{N} \). This analysis, which is the central part of our paper, requires certain series transformation identities which go back to Ramanujan. In the Appendix we provide a Mellin transform approach to these results. Finally, we point out that the cost of the partial match retrieval can be used to analyze some other phenomena on strings such as long runs of repetitive patterns, etc.
1. INTRODUCTION

Multidimensional searching is of prime interest to a nowadays computer science. In particular, retrieval of multidimensional data found applications in the design of data base systems and graphics. Bentley [7] and Rivest [26] are founding fathers of multidimensional searching, namely digital $M$-d trees and $M$-d search trees. An early description of these structures can be found in volume three of Knuth’s book [23], and a more detailed discussion is in the book of Mahmoud [24]. Several applications of multidimensional searching are discussed in the paper of Flajolet and Puech [13], which also presents a thorough analysis of partial matching retrieval for multidimensional data.

In this paper we concentrate on $M$-d digital trees (i.e., $M$-dimensional tries) and partial retrieval in such a data structure. A brief description of tries follows (cf. also [5], [23], [21] and [22], [24]). In general, a trie stores a set of, say $N$, keys (words, strings) from a set $\Sigma^*$, which is a set of all (possible infinite) sequences built over a finite alphabet $\Sigma$. A trie is composed of branching nodes, called also internal nodes, and external nodes that store the keys. In addition, we assume that every external node is able to store only one key. The branching policy at any level, say $k$, is based on the $k$-th symbol of a key. For example, for a binary alphabet $\Sigma = \{0, 1\}$, if the $k$-th symbol in a key is "0", then we branch-out left in the trie, otherwise we go to the right. This process terminates when for the first time we encounter a different symbol between a key that is currently inserted into the trie and all other keys already in the trie. Then, this new key is stored in a newly generated external node. In other words, the access path from the root to an external node (a leaf of a trie) is the minimal prefix of the information contained in this external node; it is minimal in the sense that this prefix is not a prefix of any other keys.

The $M$-d tries are built in a similar manner, however, this time a key is an $M$-dimensional tuple. Hereafter, we only consider the binary alphabet $\Sigma = \{0, 1\}$. Then, the $i$-th key has a structure as follows: $K_i = (K_{i1}, \ldots, K_{iM})$, where $K_{ij} \in \Sigma^*$ and $1 \leq i \leq N$. In an $M$-d trie subkeys $K_{i1}, \ldots, K_{iM}$ are "shuffled" to yield one binary sequence $\tilde{K}_i$, and these new composite keys, $\tilde{K}_1, \ldots, \tilde{K}_N$, are used to construct a regular trie. More precisely, let $K_i = (K_{i1}, \ldots, K_{iM})$ and $K_{i\ell} = (k^1_{i\ell}, k^2_{i\ell}, \ldots)$ where $k^m_{i\ell} \in \Sigma = \{0, 1\}$ for $1 \leq \ell \leq M$ and $m \geq 1$. Then, the new $i$-th key is $\tilde{K}_i = (k^1_{i1}k^1_{i2} \cdots k^1_{iM}k^2_{i1}k^2_{i2} \cdots k^2_{iM} \cdots)$. In passing, we note that the statistics of the composite keys are the same as the original keys provided the keys are statistically independent.

A partial match query $q$ requests all records that match the query. There are two types of query components: unspecified denoted by * and specified component $S \in \Sigma^*$. For
example, \( q = (S_1, *, S_2) \) where \( S_1, S_2 \in \Sigma^* \) has two specified components \( S_1, S_2 \) and one unspecified one. By the shuffling procedure, as described above, we transform the query \( q \) into a search pattern \( \omega \in \Sigma^* \), that is, the first symbol of \( \omega \) comes from the first symbol of the first component of \( q \) (if the first component is unspecified \(*\), then we put \(*\) in \( \omega \) too), the second symbol of \( \omega \) originates from the first symbol of the second component of \( q \), and so on modulo \( M \). The search pattern is used to search for external nodes in a \( M \)-d trie that satisfy the pattern, where "1" in \( \omega \) means move right, "0" means move left, and "*" means to proceed in both directions. The cost of a query is defined as the number of internal nodes visited during such a search.

The cost of a query depends on the search pattern \( \omega \). In fact, the search pattern specifies a subtree in a trie, and can be considered as a new parameter that characterizes the trie. For example, if a query consists only of specified patterns, then the query defines a specific path (depth) in the trie. This path may be of various shapes depending on the search pattern. Indeed, if \( \omega = (11111111 \cdots) \), then the query finds the right-most internal nodes, and the cost of the query is the length of such a path; the length of a "zig-zag" path can be computed by evaluating the cost of the following search pattern \( \omega = (010101 \cdots), \) etc. Moreover, such a partial match query can be used to identify the longest prefix of long repetitive patterns (e.g., long run of 1's) common to at least two out of a set of stored keys (strings). For example, if the repetitive pattern is \( B \), then the search pattern should be defined as \( \omega = (BBB\cdots) \). On the other hand, if the query consists of only unspecified components \(*\), then the cost of the query is equivalent to the size of the underlying trie. Finally, with a mixture of specified and unspecified components, the cost of a query represents the length of a subtree of the trie.

The partial match retrieval has some potential applications in algorithms for pattern matching with errors. In this case, a trie is replaced by a suffix tree (cf. [3] and [5]) of a the text word. The pattern word is of length \( M \), and it is assumed that some (known) positions may contain an error. Then, to find all occurrences of the pattern in the text word – allowing errors to occur in the pattern – one needs to search for a partial query with unspecified components in the positions of potential errors. Such algorithms are of prime interest to biologists, but also some other applications can be envisioned (e.g., errorness transmissions, etc.). Finally, using suffix tree and partial match query we can easily find the longest run of a given pattern \( B \) in a single random sequence (cf. Erdős and Révész [12], and Guibas and Odlyzko [16]). For example, for finding the longest run of 1's, we need to search for \( \omega = (111 \cdots) \), while the longest run of \( B = (0,1) \) we have \( \omega = (01010101 \cdots) \).

The literature on partial matching and multidimensional searching is huge (cf. [7],
However, it is lack of detailed analyses. The gap was partially fulfilled by a prominent paper of Flajolet and Puech [13]. The authors of [13]—using ingenious techniques from complex analysis and differential equations—presented a very detailed evaluation of the average cost of a query. This analysis was done in a probabilistic framework which assumed equal probabilities for symbols occurrences.

In this paper we extend Flajolet and Puech's results in two directions. First of all, we complete the study initiated by the authors of [13], and present the average cost of a query in the asymmetric case, that is, when probabilities of symbols occurrences are not identical. More importantly, we also analyze the variance of the cost for the special case $M = 2$, which already requires rather sophisticated mathematical techniques. In this case we shall show that the variance of the cost is of order $O(\sqrt{N})$, and this will imply the convergence in probability of the cost to its average value. We also conjecture that for general $M$ the variance is of order $O(N^{1-s/M})$ where $s$ is the number of specified components in a query. We point out that this can be difficult to prove, especially if one needs to identify the constant at $N^{1-s/M}$.

This paper is organized as follows. In the next section we present our main results, and discuss some consequences of them. All proofs are delayed till Section 3. The asymptotic analysis of Section 3 resembles the one in [13]. It is based on solving some recurrences equation through generating function approach, and obtaining asymptotics of some alternating sums through the usage of Rice's formula (cf. [14]) or the Mellin transform approach (cf. [27]). The main difficulty in this analysis lies in proving that some coefficients in the asymptotics of the variance are equal to zero. These kind of problems were already tackled by us in [21] and [22]. However, this time the difficulty is one step higher. More precisely, during the course of our analysis we require transformation results for $F(z) = \sum_{k \geq 1} e^{-kz}/(1 + e^{-2kz})$ and related functions. It turns out that by a very general formula of Ramanujan (cf. [8]) we have $F(x) = \pi/4x - 1/4 + \pi F(\pi^2/x)/x$ for $x > 0$. In the Appendix we give an outline of a Mellin transform proof for this and similar transformation results.

2. MAIN RESULTS

In this section we present our main results concerning the cost of a query. For simplicity of presentation we discuss only the binary alphabet $\Sigma = \{0, 1\}$. We adopt the following probabilistic model: symbols from the alphabet are generated independently, and the $i$th symbol occurs with probability $p_i$. Our second main result—concerning the variance of the cost—is restricted to the symmetric alphabet, that is, for $p_0 = p_1 = 0.5$

Let $q$ be a query and $\omega$ a query search pattern, as discussed in the Introduction. We
extend the alphabet to include the unspecified query, that is, \( \Sigma = \{0, 1, *\} \) and the set of all infinite sequences of \( \Sigma \) is denoted as \( \Sigma^* \). Note that \( \omega \in \Sigma^* \). Moreover, for \( M \)-dimensional queries the following property of the query search pattern holds. Let \( \omega^{(k)} \) denote a shift to the left by \( k \) positions of \( \omega \). Then by definition \( \omega = \omega^{(M)} \), and for simplicity of notation we shall describe \( \omega \) by specifying only the first \( M \) symbols (e.g., we write \( \omega = (\ast, S) \) instead of the correct \( \omega = (\ast, S, \ast, S, \ldots) \)). We also write for simplicity \( \omega' = \omega^{(1)} \). We use this fact to derive the generating function of the cost.

Let \( H_N^w(z) \) be the probability generating function of the cost of the query \( \omega \). To present our analysis in a compact form, we need a little bit of notation. Define a set of zero-one \( M \)-tuples by \( \Theta_M \), that is, \( \Theta_M = \{b = (b_1, \ldots, b_M) : b_i \in \{0, 1\}\} \). We also generalize the Kronecker delta function. For \( w \in \{0, 1, \ast\} \) and \( b \in \{0, 1\} \), we define

\[
\delta(b, w) = \begin{cases} 
1 & \text{if } w = \ast \\
\delta_{b,w} & \text{if } w \in \{0, 1\}
\end{cases}
\]  

(1)

where \( \delta_{b,w} = 1 \) when \( b = w \) and zero otherwise. Using this notation, and generalizing the approach of Flajolet and Puech [13] (cf. also [21] and [22]) we obtain the following recurrence equation for the probability generating function for \( N \geq 2 \)

\[
H_N^w(z) = \begin{cases} 
z \sum_{k=0}^{N} \binom{N}{k} p_k^0 p_{1-k}^N H_{N-k}^{\omega'}(z) H_{N-k}^{\omega'}(z) & \omega = \ast \omega' \\
z \sum_{k=0}^{N} \binom{N}{k} p_k^0 p_{1-k}^N H_{N-k}^{\omega'}(z) & \omega = 0 \omega' \\
z \sum_{k=0}^{N} \binom{N}{k} p_k^0 p_{1-k}^N H_{N-k}^{\omega'}(z) & \omega = 1 \omega',
\end{cases}
\]

(2)

and \( H_0^w(z) = H_1^w(z) = 1 \).

The average cost of the query \( \omega \) is simply the first derivative of \( H_N^w(z) \) at \( z = 1 \). Let it be denoted as \( l_N^w \). Using our generalized Kronecker delta notation (1), after some algebra one proves the following recurrence for \( l_N^w \):

\[
l_N^w = 1 + \sum_{k=0}^{N} \binom{N}{k} p_k^0 p_{1-k}^N (\delta(0, \omega_1) l_{N-k}^w + \delta(1, \omega_1) l_{N-k}^{\omega'}),
\]

(3)

and \( l_0^w = l_1^w = 1 \). This recurrence can be solved as in [13], [14], and in [21], [22]. In Section 3 we present more details how to handle (3).

Now we are ready to present our first result concerning the average cost of the query \( \omega \).

**Theorem 1.** (i) Let \( s = M \) (only specified components in a query), and the search pattern \( \omega \) is a repetitive pattern with period \( M \). There are \( m \) zeros and \( M - m \) ones in the repetitive
pattern. Then, for large $N$

$$I_N^w = M \frac{\log N}{\log (p_0^{-m} p_1^{m-M})} + O(1). \quad (4)$$

(ii) Let $0 < s < M$. Define $-1 < \kappa_0 < 0$ as the unique solution of the following equation

$$\sum_{b \in \Theta_M} \prod_{i=1}^{M} \delta(b_i, \omega_i) p_i^{-\kappa_0} = 1. \quad (5)$$

Then, the average cost becomes for large $N$

$$I_N^w = N^{-\kappa_0} \left( \frac{\Gamma(\kappa_0)(1 + \kappa_0) \sum_{j=1}^{M-1} \sum_{b \in \Theta_j, \prod_{i=1}^{j} \delta(b_i, \omega_i) p_i^{-\kappa_0}} \log (\prod_{i \leq j \leq M} \delta(b_i, \omega_i) p_i)}{\sum_{b \in \Theta_M} \log (\prod_{i \leq j \leq M} \delta(b_i, \omega_i) p_i)} + \xi(N) \right) + O(1) \quad (6)$$

where $\xi(N)$ is an oscillating function with small amplitude, and the product $\prod_{i \leq j \leq M}$ is taken only over nonzero terms.

For example, for $M = 2$ and $\omega = (\ast, 1)$ equation (5) becomes

$$p_1^{-\kappa_0} (p_1^{-\kappa_0} + p_0^{-\kappa_0}) = 1,$$

and then the cost of the query is

$$I_N^w = N^{-\kappa_0} \left( \frac{\Gamma(\kappa_0)(1 + \kappa_0) (p_1^{-\kappa_0} + p_0^{-\kappa_0}) \log p_0 p_1 + \log p_1^2}{\log p_0 p_1 + \log p_1^2} + \xi(N) \right) + O(1).$$

The above should be compared with the cost (20) of $I_N^w$ with $\omega = (\ast, S)$ in the symmetric case.

Our next result concerns the variance of the cost in the case $0 < s < M$ (i.e., at least one unspecified component of a query). This analysis is much more intricate, as demonstrated in our papers [21], [22] that are devoted to the variance of the external path length in a trie and PATRICIA respectively. Therefore, hereafter we assume only the symmetric alphabet, that is, "0" and "1" occur with equal probability 0.5. In such a case, the recurrence equation (2) for the probability generating function becomes

$$H_N^{\omega}(z) = \left\{ \begin{array}{ll} z \sum_{k=0}^{N} \binom{N}{k} 2^{-N} H'_k(z) H'_{N-k}(z) & \omega = \ast \omega' \\
+z \sum_{k=0}^{N} \binom{N}{k} 2^{-N} H'_k(z) & \omega = S \omega' \end{array} \right., \quad (7)$$

where $\omega' = \omega^{(1)}$.

If the cost of the query $\omega$ is denoted by $C_N^\omega$, then the variance $\text{var} C_N^\omega$ can be evaluated according to the following formula

$$\text{var} C_N^\omega = \frac{d^2}{dz^2} H_N^\omega(z) \big|_{z=1} + I_N^\omega - (I_N^\omega)^2, \quad (8)$$
where the second derivative of the generating function at $z = 1$ represents the second factorial moment of the cost, that is, $EC_N(C^\omega_N - 1)$.

The evaluation of the second factorial moment of $C^\omega_N$ leads to very tedious algebraic manipulations, although the main idea behind it is not too complicated. In the following we restrict our investigations to the case of $M = 2$, i.e., $\omega_1 = (\ast, S)$ and $\omega_2 = (S, \ast)$. As shown in Section 3, the analysis of the centralized moments in this case is a rather sophisticated one.

**Theorem 2.** (i) For $\omega_1 = (\ast, S)$ we have asymptotically

$$\text{var } C^\omega_N = \sqrt{N}(A_1 + \tau_1(\log_2 N)) + o(\sqrt{N}) \simeq 2.0918454253\sqrt{N},$$

where the constant $A_1$ can be expressed analytically as

$$A_1 = \frac{7\sqrt{\pi}(1 + \sqrt{2})}{2L} - 2\sqrt{\pi} \left( \frac{1}{L} \left[ \frac{73 + 25\sqrt{2}}{19\sqrt{2}} - \frac{4}{3\sqrt{3}} \right] \right) + \frac{2}{L} \sum_{\ell \geq 2} \left( \frac{1}{\ell} \right) \left( \ell - 1 \right) \left( \frac{1 + \frac{1}{2}}{1 - 2^{\ell-1}} \right),$$

with $L = \log 2$, and $\tau_1(x)$ is a continuous periodic function of period 1 and very small amplitude.

For $\omega_2 = (S, \ast)$ we have

$$\text{var } C^\omega_N = \sqrt{N}(A_2 + \tau_2(\log_2 N)) + o(\sqrt{N}) \simeq 1.153242249\sqrt{N},$$

where the constant $A_2$ becomes

$$A_2 = \frac{5\sqrt{\pi}(1 + \sqrt{2})}{2\sqrt{2L}} - 2\sqrt{\pi} \left( \frac{1}{4L} \left[ \frac{57 + \sqrt{2}}{8} + 2\sqrt{2} - \frac{8}{3\sqrt{3}} \right] \right) + \frac{\sqrt{2}}{L} \sum_{\ell \geq 2} \left( \frac{1}{\ell} \right) \left( \ell - 1 \right) \left( \frac{1 + \frac{1}{2}}{1 - 2^{\ell-1}} \right),$$

and $\tau_2(x)$ is again of period 1.

(ii) The cost of the query $\omega$ converges in probability to $EC_N^\omega = c_N^\omega$, that is, the following holds

$$\lim_{N \to \infty} \Pr\{ |C^\omega_N/c_N^\omega - 1| > \varepsilon \} = 0$$

for any $\varepsilon > 0$. ■
Remarks.

(i) Repetitive Patterns. Our analysis of the partial match query leads to some insights into problems on strings. In particular, consider the following problem. Let $B$ be a pattern of length $M$, and we ask for the longest prefix of at least two out of $N$ strings $X_1, \ldots, X_N$ consisting of consecutive patterns $B$ (i.e., long run of $B$'s). To address this problem, we first build a trie on strings $X_1, \ldots, X_N$, and then ask queries with only one specified component, namely $B$. In other words, the search pattern is $\omega = (BBB\cdots)$. For example, for $B = 1$, and hence $\omega = (11111\cdots)$, we look for the right-most node in a trie built over $N$ keys. Our Theorem 1(i) predicts that the average lengths of such long runs of 1's is $\log_{p_1} N^{-1} + O(1)$. If $B = 100$, then the longest runs are on the average equal to $\log N/\log(p_1 p_0^2)^{-1} + O(1)$, and so forth. An even more interesting problem is to study long runs of pattern $B$ in a single string $X$. This is a well known problem in combinatorics and a number of papers were devoted to it (cf. [12], [15], [16]). Surprisingly enough, we can tackle it using the same approach as above. In this case, however, instead of constructing a trie we must build a suffix tree of $X$. A suffix tree of a string is a trie built from consecutive suffixes of the string (cf. [3], [4], [5]). Then, a partial match query searching for pattern $B$ (i.e., $\omega = (BBB\cdots)$) will find the longest run of the pattern $B$. But it is known that suffix trees are statistically almost identical to tries (cf. [11] and [18]). In particular, the mean value of the longest run of the pattern $B$ containing $m$ zeros and $M-m$ ones is asymptotically equal to $\log N/\log(p_0^{-m} p_1^{m-M}) + O(1)$.

(ii) A Composite Parameter in Tries. If the match query contains at least one unspecified component, the asymptotics of the cost change from $O(\log N)$ to $O(N^{-\kappa_0})$ for $-1 < \kappa_0 < 0$ according to Theorem 1(ii). This is a simple consequence of a new nature of the parameter that one computes during the partial match. Note that when the query $q$ consists only of unspecified components, then the cost of the partial match is exactly the number of internal nodes in the underlying trie, which is asymptotically $N(1 + \xi(N))/h$ where $h$ is the entropy of the alphabet and $\xi(N)$ a fluctuating function with small amplitude (cf. [25]). As discussed in (i) if the query $q$ contains only specified components, then the cost corresponds to a specific path in the trie. Therefore, in the intermediate case the cost of a query defines a new parameter in a trie. It is composed of layers of internal nodes (when an unspecified component is executed) which are connected by pieces of a path in the trie. This parameter grows asymptotically like $O(N^{-\kappa_0})$. Moreover, Theorem 2 asserts that the cost is likely to be equal to the average value of the cost with high probability.

(iii) Extensions. Our results can be extended in many directions. For example, it is easy
to see that they hold for $V$-ary symmetric tries, that is, when $\Sigma = \{1, 2, \ldots, V\}$. It may be interesting to extend our Theorem 2 to an asymmetric alphabet, and it is even more challenging to assume some dependency among symbols in the alphabet $\Sigma$. Finally, one may replace the regular tries by other digital structures such as Patricia tries and digital search trees. Some preliminary results in this direction are reported in [20]. Also, a rigorous analysis of suffix trees with partial match retrieval might be of some interest.

(iv) Proof of Theorem 2(ii). We just note that part (ii) of Theorem 2 follows directly from part (i) and Chebyshev's inequality.

3. ANALYSIS

In this section we prove Theorems 1 and 2.

3.1 The Average Cost in the Asymmetric Case

We start our analysis from equation (3) representing the recurrence equation for the average cost $t_N^\omega$ of the query $\omega$. To solve this recurrence we use an old trick (cf. [21], [22] and [23]) with some modifications as in [13]. Let $L^\omega(z)$ be the exponential generating function of the cost, that is, $L^\omega(z) = \sum_{N=0}^{\infty} t_N^\omega z^N / N!$. The recurrence (3) can be easily transformed into the following functional equation

$$L^\omega(z) = \delta(0, \omega_1) L^\omega(z p_0) e^{p_0 z} + \delta(1, \omega_1) L^\omega(z p_1) e^{p_1 z} + b(z),$$

where $b(z) = e^z - 1 - z$. Introducing the transform $\tilde{L}^\omega(z) = e^{-z} L^\omega(z)$ we reduce the above to

$$\tilde{L}^\omega(z) = \delta(0, \omega_1) \tilde{L}^\omega(z p_0) + \delta(1, \omega_1) \tilde{L}^\omega(z p_1) + \tilde{b}(z),$$

(14)

where $\tilde{b}(z) = e^{-z} b(z)$. Using the fact that $\omega = \omega(M)$, and iterating (14) $M$ times we finally obtain the following

$$\tilde{L}^\omega(z) = \sum_{b \in \Theta_M} \delta(b_1, \omega_1) \cdots \delta(b_M, \omega_M) \tilde{L}^\omega(z p_{b_1} \cdots p_{b_M}) + \sum_{j=0}^{M-1} \sum_{b \in \Theta_j} \delta(b_1, \omega_1) \cdots \delta(b_M, \omega_M) \tilde{b}(z p_{b_1} \cdots p_{b_M}).$$

This functional equation is easy to solve. Comparing the coefficients of $\tilde{L}(z)$ at $z^N$ we finally prove that

$$\tilde{t}_N^\omega = \frac{(-1)^N (N-1) \sum_{j=1}^{M-1} \sum_{b \in \Theta_j} \prod_{i=1}^{j} \delta(b_i, \omega_i) p_{b_i}^N}{1 - \sum_{b \in \Theta_M} \prod_{i=1}^{M} \delta(b_i, \omega_i) p_{b_i}^N}.$$  

(15)

To recover the original average cost $t_N^\omega$ we note that $t_N^\omega = \sum_{k=1}^{N} \binom{N}{k} (-1)^{k+N} \tilde{t}_k^\omega$.  

9
The asymptotics of (15) are easy to obtain since the general result of [27] (Mellin transform approach) or of [14] (Rice's formula) can be applied to the alternating sum for $I_N^\omega$. In particular, using [27] we translate $I_N^\omega$ into the following Mellin-like integral

$$I_N^\omega \sim \frac{1}{2\pi i} \int_{-3/2-i\infty}^{-3/2+i\infty} \Gamma(z)N^{-z}(z + 1) \sum_{j=1}^{M-1} \sum_{b \in \Theta_j} \prod_{i=1}^{j} \delta(b_i, \omega_i)p_{b_i}^{-z}dz + O(1).$$

This integral is easy to evaluate by Cauchy's residue theorem. Computing the residues of the integrand we finally obtain Theorem 1. Note that in the case $s = M$ there is double pole at $z = 0$ which produces the logarithm function in Theorem 1(i). In the case $0 < s < M$ the dominating pole is a single pole at $z = \kappa_0$. The fluctuating function $\xi(N)$ is a consequence of other poles at $\kappa_k = \kappa_0 + iy_k$ which are solutions of the equation (5) (the denominator of the above integrand). It is easy to prove that $-1 < \kappa_0 < 0$, as needed for Theorem 1(ii).

### 3.2 The Analysis of the Variance in the Symmetric Case

We first consider $\omega_1 = (*, S)$. For simplicity of notation we also write $\omega_1 = \omega$. Our task is to estimate the variance of the total cost $C_N^\omega$. We use formula (8), and therefore we need to estimate the second factorial moment of the cost. In fact, before we launch an attack on it, we need more precise evaluation of the average cost $I_N^\omega$. Both parameters will follow from the system of recurrences of the probability generating function given in (7).

Using (7) for $\omega = (*, S)$, we find that $I_N^\omega$ satisfies the following system of recurrences

$$I_N^\omega = 1 + 2^{1-N} \sum_{k=0}^{N} \left( \begin{array}{c} N \\ k \end{array} \right) I_k^\omega$$

$$I_N^\omega' = 1 + 2^{-N} \sum_{k=0}^{N} \left( \begin{array}{c} N \\ k \end{array} \right) I_k^\omega'$$

Defining the exponential generating function $L_N^\omega(z)$ and its transform $\tilde{L}_N^\omega(z) = e^{-z}L^\omega(z)$, we obtain the following system of functional equations with $b(z) = 1 - (1 + z)e^{-z}$

$$\tilde{L}^\omega(z) = 2\tilde{L}^\omega\left(\frac{z}{2}\right) + b(z)$$

$$\tilde{L}^\omega'(z) = \tilde{L}^\omega\left(\frac{z}{2}\right) + b(z),$$

which becomes after some algebra

$$\tilde{L}^\omega(z) = 2\tilde{L}^\omega\left(\frac{z}{4}\right) + b(z) + 2b\left(\frac{z}{2}\right).$$

Solving it, one gets

$$I_N^\omega = \frac{(-1)^N(N-1)2^{1-N}}{1 - 2^{1-2N}},$$
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and hence

\[ l_N = \sum_{k=1}^{N} \binom{N}{k} (-1)^{k} f(k) \]  

(16)

with analytical continuation of \( f(k) \) as below

\[ f(z) = \frac{(z - 1)(1 + 2^{1-z})}{1 - 2^{1-2z}}. \]  

(17)

The alternating sum can be treated in the same manner as in the previous section. For the reader's convenience we reproduce here a lemma that summarizes Rice's method of dealing with such alternating sums (cf. [14], [21], [22]).

**Lemma.** Let \( C \) be a path surrounding the points \( \{ j, j + 1, \ldots, N \} \), and \( f(z) \) be an analytical continuation of \( f(k) \) inside \( C \). Then

\[ \sum_{k=1}^{N} \binom{N}{k} (-1)^{k} f(k) = -\frac{1}{2\pi i} \int_{C} [N; z] f(z) dz, \]  

(18)

where

\[ [N; z] = \frac{\Gamma(-z)\Gamma(N + 1)}{\Gamma(N + 1 - z)} = \frac{(-1)^{N-1} N!}{z(z - 1) \cdots (z - N)}, \]  

(19)

and \( \Gamma(z) \) is the gamma function (cf. [1]).

Now it is easy to notice that the solution for \( l_N \) fulfills the condition of the lemma. The function \( f(z) \) in (17) has single poles at \( z_k = \frac{1}{2} + \frac{1}{2} \chi_k \) where \( \chi_k = 2\pi k/L \) and \( L = \log 2 \). Computing the residues at \( z_k \) and additionally at \( z = 0 \) (coming from the function \( [N; z] \)), we finally obtain

\[ l_N \sim \sqrt{N} \left( \frac{\sqrt{\pi} (1 + \sqrt{2})}{2L} - 3 + \tau(\log_2 \sqrt{N}) \right) \]  

(20)

where the fluctuating function \( \tau(w) = \sum_{k \neq 0} r^w e^{2\pi i n w} \) has the Fourier coefficients

\[ r_k^w = \frac{1}{2L} \left( 1 + \sqrt{2} (-1)^k \right) \Gamma \left( \frac{-1 - \chi_k}{2} \right) \frac{(-1 + \chi_k)}{2}. \]  

(21)

Now we deal with the second factorial moment. Let \( w_N = \left( H_N \right)^{''} (1) \), and \( W^\omega (z) \) be its exponential generating function. Traditionally, we also define \( W^\omega (z) = W^\omega (z) e^{-z} \). From (7), after differentiating it twice, we obtain

\[ \tilde{W}^\omega (z) = 2\tilde{W}^\omega \left( \frac{z}{2} \right) + 4\tilde{\ell}^\omega \left( \frac{z}{2} \right) + 2 \left( \tilde{\ell}^\omega \left( \frac{z}{2} \right) \right)^2 \]  

\[ \tilde{W}^{\omega'} (z) = \tilde{W}^{\omega} \left( \frac{z}{2} \right) + 2\tilde{\ell}^{\omega} \left( \frac{z}{2} \right). \]  
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For simplicity of presentation, we split $\hat{W}^\omega(z)$, namely $\hat{W}^\omega(z) = \hat{R}^\omega(z) + \hat{T}^\omega(z)$, where

$$\hat{R}^\omega(z) = 2\hat{R}^\omega\left(\frac{z}{2}\right) + 4\hat{L}^\omega\left(\frac{z}{2}\right)$$
$$\hat{R}^\omega'(z) = \hat{R}^\omega\left(\frac{z}{2}\right) + 2\hat{L}^\omega\left(\frac{z}{2}\right)$$

(22)

and

$$\hat{T}^\omega(z) = 2\hat{T}^\omega\left(\frac{z}{2}\right) + 2\left(\hat{L}^\omega\left(\frac{z}{2}\right)\right)^2$$
$$\hat{T}^\omega'(z) = \hat{T}^\omega\left(\frac{z}{2}\right).$$

(23)

The solution of the first system of recurrences, namely (22), is easy. Note that it reduces to the following functional equation

$$\hat{R}^\omega(z) = 2\hat{R}^\omega\left(\frac{z}{4}\right) + 4\hat{L}^\omega\left(\frac{z}{4}\right) + 4\hat{L}^\omega\left(\frac{z}{4}\right),$$

which we know how to solve. Repeating the arguments from [21] and [22] we immediately find that

$$\hat{T}^\omega_N = \frac{(-1)^N(N - 1)2^{2-N}}{(1 - 2^{1-2N})^2} \left[1 + 2^{1-N} + 2^{1-2N}\right].$$

(24)

Now we deal with (23), which is more intricate. To handle it we need a formula for $\tilde{M}^\omega'(z) = \left(\hat{L}^\omega'(z)\right)^2$. But from

$$\tilde{L}^\omega'(z) = 2\hat{L}^\omega'\left(\frac{z}{4}\right) + b(z) + b\left(\frac{z}{2}\right),$$

after taking it to the power two, we finally obtain

$$\tilde{M}^\omega'(z) = 4\hat{M}^\omega'\left(\frac{z}{4}\right) + 4\left(b(z) + b\left(\frac{z}{2}\right)\right)\hat{L}^\omega'\left(\frac{z}{4}\right) + \left(b(z) + b\left(\frac{z}{2}\right)\right)^2.$$

This means that the coefficient $\tilde{m}^\omega_N$ at $z^N/\Gamma(N)$ is $\tilde{m}^\omega_N = \frac{1}{1 - 2^{1-2N}} \cdot (4A_N + B_N)$, where, after some tedious algebra, one finds

$$A_N = \left[\frac{z^N}{N!}\right] \left(b(z) + b\left(\frac{z}{2}\right)\right)\hat{L}^\omega'\left(\frac{z}{4}\right)$$

$$= (-1)^N \sum_{l=1}^{N-1} \binom{N}{l} \frac{(l - 1)(N - l - 1)\left(1 + 2^{-l}\right)\left(1 + 2^{-N+l}\right)2^{-2(N-l)}}{1 - 2^{1-2(N-l)}}$$

$$= (-1)^N \sum_{l=1}^{N-1} \binom{N}{l} \frac{(l - 1)(N - l - 1)\left(1 + 2^{-l}\right)\left(1 + 2^{-N+l}\right)2^{-2l}}{1 - 2^{1-2l}},$$

(25)
and
\[ B_N = (-1)^N (N - 1) \left( 2^{N-2}(N - 4) + \frac{1}{4}(N + 12) + 2^{2-N} + \frac{1}{2} \left( \frac{3}{2} \right)^{N-2} (2N - 9) \right) . \] (26)

Putting everything together we find that \( w^\times_N = \sum_{k=2}^{N} (-1)^k f(k) \) with the analytical continuation \( f(z) \) of \( f(k) \) as below

\[
f(z) = \frac{(z - 1)2^{1-z}}{(1 - 2^{1-2z})(1 - 2^{2-2z})} \left[ 5 + 2^{3-z} + 2^{3-2z} + x2^{2z-2} - 2^z + \frac{z - 9}{2} \left( \frac{3}{2} \right)^{z-2} \right]^\times 
+ \frac{2^{3-2z}}{(1 - 2^{1-2z})(1 - 2^{2-2z})} \sum_{l \geq 2} \frac{(z-1)(z-1)(1+2^{-l})(1+s^2-l)2^{-l}}{1 - 2^{1-2l}} . \] (27)

Now we can apply our Lemma to the alternating sum \( w^\times_N \) to obtain an asymptotic expansion. Note that there are two sets of poles that contribute leading terms of the asymptotics. Namely, \( z_{k,1} = 1 + \frac{1}{2}x_k \) and \( z_{k,2} = \frac{1}{2} + \frac{1}{2}x_k \) where \( k = 0, \pm 1, \cdots \). Easy computations reveal finally that

\[
w^\times_N \sim \frac{N}{L} \left\{ 8 - \frac{7}{12} - 2 \sum_{l \geq 2} (-1)^l \frac{(1+2^{-l})(1+2^{1-l})2^{-l}}{1 - 2^{1-2l}} + \tau_3(\log_2 \sqrt{N}) \right\} 
- 2\sqrt{\pi N} \left\{ \frac{1}{L} \left[ \frac{73}{2\sqrt{3}} + \frac{25}{16} - \frac{4}{3\sqrt{3}} \right] 
+ \frac{2}{L} \sum_{l \geq 2} \left( \frac{1}{l} \right) \frac{2^{1-l} (1+2^{-l})(1+2^{1-l})2^{-l}}{1 - 2^{1-2l}} + \tau_4(\log_2 \sqrt{N}) \right\} \] (28)

with periodic fluctuations \( \tau_3(x) \) and \( \tau_4(x) \) of mean zero.

Now we are ready to put everything together. In particular, we note that, apart from the continuous fluctuations of mean zero,

\[ \text{var} \ C_N = w^\times_N + L^\times - (L^\times)^2 = B_N + A_1 \sqrt{N} + o(\sqrt{N}) , \] (29)

where \( A_1 \) and \( B \) are constants. We prove now that \( B = 0 \). Note that

\[
B = \frac{1}{L} \left\{ 8 - \frac{7}{12} - 2 \sum_{l \geq 2} (-1)^l \frac{(1+2^{-l})(1+2^{1-l})2^{-l}}{1 - 2^{1-2l}} \right\} - \frac{\pi (1 + \sqrt{2})^2}{4L^2} + [(\tau^\omega)^2]_0 ,
\]

where \([(\tau^\omega)^2]_0\) is the mean of the square of the periodic function \( \tau^\omega(x) \) defined in (20). As in [21] and [22], we point out that this term significantly contributes to the cancellation of terms in \( B \).

To find a transformation for \([(\tau^\omega)^2]_0\) we proceed as follows. Note that

\[
[(\tau^\omega)^2]_0 = 2 \sum_{k \geq 1} \tau_k^\omega \tau_{-k}^\omega = \frac{2}{4L^2} \sum_{k \geq 1} \left( 3 + 2\sqrt{2}(-1)^k \right) \Gamma \left( \frac{1-x_k}{2} \right) \Gamma \left( \frac{1+x_k}{2} \right) ,
\]
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Now we use the formula (cf. [1])
\[
\Gamma(z)\Gamma(1-z) = \frac{\pi}{\sin \pi z}
\]
and after some algebra we obtain
\[
\Gamma(1 - \chi_k)\Gamma(1 + \chi_k) = \frac{\pi}{\sin(\pi/2 + i\kappa \pi^2/L)} = \frac{\pi}{\cos(i\kappa \pi^2/L)} = \frac{\pi}{\cosh(k\pi^2/L)} = 2\pi \frac{e^{-\kappa^2/L}}{1 + e^{-2k^2/L}} ,
\]
so that
\[
[(\tau^\omega)^2]_0 = \frac{\pi}{L^2} \sum_{k \geq 1} \left( 3 + 2\sqrt{2}(-1)^k \right) \frac{e^{-\kappa^2/L}}{1 + e^{-2k^2/L}} .
\]
Let us define two new functions
\[
F(x) = \sum_{k \geq 1} \frac{e^{-kx}}{1 + e^{-2kx}} ,
\]
\[
G(x) = \sum_{k \geq 1} \frac{(-1)^{k-1}e^{-kx}}{1 + e^{-2kx}} .
\]
Then, (31) in terms of \(F(x)\) and \(G(x)\) becomes
\[
[(\tau^\omega)^2]_0 = \frac{3\pi}{L^2} F\left(\frac{\pi^2}{L}\right) + \frac{2\sqrt{2}\pi}{L} G\left(\frac{\pi^2}{L}\right) .
\]
This form is not yet suitable for cancellation of terms at \(N\) in (29), and therefore we need to derive some series transformation for \(F(x)\) and \(G(x)\).

In order to find a transformation result for \(F(x)\) we rewrite this function as
\[
F(x) = \sum_{j \geq 1} (-1)^j \sum_{k \geq 1} e^{-k(2j+1)x} = \sum_{j \geq 0} \chi(j) \frac{1}{e^{(2j+1)x} - 1}
\]
where
\[
\chi(j) = \begin{cases} 
0 & \text{for } j \text{ even} \\
1 & \text{for } j \equiv 1 \mod 4 \\
-1 & \text{for } j \equiv 3 \mod 4 
\end{cases}
\]
In [8] on page 258 we find the following Entry 11 from \textit{Ramanujan's Notebooks}.

For \(\alpha, \beta > 0\) such that \(\alpha \beta = \pi\) and \(y \in \mathbb{R}\) with \(|y| < \beta/2\) the following holds
\[
\alpha \left\{ \frac{1}{4} \sec(\alpha y) + \sum_{k=1}^{\infty} \chi(k) \frac{\cos(\alpha y k)}{e^{k\alpha^2} - 1} \right\} = \beta \left\{ \frac{1}{4} + \frac{1}{2} \sum_{k=1}^{\infty} \frac{\cosh(2\beta y k)}{\cosh(k\beta^2)} \right\} .
\]
For $y = 0$ this reads

$$
\alpha \left\{ \frac{1}{4} + \sum_{k=1}^{\infty} \frac{1}{k(k+1)} \right\} = \beta \left\{ \frac{1}{4} + \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{k \cosh(k\beta^2)} \right\}
$$

Replacing in the above $\cosh(x)$ by the exponential functions, expanding the geometric series and rearranging the sums we finally obtain

$$
\frac{1}{2} \sum_{k \geq 1} \frac{1}{\cosh(k\beta^2)} = \sum_{j \geq 1} \frac{\chi(j)}{e^{j\beta^2} - 1},
$$

so that, taking into account the constraint $\alpha \beta = \pi$, we find

$$
\alpha \left\{ \frac{1}{4} + F(\alpha^2) \right\} = \beta \left\{ \frac{1}{4} + F(\beta^2) \right\}
$$

Now, we substitute in the above $\alpha = \sqrt{2}$ and $\beta = \pi/\sqrt{2}$. Then,

$$
F(x) = \frac{\pi}{4x} - \frac{1}{4} + \frac{\pi}{x} F\left(\frac{\pi^2}{x}\right)
$$

for $x > 0$, which is the desired transformation result. For $G(x)$ we observe that $G(x) = F(x) - 2F(2x)$, hence

$$
G(x) = \frac{1}{4} + \frac{\pi}{2x} F\left(\frac{\pi^2}{x}\right) - \frac{\pi}{x} F\left(\frac{\pi^2}{2x}\right).
$$

Applying the above to (34) we finally obtain

$$
[(\tau^\omega)^2]_0 = \frac{3}{4L} - \frac{\pi}{4L^2} \left( 3 + 2\sqrt{2} \right) + \frac{3 - 2\sqrt{2}}{L} F(L) + \frac{2\sqrt{2}}{L} F\left(\frac{L}{2}\right).
$$

In passing, we mention that the Appendix contains another derivation of the above series transformations. Our derivation can be used to produce some other identities, and it is of its own independent interest.

The last equation is used to prove the cancellation of all terms at $N$ except an oscillating term of mean zero. The remaining function has to be identically equal to zero since otherwise the variance would be negative for infinitely many values of $N$, which is impossible. For more detailed arguments the reader is referred to our papers [21] and [22]. Thus, we have proved $B = 0$, and as a consequence of this var $C_\omega^0 = O(\sqrt{N})$. The coefficient $A_1$ at $\sqrt{N}$ in (29) is given in Theorem 2(i) equation (10).

The second pattern $\omega_2 = (S, \ast)$ can be analyzed in a similar manner as above. We sketch only major differences. From Section 3.1 we may quickly conclude that the average cost in this case is

$$
l_{\omega_2}^N \sim \sqrt{N} \left( \frac{\sqrt{\pi}}{2L} \frac{1 + \sqrt{2}}{2\sqrt{2L}} + \tau^{\omega}(\log_2 \sqrt{N}) \right) - 2
$$
where the coefficients of $\tau_k^{w_2}$ become

$$\tau_k^{w_2} = \frac{1}{2\sqrt{2}L} \left( \sqrt{2} + (-1)^k \right) \Gamma \left( \frac{-1 + x_k}{2} \right) \left( \frac{-1 + x_k}{2} \right),$$

and simple analysis reveals that the zero terms belonging to the first pattern $w = w_1 = (\ast, S)$ and the second pattern satisfy the following relationship: $[(\tau^{w_2})^2]_0 = \frac{1}{24}[(\tau^{w_1})^2]_0$.

It is proved that the second factorial moment $w_{N_2}^{w_2}$ satisfies $w_{N_2}^{w_2} = \sum_{k=2}^{N_2} \binom{N_2}{k} (-1)^k f(k)$ where

$$f(z) = \frac{(z - 1)2^{1-2z}}{(1 - 2^{1-2z})(1 - 2^{-2z})} \left[ 7 + z2^{z-2} + \frac{z}{4} + 2^{2-z} + (z - \frac{9}{2}) \left( \frac{3}{2} \right)^{z-2} \right] + \frac{2^{3-3z}}{(1 - 2^{1-2z})(1 - 2^{-2z})} \sum_{l \geq 2} \left( \frac{z}{l} \right) \left( l - 1 \right) \left( 1 + 2^{-l} \right) \left( 1 + 2^{-l-1} \right) 2^{-l}.$$

The rest proceeds in exactly the same manner as before, and it leads to our second part of Theorem 2(i).

We finally mention, that it is not at all obvious how to extend this result to the case $M \geq 3$. The reader should note that the key argument in our proof of Theorem 2(i) is the transformation result (35). For $M \geq 3$ there is no comparable result in Ramanujan's Notebooks, and the alternative proof presented in the Appendix relies heavily on the duplication formula for the gamma function, which is not suitable for $M \geq 3$.

APPENDIX: Mellin Transform Approach to Ramanujan-Like Series Identities

In Section 3.2 we have used the following two series transformations

$$F(x) = \frac{\pi}{4 \pi} - \frac{1}{4} + \frac{\pi}{x} F \left( \frac{\pi^2}{x} \right), \hspace{1cm} (36)$$

$$G(x) = \frac{1}{4} + \frac{\pi}{x} F \left( \frac{\pi^2}{x} \right) - \frac{\pi}{x} F \left( \frac{\pi^2}{2x} \right), \hspace{1cm} (37)$$

where $F(x)$ and $G(x)$ are defined in (32) and (33) respectively.

Most proofs of results like (36) use the theory of modular functions (cf. [8]). In this appendix we present an alternative approach by using Mellin integrals, a line of attack suggested to us by P. Flajolet.

To prove (36) we proceed as follows. Let

$$\beta(s) = \sum_{j \geq 0} (-1)^j \frac{1}{(2j + 1)^s}.$$
Using definition (32) of $F(x)$, we have

$$F(x) = \sum_{k \geq 1} \frac{e^{-kx}}{1 + e^{2kx}} = \sum_{j \geq 0} (-1)^j \sum_{k \geq 1} e^{-k(2j+1)x},$$

so that the Mellin transform $F^*(s) = \int_0^\infty F(x) x^{s-1} dx$ of $F(x)$ (cf. [10]) becomes

$$F^*(s) = \Gamma(s) \zeta(s) \beta(s).$$

By the Mellin inversion formula this yields

$$F(x) = \frac{1}{2\pi i} \int_{3/2-i\infty}^{3/2+i\infty} \Gamma(s) \zeta(s) \beta(s) x^{-s} ds.$$  \hspace{1cm} (38)

Now we take the two residues $s = 1$ and $s = 0$ out from the above integral to get

$$F(x) = \frac{\pi}{4x} - \frac{1}{4} + \frac{1}{2\pi i} \int_{-\frac{1}{2}-i\infty}^{-\frac{1}{2}+i\infty} \Gamma(s) x^{-s} \zeta(s) \beta(s) ds,$$

where in the above we use the fact that $\beta(0) = 1/2$ and $\beta(1) = \pi/4$ (cf. [1]). Using the duplication formula for $\Gamma(s)$ (cf. [1]) we obtain

$$F(x) = \frac{\pi}{4x} - \frac{1}{4} + \frac{1}{2\pi i} \int_{-\frac{1}{2}-i\infty}^{-\frac{1}{2}+i\infty} \frac{\pi^{2s-1} \Gamma \left( \frac{s}{2} \right) \Gamma \left( \frac{s+1}{2} \right)}{\Gamma(s) x^{-s} \zeta(s) \beta(s)} ds.$$

We now use the functional equations for $\zeta(s)$ and $\beta(s)$, namely

$$\Gamma \left( \frac{s}{2} \right) \zeta(s) = \pi^{s-\frac{1}{2}} \Gamma \left( \frac{1-s}{2} \right) \zeta(1-s)$$  \hspace{1cm} (39)

and

$$\beta(1-s) \Gamma \left( 1 - \frac{s}{2} \right) = 2^{2s-1} \pi^{-s+\frac{1}{2}} \Gamma \left( \frac{s+1}{2} \right) \beta(s).$$  \hspace{1cm} (40)

Identity (39) is Riemann's functional equation for $\zeta(s)$, and (40) is an immediate consequence of the functional equation for the Hurwitz's $\zeta$-function $\zeta(s,a)$ (cf. [2]), and the fact that

$$\beta(s) = 4^{-s} \left[ \zeta(s, \frac{1}{4}) - \zeta(s, \frac{3}{4}) \right].$$

Using (39) and (40) the inverse Mellin transform becomes

$$F(x) = \frac{\pi}{4x} - \frac{1}{4} + \frac{1}{2\pi i} \int_{-\frac{1}{2}-i\infty}^{-\frac{1}{2}+i\infty} \pi^{2s-1} \Gamma(1-s) x^{-s} \zeta(1-s) \beta(1-s) ds.$$
After the substitution $1 - s = u$ we have

$$F(x) = \frac{\pi}{4x} - \frac{1}{4} + \frac{1}{2\pi i} \int_{\frac{3}{2} - i\infty}^{\frac{3}{2} + i\infty} \pi^{1-2u} \Gamma(u) x^{u-1} \zeta(u) \beta(u) du .$$

This proves (36). To prove (37) we just note that $G(x) = F(x) - 2F(2x)$.

Using the above scheme we can prove several other identities. Below we just list some of them. Define

$$f(x) = \sum_{k \geq 1} \frac{e^{kx}}{(e^{kx} - 1)^2} = \sum_{k \geq 1} \frac{k}{e^{kx} - 1}, \quad (41)$$
$$g(x) = \sum_{k \geq 1} \frac{(-1)^{k-1}}{k (e^{kx} - 1)}, \quad (42)$$
$$h(x) = \sum_{k \geq 1} \frac{1}{k (e^{2kx} - 1)}, \quad (43)$$

Then, the following identities hold:

1. 
$$1 + 2 \sum_{n \geq 1} e^{-\pi n^2 x} = \frac{1}{\sqrt{x}} + \frac{2}{\sqrt{x}} \sum_{n \geq 1} e^{-\pi n^2 / x} \quad \text{Jacobi's \& function,}$$

2. 
$$f(x) = \frac{1}{x^2 \pi} - \frac{1}{2x} + \frac{1}{24} - \frac{4 \pi^2}{x^2} f \left( \frac{4 \pi^2}{x} \right) \quad \text{Ramanujan [8],}$$

3. 
$$g(x) = \frac{\pi^2}{12 e} - \frac{\log 2}{2} + \frac{x}{24} - g \left( \frac{2 \pi^2}{x} \right) \quad \text{Ramanujan [8],}$$

4. 
$$h(x) = \frac{\pi}{12} \left( \frac{1}{x} - x \right) + \frac{\log x}{2} + h \left( \frac{1}{x} \right) \quad \text{Dedekind and Ramanujan [8].}$$

The latter three identities play a prominent role in the analysis of the variance for some parameters of tries (cf. [19], [21], [22]).

**Remark.** It is fairly well known that the functional equations for the Riemann $\zeta$-function and the $\varphi$-function can be derived from each other via the Mellin transform (see e.g., [6], [8]). Here we would like to point out the analogous $\varphi$-like identity that is related to the functional equation for $\beta(s)$. Let

$$H(x) = \sum_{j \geq 0} (-1)^j (2j + 1) e^{-(2j+1)^2 x} ,$$
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then

\[ H(x) = \frac{1}{8} \left( \frac{\pi}{x} \right)^{3/2} H \left( \frac{\pi^2}{16x} \right). \]
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