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Abstract
Quantifying uncertainty in measured properties of nanomaterials is a prerequisite for the manufacture of reliable nanoeengineered materials and products. Yet, rigorous uncertainty quantification (UQ) is rarely applied for material property measurements with the atomic force microscope (AFM), a widely used instrument that can measure properties at nanometer scale resolution of both inorganic and biological surfaces and nanomaterials. We present a framework to ascribe uncertainty to local nanomechanical properties of any nanoparticle or surface measured with the AFM by taking into account the main uncertainty sources inherent in such measurements. We demonstrate the framework by quantifying uncertainty in AFM-based measurements of the transverse elastic modulus of cellulose nanocrystals (CNCs), an abundant, plant-derived nanomaterial whose mechanical properties are comparable to Kevlar fibers. For a single, isolated CNC the transverse elastic modulus was found to have a mean of 8.1 GPa and a 95% confidence interval of 2.7–20 GPa. A key result is that multiple replicates of force–distance curves do not sample the important sources of uncertainty, which are systematic in nature. The dominant source of uncertainty is the nondimensional photodiode sensitivity calibration rather than the cantilever stiffness or Z-piezo calibrations. The results underscore the great need for, and open a path towards, quantifying and minimizing uncertainty in AFM-based material property measurements of nanoparticles, nanostructured surfaces, thin films, polymers and biomaterials.

Online supplementary data available from stacks.iop.org/Nano/22/455703/mmedia

(Some figures in this article are in colour only in the electronic version)

1. Introduction
Quantifying the material properties of nanomaterials is a major challenge in the development of reliable nanoeengineered products and materials. However, the mechanical properties of nanostructures reported in the literature at best give the mean and standard deviation of experimental replicates without regard to the underlying uncertainty. As a consequence it can be difficult to compare measurements between different groups, instruments and techniques. This is a serious impediment to the development of reliable nanoeengineered materials and products and can only be resolved by taking into account the relevant uncertainties that arise from the physical limits of the instrument, the physical limits on calibration uncertainty, data processing and mathematical models used for extracting these properties.

 Atomic force microscopy (AFM) [1] force measurements using force–distance curves is a commonly used technique...
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to measure the mechanical properties of a wide variety of materials including nanostructures such as monolayer graphene [2], viruses [3], cellulose nanocrystals [4], carbon nanotubes [5], pharmaceutical particles [6], zinc oxide nanowires [7, 8, 10], aluminum nitride nanotubes [9] and living cells [11]. The force sensor in an AFM consists of a sharp tip (typical radius of curvature of 10 nm) mounted on a cantilever (typically 200–300 μm by 20–35 μm by 0.5–3 μm). The tip–sample distance is controlled by means of a piezoelectric actuator (Z-piezo) which displaces the cantilever with respect to the sample or vice versa. The deflection of the cantilever is monitored by a detection system; typically a laser and photodiode. Several AFM modes can measure material properties. These modes include force modulation AFM [12], contact resonance AFM [13] and force–displacement AFM [14]. All of these modes involve the extraction of the tip–sample interaction force as a function of the distance between the tip and the sample. Once this relationship is extracted, a model can be fitted to the interaction force and material properties can be estimated [14]. For objects with nanoscale dimensions, AFM is one of the few methods with both the displacement and force resolution to investigate their mechanical properties. However, these measurements are often indirect and careful analysis of uncertainty propagation is required.

The traceability of AFM calibration parameters, such as piezoelectric stage actuation and cantilever stiffness, to SI standards has been addressed in the literature [15–17]. However, an overall framework for analyzing uncertainties in a mechanical property measured using AFM, for example the nanoscale elastic modulus or work of adhesion, has not yet been explored. Given there are in excess of a 1000 published works on the use of force–displacement based AFM measurements the need to lay a framework for analyzing uncertainties in these measured quantities is clear.

Cellulose nanocrystals (CNCs) are crystalline, rod-like shaped particles (2–20 nm in width, 50–4000 nm in length) that can be extracted from a variety of plants and marine animals via acid hydrolysis [18, 19]. CNCs have a high aspect ratio, good mechanical properties, low density (1.6 g cm−3) and a reactive surface of –OH side groups that facilitates grafting chemical species to achieve different surface properties. The axial moduli of CNCs have been measured to be approximately 150 GPa [18, 19]; however, their transverse elastic properties are poorly understood due to the difficulty of measurement [4, 20]. The transverse CNC elastic properties are important for particle–particle and particle–matrix load transfer within reinforced polymer matrix composites and neat films, both of which are potential applications of CNCs.

The current work applies uncertainty analysis techniques [21] to the measurement of elastic and adhesive properties of nanoscale materials with AFM. A framework is developed that can be used by the AFM community to estimate uncertainties in sample properties (such as elastic modulus or work of adhesion) by careful consideration of calibration uncertainties, instrument uncertainties and model uncertainties. A data reduction equation (DRE) for the extraction of a given material property is presented in terms of independent variables, the uncertainties associated with the independent variables are analyzed and the dominant uncertainties are propagated through the DRE. This framework is demonstrated by measuring the transverse elastic modulus and work of adhesion of CNCs using force–displacement (F–Z) curves in AFM. CNCs are an ideal case study because of their potential for use in a variety of emerging applications such as stimuli-responsive nanocomposites [22], and transparent and high gas barrier films [23]. F–Z curve analysis of CNCs are presented with a specific focus on uncertainty quantification (UQ) methodology. Control experiments are performed on samples with known properties (polystyrene spheres, described in the supplementary materials). The result of the case study is that the probability distribution of the measured transverse elastic modulus (E) of an isolated CNC has a mean value of 8.1 GPa and at 95% confidence interval (CI) of 2.7–20 GPa and the dominant source of uncertainty in E is uncertainty in the non-dimensional photodiode sensitivity (m) which accounts for 90% of the variance in E. Not only does this work underscore the rather large uncertainty that is intrinsic to elastic modulus measurements of nanoparticles using the AFM, it also highlights the key quantity that instrument developers need to focus on in order to reduce the uncertainty in such measurements.

2. Theory

2.1. Review of material property extraction process with AFM F–Z curves

The methodology for extracting material properties from AFM F–Z curves is well known [14]. First, the photodiode and Z-piezo voltages must be converted into forces and displacements by a series of calibration parameters. Next, these forces and displacements must be converted into forces and distances. Finally, this force–distance data must be fitted to a material model that contains as a parameter the material property of interest.

Because of the central role calibration parameters will take in the following discussion it is worthwhile to review the calibration parameters present in a typical AFM experiment.

(1) The Z-piezo voltage, \( Z_V \) (volts), must be converted into Z-piezo displacement, \( Z_{nm} \) (nm). This can be accomplished by scanning a height standard as shown in figure 1(A) or by calibrating the piezoelectric directly with an interferometer. This calibration factor is called the Z-piezo sensitivity (\( C_{Z} \)).

(2) The photodiode voltage, \( \delta_V \) (volts), must be converted into cantilever deflection, \( \delta_{nm} \) (nm). This can be accomplished by performing an F–Z curve on a stiff sample as shown in figure 1(B) or by matching the thermal oscillations of the cantilever with the cantilever stiffness [24]. This calibration factor is called the photodiode sensitivity (\( C_{\delta} \)). To simplify the uncertainty analysis we will use a parameter we call the non-dimensional photodiode sensitivity (\( m \)), which is the volts of Z-piezo input voltage per volt of photodiode output voltage on a stiff sample. The non-dimensional photodiode sensitivity is related to
the photodiode sensitivity by the equation \( m = C_L / C_Z \). This is done to avoid correlated uncertainty terms in the uncertainty propagation equation and is discussed in additional detail in section 2.3.

(3) The cantilever deflection needs to be converted into tip–sample force, \( F \). This can be accomplished by several methods including Sader’s method [25] and the thermal tuning method [26, 27] as shown in figure 1(C). This calibration factor is called the cantilever stiffness (\( k_L \)). However, the AFM cantilever is rarely positioned parallel to the surface. It is usually inclined at some angle (\( \theta \)) relative to the surface. This leads to an effective stiffening of the cantilever. A cantilever tilt correction factor (\( \alpha \)) is given as \( \alpha = 1 / \cos^2(\theta) \) [28].

After these calibrations are performed, it is possible to convert the voltages of the AFM system into a series of forces (\( F \)) and tip–sample distances (\( d, d < 0 \) is also called the gap and \( d > 0 \) is also called the indentation). Tip–sample distance is related to Z-piezo displacement and cantilever deflection by the equation \( d = Z_{nm} - \delta_{nm} \). Next, the \( F-d \) curve is fitted to a mathematical model that contains relevant system properties, such as elastic modulus and work of adhesion. The mechanical properties are then those that provide the best fit to the experimental \( F-d \) data (see the supplement for details, available at stacks.iop.org/Nano/22/455703/mmedia). For the case of CNCs the Derjaguin–Müller–Toporov (DMT) contact model between a spherical AFM tip and a cylindrical CNC was used to fit the experimental \( F-d \) curves to extract the local elastic modulus and work of adhesion.

2.2. Data reduction equation

The process of extracting material properties from AFM \( F-Z \) curves can be thought of as constructing a DRE. The inputs to the DRE are the calibration parameters, the model parameters, the photodiode voltage and the Z-piezo voltage. This DRE converts these inputs into an estimate of the material property of interest, for example the elastic modulus.

The DRE for computing the elastic modulus consists of \( 2n+9 \) independent inputs, where \( n \) is the number of data points used in the curve fitting algorithm. The output of the DRE is the elastic modulus (\( E \)). The DRE for \( E \) has the form

\[
E = f(Z_{V,1}, \ldots, Z_{V,n}, \delta_{V,1}, \ldots, \delta_{V,n}, C_Z, m, k_L, \alpha, R_V, R_{tip}, E_{tip}, v, V)
\]

where \( Z_{V,i} \) and \( \delta_{V,i} \) are the data points in the \( F-Z \) curve. The other input parameters are discussed in section 2.3. Similarly, the DRE for the work of adhesion (\( W \)) in terms of \( 2n+6 \) independent variables is given as

\[
W = f(Z_{V,1}, \ldots, Z_{V,n}, \delta_{V,1}, \ldots, \delta_{V,n}, C_Z, m, k_L, \alpha, R_V, R_{tip})
\]

A closed-form analytic solution to these equations cannot be provided. Instead, a numerical algorithm is constructed to approximate equations (1) and (2). The construction of this algorithm for the specific case of CNCs is discussed in the supplement (available at stacks.iop.org/Nano/22/455703/mmedia).

2.3. Input uncertainties

The quantities directly observable in an AFM \( F-Z \) experiment are the voltage applied to the Z-piezo (\( Z_v \)) and the voltage output of the photodiode detector (\( \delta_v \)). To convert these observables into force and distance several calibration parameters are needed: Z-piezo sensitivity (\( C_Z \)), nondimensional photodiode sensitivity (\( m \)), cantilever stiffness (\( k_L \)) and cantilever tilt angle correction factor (\( \alpha \)). All of these factors influence the output of the curve fitting procedure, which can be related to \( E \). The parameters \( E_{tip}, v, R_{tip}, \) and \( R_V \) are inputs into the model function to determine \( E \). Figure 3 overviews how uncertainty propagates from this collection of input parameters to the output of elastic modulus. This methodology is discussed in additional detail in the supplement (available at stacks.iop.org/Nano/22/455703/mmedia).

Before performing the \( F-Z \) experiment the values and uncertainties of the above calibration parameters must be determined. The Z-piezo sensitivity (\( C_Z \)) was determined by scanning an H8 calibration grating provided by nanosensors that is shown in figure 2(A). The grating was calibrated by the
Figure 2. (A) AFM topography image of the step edge of the H8 sample provided by Nanosensors GmbH for Z-piezo calibration. Inset is the distribution of height measurement in volts. The actual height is $7.9 \pm 1.1$ nm. (B) Thermal tuning spectra of AFM cantilever. These curves are used for calibration of cantilever stiffness. Inset shows the histogram of 60 results for cantilever stiffness obtained while varying the vibrometer laser spot over the approximate location of the cantilever tip. (C) Force–displacement curves on a stiff sample. These curves are used for calibration of the nondimensional photodiode sensitivity, $m$, which is defined as the inverse of the slope (volts/volts) of the deflection versus Z-piezo displacement curve in the repulsive regime of interaction. Inset shows the histogram for 103 results for the fitting of $m$. (D) Scanning electron microscope images of AFM tip before and after scanning.

Figure 3. Flow chart representing propagation of uncertainty from inputs to elastic modulus. Uncertainty propagates from a series of input parameters, given in table 1, through a collection of intermediate parameters, to the output of elastic modulus. Different colors represent input parameters, pre-input parameters, intermediate parameters and elastic modulus.

Physikalisch Technische Bundesanstalt with methods traceable to the wavelength of light. The calibrated height value is $(7.9 \pm 1.1)$ nm. $C_Z$ was determined to be $(14 \pm 2)$ nm V$^{-1}$. These uncertainty bounds are given for the 95% confidence interval. The photodiode sensitivity ($C_L$) was determined by performing $F-Z$ curves on mica in time near (less than 4 min) to the measurement of interest. For calibration, 103 $F-Z$ curves were measured. The slope in the curves (V nm$^{-1}$) was
determined by fitting a line to the upper half of the contact region. \( C_L \), the inverse of this slope, was determined to be approximately 86 nm V\(^{-1}\).

\( C_L \) and \( C_Z \) are correlated because \( C_Z \) must be used to convert the \( Z \)-piezo voltage into displacement. If \( C_L \) is chosen as an input to the DRE a term describing the correlation between the uncertainties in \( C_L \) and \( C_Z \) would need to be included in the uncertainty propagation equation. The correlation between \( C_L \) and \( C_Z \) can be avoided by defining a new calibration parameter, the nondimensional photodiode sensitivity \( (m) \), which is found by performing the calibration \( F-Z \) curves with the \( Z \)-piezo displacement in units of volts. \( m \) is the inverse slope of the calibration \( F-Z \) curve (i.e. volts of deflection versus volts of piezo extension curve) in the contact region; in other words, \( m \) is the volts of \( Z \)-piezo motion per volts of photodiode output. \( C_L \) is related to \( m \) and \( C_Z \) by the equation \( C_L = mC_Z \). The calibration result is shown in figure 2(C). \( m \) was determined to be 6.1 ± 0.3.

The cantilever stiffness \( (k_z) \) was determined by the thermal tuning method [27]. The measurement was performed on a Polytec MSA 4800 laser Doppler vibrometer. The power spectral density of the first resonance peak was measured repeatedly. For calibration, 60 of these curves were recorded and the value of \( k_z \) was estimated based on the resulting distribution. \( k_z \) was determined to be (2.5 ± 0.1) nN nm\(^{-1}\). This result is shown in figure 2(B). The angle of the cantilever \( (\theta) \) was determined by measuring the angle of the AFM head and adding the angle of the cantilever holder. The resulting uncertainty was the lowest count of the instrument used to measure the angles. \( \theta \) was determined to be (11 ± 1)°. If the thermal method is performed using the AFM photodiode instead of a laser Doppler vibrometer the uncertainties in \( C_Z \) and \( m \) will propagate into the cantilever stiffness.

It is necessary to determine the values and uncertainties of the inputs to the model function. The radius of the AFM tip \( (R_{tip}) \) is determined by viewing two orthogonal images of the tip in a scanning electron microscope (SEM). An SEM image of the AFM tip is shown in figure 2(D). \( R_{tip} \) was determined to be (10 ± 2) nm. The radius of the CNC \( (R) \) was determined from the topography image collected simultaneously with the \( F-Z \) data by assuming that the CNC is a cylinder and the height measured in the AFM corresponds to the diameter of this cylinder. \( R \) was determined to be approximately 4 nm. Since \( R \) was measured with the AFM it is dependent on \( C_Z \) and if \( R \) was considered as an input to the DRE it would be necessary to include correlation terms in the Taylor series uncertainty propagation formula. This problem can again be circumvented by defining a new model parameter \( R_V \) such that \( R_V \) is the radius measured in volts. \( R_V \) was found to be (0.31 ± 0.04) V. The AFM tip is silicon covered with a 10 nm layer of tungsten carbide. The elasticity of the AFM tip \( (E_{tip}) \) and the Poisson’s ratio of the tip \( (\nu_{tip}) \) were assumed to be between the elastic modulus of silicon and the elastic modulus of tungsten carbide and were taken as (300 ± 250) GPa and 0.3 ± 0.1, respectively. This range covers the elastic properties of all crystallographic orientations of silicon [29] and the elastic properties of tungsten carbide [30]. The Poisson’s ratio of the CNC \( (\nu) \) was assumed to be 0.3 ± 0.1.

### 2.4. Uncertainty propagation

Each observable, calibration factor and model parameter will have an associated uncertainty. These uncertainties must be propagated through the DRE. Several uncertainty propagation techniques can be used to propagate the uncertainty in the observable parameters to the uncertainty in the parameter of interest, such as elastic modulus or work of adhesion. These methods include the Taylor series uncertainty propagation [21], general polynomial chaos [31] and Monte Carlo methods [32]. The final output of this process is a probability distribution function for the model parameter of interest on the analyzed structure. Here we focus on the Taylor series uncertainty propagation and provide a comparison the Monte Carlo method in the supplement (available at stacks.iop.org/Nano/22/455703/mmedia). The Taylor series formula for the uncertainty in the elasticity is given as follows:

\[
\begin{align*}
    u_E^2 &= \left( \frac{df_1}{dV_1} \right)^2 u_{V_1}^2 + \cdots + \left( \frac{df_1}{dV_n} \right)^2 u_{V_n}^2 + \left( \frac{df_1}{dC} \right)^2 u_C^2 + \left( \frac{df_1}{dR} \right)^2 u_R^2 \\
    &+ \left( \frac{df_1}{dR_{tip}} \right)^2 u_{R_{tip}}^2 + \left( \frac{df_1}{dE_{tip}} \right)^2 u_{E_{tip}}^2 + \left( \frac{df_1}{d\nu_{tip}} \right)^2 u_{\nu_{tip}}^2 \\
    &+ \left( \frac{df_1}{d\nu} \right)^2 u_{\nu}^2 + \cdots + \left( \frac{df_1}{d\nu} \right)^2 u_{\nu}^2.
\end{align*}
\]

(3)

The partial derivatives are evaluated numerically with the central difference method. Any uncertainty whose relative uncertainty is more than an order of magnitude smaller than the largest relative uncertainty is neglected.

The methodology described above has ignored all uncertainties associated with the form of the model itself. These uncertainties are called epistemic uncertainties and, if included, would increase the range of the predicted 95% confidence intervals. Examples of epistemic uncertainties include the fact that the DMT model does capture all of the deformation mechanics present in the experiment, the true geometry of the CNC does not match the geometry of the CNC in the experiment, the bottom contact between the CNC and the substrate contributes to the total deformation and the \( F-Z \) curve must be shifted in the \( Z \) axes such that the location of \( d = 0 \) matches the DMT model. Uncertainties related to the assumptions about the DMT model and surface geometry can be examined by considering more complicated models. This is outside the scope of this work. Uncertainty associated with the identification of \( d = 0 \) (contact point) has been addressed by several authors. It has been shown that misidentification of the contact point can lead to significant errors in the predicted elastic modulus [33]. The effect of misidentification of the contact point is further discussed in the supplement (available at stacks.iop.org/Nano/22/455703/mmedia).

### 3. Materials and methods

Tunicate CNC samples were provided by Professor Christoph Weder of the Université de Fribourg. The preparation of these
crystals is described elsewhere [34]. Tunicate CNCs were chosen because they are nearly 100% crystalline, and they have a larger particle size (8–20 nm in width, 500–4000 nm in length) and a more uniform particle morphology as compared to CNCs from other sources. For AFM work, a 0.1 mg ml⁻¹ aqueous CNC suspension was deposited on a mica substrate, excess solution was removed with an absorbent material and the sample allowed to sit in a dry nitrogen ambient (0.1% relative humidity) overnight before imaging.

A Nanotec electronic AFM⁶ and a Dulcinea controller (www.nanotec.es; Tres Cantos, Spain) was used to measure F–Z curves on a single, isolated CNC. During imaging the AFM head was placed in an environmental chamber in which the relative humidity was maintained at 0.1% by pumping nitrogen through the chamber. The relative humidity was measured with a relative humidity meter placed about 5 cm from the sample. Team Nanotec HSC 20 cantilevers (www.team-nanotec.de) with a nominal stiffness of 3 N m⁻¹ were used for imaging. Image processing and data acquisition were performed in the WSxM (version 4.0) software [35]. It should be noted that this AFM system did not use a closed-loop Z-piezo controller. This means that, to minimize the piezo hysteresis and nonlinearities, the Z-piezo calibration needs to be performed under the same mean Z-piezo voltage and range of motion as the F–Z experiment. This differs from a closed-loop system where highly linear sensors can be used to provide feedback input for the Z-piezo motion to reduce these hysteretic and nonlinear effects.

The force–volume (F–V) mode in the WSxM software was used to acquire simultaneous topography and F–Z data. F–V mode is similar to standard F–Z AFM except that the feedback is turned on between the forward and backward curves to acquire the surface location. Surface location is defined as a set amount of cantilever deflection. F–V mode creates a map of topography and F–Z curves over a specified area. A 128 × 128 pixel map was acquired on the CNC-mica surface over an area 300 by 300 nm. The maximum force for the topography image was 10 nN. Each F–Z curve consists of 125 data points, has a Z ramp range of 30 nm and was acquired at a rate of about 30 Hz per F–Z curve. By creating a simultaneous map of F–Z curves and topography, the precise location of force curve analysis can be determined.

4. Results

Figure 4(A) is a topography map corresponding to a map of 128 × 128 F–Z curves, showing a section of the analyzed CNC. The F–Z data was confirmed to be elastic by examining the topography before and after the experiment and observing that no changes occurred. The topography of the crystal appears to be homogeneous. The complete description of the procedure for material property extraction is given in the supplement (available at stacks.iop.org/Nano/22/455703/mmedia).

⁶ Certain commercial equipment, instruments or materials (or suppliers, software, etc) are identified in this paper to foster understanding. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that materials or equipment identified are necessarily the best available for the purpose.
range for the 95% confidence intervals for $E$ are larger than what would be estimated using experimental replicates. This is because some of the uncertainty associated with the measurement technique is systematic in nature and thus is not captured by experimental replicates.

Table 1 gives the contribution of each input variable to the variance in transverse elastic modulus of a single sample $F-Z$ curve shown in figure 4(B). The description and uncertainty of each input variable is discussed in section 2. The sensitivity of $E$ to each variable is calculated by applying the central difference method to the algorithm for computing the elastic modulus. The contribution of each variable to the variance of $E$ is given as the sensitivity of each variable multiplied by its uncertainty squared. The values with the largest standard combined uncertainties are the Z-piezo sensitivity ($C_Z$), AFM tip radius ($R_{tip}$) and measured CNC radius ($R_V$). These uncertainties are only known to be within 10% of their reported value. For this single representative $F-Z$ curve the largest uncertainty in $E$ arises from the uncertainty in the nondimensional photodiode sensitivity ($m$). In the sample dataset shown in figure 4, the 3% uncertainty in the nondimensional photodiode sensitivity accounts for 93% of the 37% uncertainty in the elastic modulus. This phenomena occurs because in the DRE two relatively large values ($\delta_{nm}$, $Z_{nm}$) are subtracted to give a relatively small value ($d$). $m$ is the only input parameter that shifts $\delta_{nm}$ independently of $Z_{nm}$. This has a large effect on the value of $d$ and hence the predicted value of $E$.

When considering the reported value of transverse elastic modulus and work of adhesion, it is important to keep in mind the assumptions used in the derivation of the DRE and in the uncertainty propagation methods. Only the uncertainty in the input to the model has been addressed and not the uncertainty in the form of the model itself. The confidence intervals are only valid for comparison of other results that have been computed with the same model. It should be noted that the reported uncertainties are for a single isolated CNC and are not necessarily representative of all CNCs. CNCs will vary from sample to sample and source to source. This work is a first step in investigating such variations.

5. Discussion

The framework described in this paper shows that the uncertainties in extracting the local modulus of the sample are greater than what would be sampled by multiple replicates of the experiments. Taking into account the components of uncertainty arising from a systematic effect in the different calibration factors is important in quantifying the uncertainty in AFM-based nanomechanical measurements. The large uncertainty bounds on measured elastic modulus and work of adhesion values are a cause for concern and we hope our findings will spur new efforts to reduce uncertainty in such measurements. At the same time it must be recognized that we have dealt with nanoparticles with moderate elasticity. As the sample stiffness is reduced and the sample thickness is increased, for example while measuring materials with $E$ less than 1 GPa and more than 100 nm thick, this uncertainty is likely to decrease since larger indentations are possible in the linear elastic regime. However, for CNCs and most other nanoparticles indentations of more than a few nanometers lead to inelastic behavior.

Given the large contribution of $m$ to the measured modulus and work of adhesion, especially on nanoparticles, it is interesting to discuss experimental approaches to decrease uncertainty in $m$. This is a very important variable that AFM
Table 1. Summary of values and uncertainties for inputs into the elastic modulus data reduction equation for a single sample force–distance curve. The parameters and their uncertainties are described in section 2. This measurement suggests that the value of elastic modulus is 10.2 GPa with a 95% CI ranging from 2.5 to 18.1 (a standard combined uncertainty of 3.9 GPa). These values are for a single $F–Z$ curve and not the entire collection of $F–Z$ curves presented in figure 5(B). The nondimensional photodiode sensitivity ($m$) is shown to be the dominant contributor to the uncertainty in $E$, contributing 90% of the variance for this single representative $F–Z$ curve.

<table>
<thead>
<tr>
<th>Variable (x)</th>
<th>Description</th>
<th>Value</th>
<th>Standard uncertainty ($u_x$)</th>
<th>Sensitivity</th>
<th>Variance contribution ($\left(\frac{dx}{du_x}\right)^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_Z$</td>
<td>Z-piezo sensitivity</td>
<td>14 (nm V$^{-1}$)</td>
<td>1 (nm V$^{-1}$)</td>
<td>0.5 (GPa nm V$^{-1}$)</td>
<td>0.24 (GPa$^2$)</td>
</tr>
<tr>
<td>$m$</td>
<td>Nondimensional photodiode sensitivity</td>
<td>6.1 (—)</td>
<td>0.15 (—)</td>
<td>25 (GPa)</td>
<td>14 (GPa$^2$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Tilt correction factor</td>
<td>1.037 (—)</td>
<td>0.007 (—)</td>
<td>10 (GPa)</td>
<td>0.005 (GPa$^2$)</td>
</tr>
<tr>
<td>$k_L$</td>
<td>Cantilever stiffness</td>
<td>2.5 (nN nm$^{-1}$)</td>
<td>0.1 (nN nm$^{-1}$)</td>
<td>4 (GPa nm nN$^{-1}$)</td>
<td>0.18 (GPa$^2$)</td>
</tr>
</tbody>
</table>

**Model parameters**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
<th>Standard uncertainty ($u_x$)</th>
<th>Sensitivity</th>
<th>Variance contribution ($\left(\frac{dx}{du_x}\right)^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{tip}$</td>
<td>Radius of tip</td>
<td>10 (nm)</td>
<td>1 (nm)</td>
<td>0.4 (GPa nm$^{-1}$)</td>
<td>0.14 (GPa$^2$)</td>
</tr>
<tr>
<td>$E_{tip}$</td>
<td>Elastic modulus of tip</td>
<td>300 (GPa)</td>
<td>250 (GPa)</td>
<td>0.04 (—)</td>
<td>0.08 (GPa$^2$)</td>
</tr>
<tr>
<td>$v_{tip}$</td>
<td>Poisson’s ratio of tip</td>
<td>0.3 (—)</td>
<td>0.1 (—)</td>
<td>0.23 (GPa)</td>
<td>0.001 (GPa$^2$)</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Radius of sample</td>
<td>0.31 (V)</td>
<td>0.04 (V)</td>
<td>6 (GPa V$^{-1}$)</td>
<td>0.04 (GPa$^2$)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio of sample</td>
<td>0.3 (—)</td>
<td>0.1 (—)</td>
<td>6 (GPa)</td>
<td>0.4 (GPa$^2$)</td>
</tr>
</tbody>
</table>

**Data pairs sampled during experiment**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean sensitivity</th>
<th>Total variance contribution</th>
<th>Expanded uncertainty ($k_r = 2$)</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{V_i}$</td>
<td>Z-piezo voltage</td>
<td>— (V)</td>
<td>0.001 (V)</td>
<td>30 (GPa V$^{-1}$)</td>
<td>0.09 (GPa$^2$)</td>
</tr>
<tr>
<td>$\delta_{V_i}$</td>
<td>Photodiode voltage</td>
<td>— (V)</td>
<td>0.0003 (V)</td>
<td>170 (GPa V$^{-1}$)</td>
<td>0.33 (GPa$^2$)</td>
</tr>
<tr>
<td>Total</td>
<td>Elastic modulus</td>
<td>10.2 (GPa)</td>
<td>4 (GPa)</td>
<td>8 (GPa)</td>
<td>16 (GPa$^2$)</td>
</tr>
</tbody>
</table>

Instrument developers must try to minimize in order to improve quantitative measurements of nanomechanical properties using the AFM. We anticipate many approaches to this challenge will emerge in the near future, but here we discuss a few possibilities:

1. If the tip–sample gap or indentation ($d$) were to be directly measured instead of subtracted pointwise from measurements of piezo displacement and cantilever deflection signals, then a major component of this uncertainty could be reduced. Direct measurement of tip–sample gap is a challenging but nonetheless plausible goal using a variety of instrumental techniques and sensors.

2. Increasing the Z-piezo range of the calibration curve on a hard sample can reduce uncertainty in $m$: however, several factors need to be considered before this can be taken as a true improvement.

3. Increasing the cantilever deflection sensitivity or decreasing the deflection noise floor of the AFM system.

We have presented a framework for quantifying uncertainty in local nanomechanical properties measured with AFM $F–Z$ curves. The approach takes into account the largest relevant uncertainties and can be implemented for any AFM system and sample material. In the CNC case study, the input parameters with the largest uncertainties were the Z-piezo sensitivity ($C_Z$), AFM tip radius ($R_{tip}$) and measured CNC radius ($R_s$), each of which was about 10% uncertain. However, it was the nondimensional photodiode sensitivity ($m$), which was only 3% uncertain, but accounted for most of the uncertainty in $E$. We do not expect this trend to hold for all levels of force and indentation. For example, when indenting cells indentations of the order of 500 nm are common. In this case the cantilever deflection and Z-piezo position are not as close together and $m$ should not have such a large contribution to uncertainty. It would require a systematic study to identify the exact point at which $m$ ceases to be the dominant parameter, but in the authors’ experience this result should hold for indentations of 2 nm or less. The framework has identified the most relevant methods for improving instrumentation and standards to minimize uncertainty in material properties extracted with AFM. In the quest for reliable nanoengineered products, quantifying uncertainty in measured properties of nanomaterials is among the foremost scientific challenges for which the proposed framework provides an important path forward.
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