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Abstract

$O(\log^2 n)$ time, $n^2 / \log n$ processor as well as $O(\log n)$ time, $n^3 / \log n$ processor CREW deterministic parallel algorithms are presented for constructing Huffman codes from a given list of frequencies. The time can be reduced to $O(\log n (\log \log n)^3)$ on a CRCW model, using only $n^2 / (\log \log n)^3$ processors. Also presented is an optimal $O(\log n)$ time, $O(n / \log n)$ processor EREW parallel algorithm for constructing a tree given a list of leaf depths when the depths are monotonic. An $O(\log^2 n)$ time, $n$ processor parallel algorithm is given for the general tree construction problem. We also give an $O(\log^2 n)$ time $n^2 / \log^2 n$ processor algorithm which finds a nearly optimal binary search tree. An $O(\log^2 n)$ time $n^{2.36}$ processor algorithm for recognizing linear context free languages is given. A crucial ingredient in achieving those bounds is a formulation of these problems as multiplications of special matrices which we call concave matrices. The structure of these matrices makes their parallel multiplication dramatically more efficient than that of arbitrary matrices.

1 Introduction

In this paper we present several new parallel algorithms. Each algorithm uses substantially fewer processors than used in previously known algorithms. The four problems considered are: The Tree Construction Problem, The Huffman Code Problem, The Linear Context Free Language Recognition Problem, and The Optimal Binary Search Tree Problem. In each of these problems the computationally expensive part of the problem is finding the associated tree. We shall show that these trees are not arbitrary trees but are special. We take advantage of the special form of these trees to decrease the number of processors used.

All of the problems we consider in this paper, as well as many other problems, can be performed in sequential polynomial time using Dynamic Programming. NC algorithms for each of these problems can be obtained by parallelization of Dynamic Programming. Unfortunately, this approach produces parallel algorithms which use $O(n^6)$ or more processors. An algorithm which increases the work performed from $O(n^2)$ or $O(n^3)$ to $O(n^6)$ is not of much practical value. In this paper we present several new paradigms for improving the processor efficiency for dynamic programming problems. For all the problems considered a tree or class of trees is given implicitly and the algorithm must find one such tree.

The construction of optimal codes is a classical problem in communication. Let $\Sigma = \{0, 1, \ldots, \sigma - 1\}$ be an alphabet. A code $C = \{c_1, \ldots, c_n\}$ over $\Sigma$ is a finite nonempty set of distinct finite sequences over $\Sigma$. Each sequence $c_i$ is called a code word. A code $C$ is a prefix code if no code-word in $C$ is a prefix of another code-word. A message over $C$ is a word resulting from the concatenation of code words from $C$.

We assume the words over a source alphabet $a_1, \ldots, a_n$ are to be transmitted over a communication channel which can transfer one symbol of $\Sigma$ per unit of time, and the probability of appearance of $a_i$ is $p_i \in \mathcal{R}$. The Huffman Coding Problem is to construct a prefix code $C = \{c_1, \ldots, c_n \in \Sigma^* \}$ such
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that the average word length $\sum_{i=1}^{n} \frac{c_i}{p_i}$ is minimum, where $c_i$ is the length of $c_i$.

It is easy to see that prefix codes have the nice property that a message can be decomposed in code word in only one way— they are uniquely decipherable. It is interesting to point out that Kraft and McMillan proved that for any code which is uniquely decipherable there is a prefix code with the same average word length [13]. In 1952, Huffman [9] gave an elegant sequential algorithm which can generate an optimal prefix code in $O(n \log n)$ time. If the probabilities are presorted then his algorithm is actually linear time [11]. Using parallel dynamic programming, Kosaraju and Teng [18], independently, gave the first $NC$ algorithm for the Huffman Coding Problem. However, both constructions use $n^2$ processors. In this paper, we first show how to reduce the processor count to $n^3$, while using $O(\log n)$ time, by showing that we may assume that the tree associated with the prefix code is left-justified (to be defined in Section 2).

The $n^3$ processor count arises from the fact that we are multiplying $n \times n$ matrices over a closed semiring. We reduce the processor count still further to $n^2 \log n$ by showing that, after suitable modification, the matrices which are multiplied are concave (to be defined later). The structure of these matrices makes their parallel multiplication dramatically more efficient than that of arbitrary matrices. An $O(\log n \log \log n)$ time $n^2 / \log n$ processor CREW algorithm is presented for multiplying them. Also given is an $O((\log^2 n)^2)$ time, $n^2 / \log n$ processor CRCW algorithm for multiplying two concave matrices.

The algorithm for construction of a Huffman code still uses $n^2$ processors, which is probably too large for practical consideration since Huffman's algorithm only takes $O(n \log n)$ sequential time. Shannon and Fano gave a code, the Shannon-Fano Code, which is only one bit off from optimal. That is, the expected length of a Shannon-Fano code word is at most one bit longer than the Huffman code word.

The construction of the Shannon-Fano Code reduces to the following Tree Construction Problem,

**Definition 1.1 (Tree Construction Problem)**

*Given* $n$ integer values $l_1, \ldots, l_n$, *construct an ordered binary tree with* $n$ *leaves whose levels when read from left to right are* $l_1, \ldots, l_n$.

We give an $O(\log^2 n)$ time, $n$ processor EREW PRAM parallel algorithm for the tree construction problem. In the case when $l_1, \ldots, l_n$ are monotonic, we give an $O(\log n)$ time and $n/\log n$ processor EREW PRAM parallel algorithm. In fact, trees where the level of the leaves are monotone will be used for both constructing Huffman Codes and Shannon-Fano Codes.

Using our solution of the tree construction problem we get an $O(\log n)$ time $n/\log n$ processor EREW PRAM algorithm for constructing Shannon-Fano Codes.

We also consider the problem of parallel constructing optimal binary search trees as defined by Knuth [10]. The best known $NC$ algorithm for this problem is the parallelization of dynamic programming which uses $n^2$ processors. In this paper, using the new concave matrix multiplication algorithm, we show how to compute nearly optimal binary search tree in $O(\log^2 n)$ time using $n^2 / \log n$ processors. Our search trees are only off from optimal by an additive amount of $1/n^k$ for any fixed $k$.

Finally, we consider recognition of linear context free languages. A CFL is said to be linear if all productions are of the form $A \rightarrow bB$, $A \rightarrow Bb$ or $a \rightarrow A$ where $A$ and $B$ are nonterminal variables and $a$ and $b$ are terminal variables. It is well known from Ruzzo [17] that the general CFL's recognition problem can be performed on a CRCW PRAM in $O(\log n)$ time using $n^2$ processors again by parallelization of dynamic programming. By observing that the parse tree of the linear context free language is of very restricted form, we construct an $O(n^3)$ processor, $O(\log^2 n)$ time CREW PRAM algorithm for it. Using the fact that we are doing Boolean matrix multiplication, we can reduce the processor count to $n^{2.36}$.

## 2 Preliminaries

Throughout this paper a tree will be a rooted tree. It is *ordered* if the children of each node are ordered from left to right. The *level* of a node in a tree is its distance from the root. A binary tree $T$ is *complete* at level $l$ if there are $2^l$ nodes in $T$ at level $l$. A binary tree is *empty* at level $l$ if there is no vertex at level $l$.

A binary tree $T$ is a *left-justified tree* if it satisfies the following property:

1. If a vertex has only one child, then it is a left child;
2. If $u$ and $v$ are sibling nodes of $T$, where $u$ is to the left of $v$, then if $T_u$ is not empty at some level $l$,
then $T_u$ is complete at level $i$, where $T_u$ and $T_v$ denote the subtrees rooted at $u$ and $v$, respectively. Right-justified trees can be defined similarly.

Let RAKE be an operation that removes all leaves from a tree. We shall consider a restricted form of RAKE where leaves are removed only when its siblings are leaves.

**Proposition 2.1** The set of left-justified trees (right-justified trees) is closed under the RAKE operation.

**Lemma 2.1** For any left-justified tree $T$ of $n$ vertices, $\lfloor \log_2 n \rfloor$ applications of RAKE will reduce $T$ to a single leaf. Moreover, the resulting chain comes from the left most path in $T$.

**Proof:** We need only show that any vertex not on the left most path of $T$ is removed by $\lfloor \log_2 n \rfloor$ iterations of RAKE.

Let $v$ be a vertex of $T$ not on the left most path, and let $h$ be the height of $v$, the maximum length of a path from $v$ to a leaf in $T_v$. Since $T$ is left-justified, there exists a vertex $u$ of $T$ at the same level as $v$ and to the left of $v$, and since $T_v$ is not empty at level $h$, $T_v$ is complete at level $h$ and hence has at least $2^h$ leaves. Since $T$ has $n$ leaves altogether, $h < \log_2 n$. Each RAKE decreases the height of every non-empty subtree by 1, thus $\log n$ iterations of RAKE completely eliminate $T_v$.

Let the height of a tree $T$ be the height of its root.

**Corollary 2.1** If $T$ is a left-justified tree of $n$ vertices, then for all $v$ not on the left most path of $T$, the height of $T_v$ is bounded by $O(\lceil \log n \rceil)$.

### 3 Parallel Tree Contraction and Dynamic Programming

In this section, we present a parallel algorithm for finding an optimal Huffman tree for a given monotonic frequency vector $(p_1, \ldots, p_n)$. The general Huffman Coding Problem is reducible to this special case after applying one sort (see Teng [18]).

For $1 \leq i \leq j \leq n$ let $H_{i,j}$ be defined to be the minimum average word length of a Huffman code over $(p_1, \ldots, p_j)$. Let $p_{i,j} = \sum_{k=i}^{j} p_k$. The values of $H$ may be obtained recursively as follows: for all $1 \leq i \leq j \leq n$,

$$H_{i,j} = \begin{cases} 0 & i = j \leq n, \\ \min_{k=i+1}^{j} (H_{i,k-1} + H_{k,j}) + p_{i,j} & i < j \end{cases}$$

The values of all $H_{i,j}$, including the desired output value $H_{1,n}$, may be obtained by the following algorithm which simulates the RAKE operation:

1. Estimate $H_{i,j}$ to be 0 if $i = j$, $+\infty$ otherwise.

2. Iterate this step until all $H_{i,j}$ are stable: Use relation (1) to re-estimate $H_{i,j}$ for all $i < j$, using the values of $H$ obtained during the previous estimation step.

3. Output the value of $H_{1,n}$.

Each iteration of the second step can be done in $O(\log n)$ time using $n^3/\log n$ processors, if a CREW PRAM model of computation is used. Unfortunately, the best upper bound on the number of iterations needed is $O(n)$, since each iteration simulates just one RAKE operation.

The algorithm can be improved by introducing a step which simulates the COMPRESS operation, as well. The COMPRESS operation halves each chain in a tree by doubling. For any $1 \leq i < j \leq n$, define $F_{i,j}$ to be that quantity such that $H_{i,j} + F_{i,j}$ is the minimum average word length of a binary tree over $(p_1, \ldots, p_j)$, where the only trees considered are those which contain a subtree which is a binary tree over $(p_1, \ldots, p_i)$. If the value of all $H_{i,j}$ are already known, $F_{i,j}$ can be defined by the following:

$$F_{i,j} = \min_{k=i+1}^{j} \left( H_{i+1,k} + F_{i,k} + F_{k,j} \right)$$

We now describe the modified algorithm, which makes use of relations (1) and (2), and which simulates $\log n$ iterations of RAKE followed by $\log n$ iterations of COMPRESS:

1. For $1 < i \leq j \leq n$, estimate $H_{i,j}$ to be 0 if $i = j$, $+\infty$ otherwise.

2. Iterate this step $\lfloor \log n \rfloor$ times: For all $1 < i < j \leq n$, re-estimate $H_{i,j}$ using relation (1) and the values of $H$ computed during the previous estimation step.

3. For $1 < i < j \leq n$, estimate $F_{i,j}$ to be $H_{i+1,j} + p_{i,j}$, using the last estimate of $H_{i+1,j}$.

4. Iterate this step $\lfloor \log n \rfloor$ times: For all $1 < i < j \leq n$, re-estimate $F_{i,j}$ using relation (2) and the values of $F$ computed during the previous estimation step.
5. Output the value $F_{1,n}$, which will be the minimum average word length of any Huffman code.

Intuitively, each re-estimation of the values of $H$ simulates one RAKE step, while each re-estimation of the values of $F$ simulates one COMPRESS step. Correctness of the algorithm follows from the fact that any left-justified binary tree can be reduced to the empty tree by $\log n$ iterations of RAKE followed by $\log n$ iterations of COMPRESS, and

**Lemma 3.1** For each monotonically increasing frequency vector $(p_1, \ldots, p_n)$, there is an optimal positional tree (Huffman tree) that is left-justified.

**[Proof]** This lemma can be proven by a simple induction on $n$. In fact, the procedure given in the proof of Lemma 3.1 (Teng [18]) transforms any Huffman tree to a left-justified one. \(\square\)

**Theorem 3.1** The Huffman Coding Problem can be solved in $O(\log n)$ time, using $O(n^2/\log n)$ processors on a CREW PRAM.

### 4 Multiplication of Concave Matrix

In this section we introduce a new subclass of matrices which we call concave matrices. A **concave matrix** is a rectangular matrix $M$ which satisfies the quadrangle condition [19], that is $M_{ij} + M_{kl} \leq M_{il} + M_{kj}$ for all $i < k, j < l$ in the range of the indices of $M$.

Matrix multiplication shall be defined over the closed semiring $\langle \min, + \rangle$, where the domain is the set of rational numbers extended with $+\infty$. For example, if $M$ is the $n \times n$ matrix giving the weights of the edges of a complete digraph of size $n$, then $M^k$ is the matrix giving the minimum weight of any path of length exactly $k$ between any given pair of vertices.

We give a recursive concave matrix multiplication algorithm which takes $O(\log n \log \log n)$ time, using $n^2/\log n$ processors on a CREW machine and $O((\log \log n)^2)$ time, using $n^2/(\log \log n)$ processors on a CRCW machine. Our algorithm is very simple and has very small constant.

**Theorem 4.1** Two concave matrices can be multiplied in $O(\log n \log \log n)$ time, using $n^2/\log n$ processors on a CREW machine; and $O((\log \log n)^2)$ time, using $n^2/(\log \log n)$ processors on a CRCW machine.

In the absence of the concavity assumption, the best known algorithm for computing $AB$ requires $O(n^3)$ comparisons.

#### 4.1 The Matrix $Cut(A, B)$

Let $A$ be a concave matrix of size $p \times q$, $B$ be a concave matrix of size $q \times r$. By the definition of matrix multiplication above, $(AB)_{ij} = \min\{A_{ik} + B_{kj} | 1 \leq k \leq q\}$. We can define a matrix $Cut(A, B)$ taking values in $[1, q]$ as follows: $Cut(A, B)_{ij} = \text{that value of } k \text{ such that } A_{ik} + B_{kj} \text{ is minimized.} \ (\text{If there is more than one value of } k \text{ for which that sum is minimized, take the smallest.})$

To compute $AB$ it is clearly sufficient to compute $Cut(A, B)$, since we can construct $AB$ from $Cut(A, B)$ in $O(1)$ time using $pr$ processors. In the algorithm below, we just indicate how to compute $Cut(A, B)$.

**Define $A_{even}$ to be the submatrix of $A$ consisting of all the entries of $A$ whose row index is even, while (by an abuse of notation) we define $B_{even}$ to be the submatrix of $B$ consisting of all entries of $B$ whose column index is even.**

**MULTIPLICATION ALGORITHM:**

**Procedure:** $Cut(A, B)$

if $A$ has just one row, or if $B$ has just one column then compute $Cut(A, B)$ by examining all possible choices

else

compute $Cut(A_{even}, B_{even})$ by recursion
compute $Cut(A_{even}, B)$ by interpolation
compute $Cut(A, B_{even})$ by interpolation
compute $Cut(A, B)$ by interpolation

fi

**Interpolation:**

The concavity property of $A$ guarantees the following inequality:

$$Cut(A, B)_{ij} \leq Cut(A, B)_{i+1,j}$$

while concavity of $B$ guarantees a similar inequality:

$$Cut(A, B)_{ij} \leq Cut(A, B)_{i,j+1}$$

The combination of these two properties we call the **monotonicity** property. By the monotonicity property, the total number of comparisons needed to compute $Cut(A, B)$, given $Cut(A_{even}, B)$, cannot exceed $(q - 1)r$. To see this, fix a particular column index $j$. For a particular odd row value of $i$, $q - 1$ comparisons could be needed to decide the value of $Cut(A, B)_{ij}$, since every $k$ is a candidate. But monotonicity allows us to decide that value with only $Cut(A, B)_{i+1,j} - Cut(A, B)_{i-1,j}$ comparisons. Summed over all odd values of $i$, the total
number of comparisons needed (for the fixed value of \( j \)) is thus only \( q - 1 \). For all \( j \) together, \((q - 1)r\) are enough. Similarly, monotonicity allows us to compute \( \text{Cut}(A_{\text{even}}, B) \) given \( \text{Cut}(A_{\text{even}}, B_{\text{even}}) \) using at most \( p(q - 1)/2 \) comparisons and \( \text{Cut}(A, B) \) given \( \text{Cut}(A_{\text{even}}, B_{\text{even}}) \) and \( \text{Cut}(A, B_{\text{even}}) \) using at most \( qr/2 \) operations.

Time and Work Analysis:
Except for the recursion, the time to execute the multiplication algorithm is \( O(\log q) \) or \( O(\log\log q) \) on a CREW and CRCW machine, respectively. Since the depth of the recursion is \( \min\{\log p, \log r\} \), the total time is \( O(\log q(\min\{\log p, \log r\})) \) on a CREW machine and \( O(\log\log q(\min\{\log p, \log r\})) \) on a CRCW machine.

4.2 More Efficient Concave Matrix Algorithm

In the MULTIPICATION ALGORITHM given in the above subsection, the size of matrices is getting small during the recursion, while the number of processors available is still \( n^2 \). Hence at a certain stage, we do have enough processors to run the general matrix multiplication algorithm to compute the Cut matrix in one step. This implies that we can stop the recursion whenever the sizes of matrices are smaller enough to run the general matrix multiplication algorithm. Thus, the parallel (concave matrix) multiplication algorithm can be speeded up.

For each integer \( m \), let \( A_{\text{mod}m} \) be the submatrix of \( A \) consisting of all the entries of \( A \) whose row index is a multiple of \( m \), while (by an abuse of notation) let \( B_{\text{mod}m} \) submatrix of \( B \) consisting of all the entries of \( B \) whose column index is a multiple of \( m \). Clearly, \( \text{Cut}(A_{\text{mod}m}, B_{\text{mod}m}) \) requires \( n^2 \) comparisons, and can be computed in \( O(\log n) \) time and \( (\log n) \) time on a CREW machine and a CRCW machine, respectively.

The following is a bottom-up procedure for computing \( \text{Cut}(A, B) \).

- for \( m = 1 \) to \([\log\log n] + 1\) do
  1. Compute \( \text{Cut}(A_{\text{mod}[n/2^m]}, B_{\text{mod}[n/2^m]}) \);
  2. Compute \( \text{Cut}(A_{\text{mod}[n/2^m]}, B) \);
  3. Compute \( \text{Cut}(A, B_{\text{mod}[n/2^m]}) \);

We now show that each step of the loop can be computed by \( n^2 \) comparisons.

Clearly, when \( m = 1 \), step (1) requires \( n^2 \) comparisons. And it follows from the monotonicity properties that in Step(2), each row requires \( \sqrt{n} \cdot n \) comparisons. Since there is \( \sqrt{n} \) rows, \( n^2 \) comparisons are sufficient. Similarly, Step (3) takes \( n^2 \) comparisons.

For \( m > 1 \), by monotonicity properties that each row (column) takes \( n^{1/2^m} \cdot n \) comparisons. Since there are \( n^{1-1/2^m} \cdot n^{1/2^m} \) rows (columns), \( n^2 \) comparisons are sufficient.

Therefore, the above algorithm takes \( O(\log n \log \log n) \) time, using \( n^2/\log n \) processors on a CREW machine or \( O((\log\log n)^2) \) time, using \( n^2/(\log\log n) \) processors on a CRCW machine.

5 The Parallel Generation of Huffman Code

Presented in this section is an efficient parallel algorithms for the Huffman Coding Problem. The algorithm runs in \( O(\log^2 n) \) time, using \( n^2/\log n \) processors on an CRCW PRAM. This algorithm improves upon the previous known NC algorithms significantly on the processor count. It hinges on the use of concave matrix multiplication.

By Lemma 3.1, for each nondecreasing vector \((p_1, \ldots, p_n)\), there exists an optimal ordered tree for \((p_1, \ldots, p_n)\) which is left-justified. From Corollary 2.1, it follows that there exists an optimal tree for \((p_1, \ldots, p_n)\) such that the heights of all subtrees induced by nodes not on the leftmost path are bounded by \([\log n]\).

This observation suggests the following paradigm for the Huffman Coding Problem.

1. Constructing Height Bounded Subtrees: for all \( i \leq j \), compute \( T_{i,j} \), an optimal tree for \((p_i, \ldots, p_j)\) whose height is bounded by \([\log n]\).

2. Constructing the Optimal Tree: using the information provided in the first step to construct an optimal Huffman tree for \((p_1, \ldots, p_n)\).

Assume that weights \( p_1, \ldots, p_n \) are given in monotonically increasing order. Define a matrix \( S \) as \( S[i, j] = \sum_{k=i+1}^{j} p_k \) for \( i < j \), and \( S[i, j] = +\infty \) for \( i \geq j \). It follows easily that \( S \) is a concave matrix.

For each \( h \geq 0 \), then define a matrix \( A_h \) as follows. For \( 0 \leq i \leq j \leq n \), \( A_h[i, j] \) be the average word length of the optimal Huffman tree for the weights \((p_{i+1} \ldots p_j)\), restricted to height \( h \), i.e., minimum over all trees whose height does not exceed \( h \). If no tree exists, i.e., \( i \geq j \) or \((j - i) > 2^h \), define \( A_h[i, j] = +\infty \).

Note that \( A_0 \) is trivial to compute, while \( A_h = \min(A_{h-1}, A_{h-1} + A_{h-1} + S) \).

where \( * \) stands for the matrix multiplication using the closed semiring \{min, +\}.
Note also that $A_{[\log n]}[i,j]$ is equal to the average word length of the optimal tree for $(p_1, ... , p_j)$ of height bounded by $[\log n]$.

The following lemma was first proven by Garey [6] and is known as the Quadrangle Lemma. For a simpler proof see Larmore [11].

Lemma 5.1 For each $h$, $A_h$ is a concave matrix.

Therefore, $A_{[\log n]}$ can be computed in $O(n^2)$ time, using $n^2/\log n$ processors. This is the first step in the paradigm proposed above. We now show that the second step in the paradigm can be also reduced to multiplying concave matrices.

A square matrix can be identified with a weighted directed graph. It is well known [3] that if $M$ is the matrix for a weighted digraph with $(n + 1)$ vertices, that $\min(M,I)^n$ contains the solutions to the all-pairs minimum path problem for that digraph, where $I$ is the identity matrix over the closed semiring $[\min,+]$.

We now show how to reduce the Huffman problem to a minimum weight path problem for a directed graph. The matrix $M$, defined below, will be the weight matrix for a directed graph, which is also called $M'$, whose vertices are $\{0, 1, ... , n\}$.

$$M[i,j] = \begin{cases} +\infty & \text{if } i = j = 0 \\ 0 & \text{if } i = 0 \text{ and } j = 1 \\ A_{[\log n]}[i,j] + S[0,j] & \text{if } 0 < i < j \leq n \\ +\infty & \text{otherwise.} \end{cases}$$

It is easy to verify that $M$ is a concave matrix.

The entries of $M^k$ contain minimum weights of paths in the digraph $M$ of length exactly $k$. For $i > 0$, $M^k[i,j]$ has no simple meaning in terms of Huffman trees. But $M^k[0,j]$ contains the minimum average word length over all Huffman trees on the weights $(p_1, ... , p_j)$ which satisfies the following two properties:

1. There are exactly $k - 1$ internal nodes on the left edge of the tree, i.e., the leftmost leaf is at depth $k$.

2. The tree is left-justified.

By Lemma 3.1, there is an optimal Huffman tree that satisfies the above two conditions for some $k$. Thus computing $M^k$ for all $k$ up to $n$ will give us the optimal Huffman tree. Unfortunately, the amount of computation involved is too great.

This problem can be overcome by a very slight modification of the graph of the matrix $M$.

Define a matrix $M'$ as follows: $M'[0,0] = 0$ and $M'[i,j] = M[i,j]$ otherwise.

Think of $M'$ as a digraph derived from $M$ by adding a self-loop of weight 0 at 0. It is easy to verify that $M'$ satisfies the quadrangle condition [19]. Hence, $M'$ is a concave matrix.

Note that any path of length $k$ or less from 0 to $j$ in $M$ corresponds to a path of length exactly $k$ from 0 to $j$ in $M'$.

The left edge of the optimal Huffman tree has length less than $n$, therefore $(M')^k[0,n]$ equals the weighted path length of the optimal Huffman tree for any $k > n$.

Note that $M'$ is a concave matrix. Moreover $(M')^k$ is also a concave matrix. Hence $(M')^{2[\log n]}$ can be computed by starting with $M'$, then squaring $[\log n]$ times. Using the parallel concave matrix multiplication algorithm, each squaring can be performed in $O(\log n)$ time, using $n^2/\log n$ processors.

Theorem 5.1 The Huffman Coding Problem can be solved in $O(n^2)$ time, using $n^2/\log n$ processors.

6 Constructing Almost Optimal Binary Searching Trees in Parallel

In this section, the parallel construction of optimal binary search trees, an important data structure for data maintenance and information retrieval [10], is considered. An $O(\log^2 n)$ time, $n^2/\log^2 n$ processor parallel algorithm is given for constructing an approximate binary search tree whose weighted path length is within $\epsilon$ off the optimal, where $\epsilon = n^{-k}$. Note that the best known sequential optimal search tree construction algorithm, due to Knuth, takes $O(n^3)$ time. Hence, our algorithm is optimal up to approximation. This algorithm too hinges on the judicious use of concave matrix multiplication.

The sequential version of the optimal search tree problem was first studied by Knuth [10], who used monotonicity to give an $O(n^2)$ time algorithm.

Suppose we are given $n$ names $A_1, ... , A_n$ and $2n + 1$ frequencies $p_0, p_1, ... , p_n, q_1, ... , q_n$, where $q_i$ is the probability of accessing $A_i$ and $p_i$ is the probability of accessing a word which is not in the dictionary and is between $A_i$ and $A_{i+1}$.

A labeled proper binary tree $T$ of $n$ internal nodes and $(n + 1)$ leaves is a binary search tree for $A_1, ... , A_n$ iff there is a one-one onto mapping from $A_1, ... , A_n$ to the internal nodes of $T$ such that the inorder traversal of $T$ gives the vector $(A_1, ... , A_n)$. 

Theorem 6.1 For any \( 0 < c < l/n \), a binary search tree \( T \) can be found whose weighted path length is within \( \epsilon \) of that of the optimal tree, in \( O(\log(l/c)(\log n)) \) time, using \( n^2 \log n \) processors.

The correctness of the algorithm is guaranteed by the following lemma due to Larmore [12].

Lemma 6.2 The weighted path length of \( T \) will differ from that of the optimal tree by at most \( \epsilon \).

In this section, an optimal \( O(\log n) \) time, \( n/\log n \) processor EREW parallel algorithm is given for the tree construction problem when the leaf pattern is monotone or bitonic. Also presented is an \( O(\log^2 n) \) time, \( n/\log n \) processor parallel EREW PRAM algorithm to the tree construction problem with general leaf patterns. This involves an \( NC \) reduction for the general tree construction problem to the tree construction problem with bitonic leaf patterns. Consequently, an optimal, \( O(\log n) \) time EREW parallel algorithm is obtained for constructing Shannon-Fano code.

### Constructing Trees from Given Leaf-Patterns

#### 7.1 Monotonic Leaf Patterns and Bitonic Leaf Patterns

There is an elegant characteristic function, due to Kraft [5], to determine whether there is a solution to the tree construction problem with a monotone leaf pattern.

Lemma 7.1 (Kraft [5]) There is a solution to the tree construction problem for a monotone leaf pattern \((l_1, \ldots, l_n)\) iff \( \sum_{i=1}^{n} 1/2^i \leq 1 \).

In using the Kraft sum one has to be careful that the numbers added have only \( O(\log n) \) bits in their representations and not \( O(n) \) as they naively appear to have in the Kraft sum.
Suppose \( (l_1, \ldots, l_n) \) is a monotone leaf pattern. Since it is sorted we can construct a vector \( a = (a_1, \ldots, a_m) \) such that \( a_i = \) the number leaves at level \( i \) and \( m = l_1 \) in \( O(\log n) \) time. In the case when \( l_1 > n \) we must store \( a \) as linked-list of nonzero entries. For simplicity of the exposition assume that \( m \leq n \). We first show how to reduce \( a \) to a vector such that \( a_i < 2 \) for \( 1 \leq i \leq n \). We compute a vector \( a' \) from \( a \) by setting \( a'_i = \lfloor a_i/2 \rfloor + (a_i \bmod 2) \). It follows by the Kraft sum that the tree for \( a \) exists if it does for \( a' \). Further, from the tree for \( a' \) we can in unit time construct one for \( a \). This reduction from \( a \) to \( a' \) is very analogous to the RAKE in the Huffman code algorithm for left-justified trees. We shall apply this reduction until the \( a_i \leq 2 \), at most \( O(\log n) \) times. To see that we only need \( n/\log n \) processors for the \( \log n \) reductions, observe that the total work is \( O(\sum_{j=1}^{\infty} 2^{-l_j}) \leq n \). To balance the work, any processor that computes \( a'_i \) at a given stage will be required to compute \( a_{i-1}' \) at the next stage. Thus we distribute the \( a_i \geq 2 \) based on the work of \( a_i \) which is \( \log a_i \). To construct a tree for \( a \) where \( a_i \geq 2 \) reduces to computing the sum of two \( n \)-bit numbers and their intermediate carries. This can all be done optimally using prefix sums.

This gives the following theorem:

**Theorem 7.1** Trees with monotone leaf patterns can be constructed in \( O(\log n) \) time, using \( n/\log n \) processors on an EREW PRAM.

A pattern \( (l_1, \ldots, l_n) \) is a bitonic pattern if there exists \( i \) such that \( (l_1, \ldots, l_i) \) is monotone increasing and \( (l_i, \ldots, l_n) \) is monotone decreasing.

**Lemma 7.2** The tree construction problem for a bitonic leaf pattern \( (l_1, \ldots, l_n) \) has a solution if \( \sum_{j=1}^{n} 2^{-l_j} \leq 1 \).

Using the methods presented for monotone leaf patterns and the above lemma we get the following theorem:

**Theorem 7.2** A Tree from a bitonic leaf pattern can be constructed in \( O(\log n) \) time, using \( n/\log n \) processors on an EREW PRAM if it exists. In general, the minimum number of trees (in order) will be generated with the prescribed leaf pattern.

### 7.2 General Leaf-Patterns

Presented in this subsection is an \( O(\log n) \) time reduction from the tree construction problem with a general leaf pattern to the one with bitonic leaf patterns. Moreover, the reduction can be performed with \( n/\log n \) processors. Therefore, an \( O(\log^2 n) \) time, \( n/\log n \) processor EREW PRAM parallel algorithm results.

A segment-representation of a pattern \( (l_1, \ldots, l_n) \) is \( ((l'_1, n_1), \ldots, (l'_m, n_m)) \) where \( \sum_{j=1}^{m} n_j = n \), \( l'_j \neq l'_{j+1} \), and \( (l_1, \ldots, l_n) = ((l'_1, n_1), \ldots, (l'_m, n_m)) \).

For simplicity, \( ((l'_1, n_1), \ldots, (l'_m, n_m)) \) is also called a pattern. In a pattern \( ((l_1, n_1), \ldots, (l_m, n_m)) \), \( l_i \) is a min-point if \( l_{i-1} > l_i < l_{i+1} \); \( l_i \) is a max-point if \( l_{i-1} < l_i > l_{i+1} \).

In a pattern \( ((l_1, n_1), \ldots, (l_m, n_m)) \), \( (l_1, \ldots, l_j) \) is a right-finger if \( (1) \ l_{i-1} \) is a min-point and for no \( i \leq k \leq j \) is \( l_k \) a min-point, and for no \( i \leq k \leq j \) is \( l_{k+1} \) a max-point (2) \( l_{j+1} \leq l_{i-1} < l_j \). A left-finger is defined similarly except that \( l_{j+1} \) is a min-point. Note that a finger may be both a left and a right finger. We next show how to "remove" every finger from a leaf pattern using the tree construction for bitonic patterns. Finally, we observe that the new pattern will have at most half as many fingers as before. Thus we need only remove fingers \( O(\log n) \) times.

**Finger-Reduction** applied to one finger \( (l_i, \ldots, l_j) \) in a pattern \( ((l_1, n_1), \ldots, (l_m, n_m)) \) is defined as follows: Without loss of generality assume that it is a right-finger and \( l_{j+1} < l_{i-1} \). Set

\[
K = \left\lceil \sum_{k=i}^{j} \frac{n_k}{2^{k-l_i-1}} \right\rceil.
\]

Finger-Reduction returns the pattern:

\[
((l'_1, n_1), \ldots, (l'_{i-1}, n_{i-1} + K), (l_{j+1}, n_{j+1}), \ldots, (l_m, n_m)).
\]

We have just relaced a finger with the number (from Lemma 7.2) of leaves at level \( l_{i-1} \) that are needed to generate it. In general Finger-Reduction will simultaneously remove all fingers, both left and right fingers. It will return with a pattern.

To see that Finger-Reduction reduces the number of finger by at least one half, observe that Finger-Reduction removes all max-points. It is not hard to see that the only candidates for max-points are \( l_i \) which were previously min-points and also adjacent to a left and right finger. Thus the worst case for reducing the number of fingers of a pattern is when the pattern consists of consecutive pairs of left and right fingers that share a min-point. The next Lemma summarizes this:

**Lemma 7.3 (Finger Cut Lemma)** If a pattern \( (l'_1, \ldots, l'_n) \) is obtained by Finger-Reduction from
a pattern \((l_1, \ldots, l_n)\), then the tree construction problem with pattern \((l_1, \ldots, l_n)\) has a solution if there is a solution to the tree construction problem with pattern \((l'_1, \ldots, l'_n)\).

To obtain the tree for a pattern we apply Finger-Reduction until the pattern is reduced to a single finger. We then construct the root tree for the finger. In an expansion phase we attach the trees constructed while removing the finger during Finger-Reduction to the root tree.

**Theorem 7.3** A tree can be constructed for a pattern \((l_1, \ldots, l_n)\) with \(m\) fingers \(O(\log n \log m)\) time, using \(n/\log n\) processors.

### 7.3 Constructing Approximate Optimal Trees

The Shannon-Fano coding method can be specified as: upon input \((p_1, \ldots, p_n)\), compute \((l_1, \ldots, l_n)\) such that

\[
\log \frac{1}{p_i} \leq l_i \leq \log \frac{1}{p_i} + 1,
\]

then construct a prefix code

\[
C = (c_1, \ldots, c_n)
\]

such that \(|c_i| = l_i\).

The proof to the following claim can be found in [8]:

**Claim 7.1** Let \(SF(A)\) be the average word-length of the Shannon-Fano code of \(A = \{a_1, \ldots, a_n\}\) and \(HUFF(A)\) be the one of the Huffman code, then

\[
HUFF(A) \leq SF(A) \leq HUFF(A) + 1.
\]

The second part of the Shannon-Fano method can be implemented by the parallel tree construction algorithm presented in Section 7.1. Therefore,

**Theorem 7.4** In \(O(\log n)\) time, using \(n/\log n\) processors, a prefix code can be constructed with average word length bounded by that of the corresponding Huffman code plus one.

### 8 Parallel Linear Context-free Language Recognition

In this section, the parallel complexity of linear Context-free Language recognition is considered. The linear CFLs' recognition problem is reduced to a path problem in a graph which has a family of small separators. An \(O(\log^2 n)\) time, \(M(n)\) processor parallel algorithm is obtained for linear CFLs' recognition by using the parallel nested dissection of Pan and Reif [16]. Here \(M(n)\) is the number of processors needed to multiply two \(n \times n\) boolean matrices in \(O(\log n)\) time in the CRCW PRAM model.

**Definition 8.1 (Context-free Language)**

A context-free grammar is a 4-tuple \(G = \{V, \Sigma, P, S\}\) where:

- \(V\) is a finite nonempty set called the total vocabulary;
- \(\Sigma \subseteq V\) is a finite nonempty set called the terminal alphabet;
- \(S \in V - \Sigma := N\) is called the start symbol;
- \(P\) is a finite set of rules of the form:

\[
A \rightarrow \alpha, \text{ where } A \in N, \alpha \in V^*
\]

A context-free grammar \(G = \{V, \Sigma, P, S\}\) is linear if each rule is of the form: \(A \rightarrow uBv\), where \(A, B \in N, u, v \in \Sigma^*\).

Let \(G = \{V, \Sigma, P, S\}\) be a context-free grammar, and let \(w, w' \in V^*\), \(w\) is said to directly generate \(w'\), written \(w \Rightarrow w'\) if there exist \(\alpha, \beta, u, v \in V^*\) such that

\[
w = \alpha A \beta, w' = auBv \beta \in V^*, \text{ and } A \rightarrow uBv \in P. \quad \Rightarrow
\]

stands for the reflexive-transitive closure of \(\Rightarrow\).

The language generated by \(G\), written \(L(G)\) is the set

\[
L(G) = \{w \in \Sigma^* \mid S \Rightarrow^* w\}
\]

The CFL-recognition problem is defined as: given a context-free grammar, \(G\), and a finite sequence \(w = w_1 \ldots w_n \in \Sigma^*\), decide whether \(w \in L(G)\) (and generate a parse tree).

Each context-free grammar \(G' = \{V', \Sigma, P', S\}\) can be normalized by constructing another linear context-free grammar \(G = \{V, \Sigma, P, S\}\) such that (i) \(L(G) = L(G')\), (ii) \(P\) is a finite set of rules of the form

\[
A \rightarrow bB, \text{ or } A \rightarrow a, \text{ or } A \rightarrow Cc,
\]

where \(a, b, c \in \Sigma, \ A, B, C \in N\).

A linear context-free grammar \(G'\) can be easily normalized by finding a \(G\) such that (i), (ii) are satisfied and moreover, the size of \(G\) is within a constant factor of that of \(G'\). Throughout this section, it is assumed that the input linear context-free grammar is normal and its size is a constant with respect to \(n\), the length of the input finite sequence.

Given a (normal) linear context-free grammar \(G\) and a finite sequence \(w = w_1 \ldots w_n \in \Sigma^*\), a graph can be defined, \(IG(G, w) = \{(V, I, E)\}\), called induced graph of \(G\) and \(w\) which has \(|V| = O(n^3)\) nodes. More specifically,
\[ \begin{align*}
IV & = \{ v_{i,j,p} \mid 1 \leq i \leq j \leq n, p \in N \} \\
IE & = IE_l \cup IE_r \quad \text{where} \\
IE_l & = \{ (v_{i,j,p}, v_{i,j-l,q}) \mid i < j, p \rightarrow qw_j \in P \} \\
IE_r & = \{ (v_{i,j,p}, v_{i+1,j,q}) \mid i < j, p \rightarrow w_i q \in P \} 
\end{align*} \]

We have the following observation.

**Claim 8.1** Let \( G \) be a linear context-free grammar and \( w \in \Sigma^* \). Let \( IG(G, w) \) be the induced graph of \( G \) and \( w \). Then \( w \in L(G) \) if and only if there exists a path in \( IG(G, w) \) from \( v_{i,n} \) to \( v_{i,q} \) for some \( 1 \leq i \leq n \), where \( q \rightarrow w_i \in P \).

The above observation reduces the linear context-free recognition problem to a *path problem* (reachability problem) in the induced graph \( IG(G, w) \).

Let *cluster* \( i, j \) refer to the set of \( |N| \) vertices of the form \( v_{i,j,p} \) (see Figure 1). Note that if all vertices of each cluster \( i, j \) are "collapsed" into one vertex (call it \( v_{i,j} \)), then a planar grid graph is obtained (see Figure 2a) which we schematically draw as a triangle (see Figure 2b). Although \( IG(G, w) \) itself is typically not planar, we shall take the liberty of talking about its *external face* to refer to the subset of its nodes that map into the external face of the collapsed version.

**Figure 1:** In \( IG(G, w) \) the only edges leaving cluster \( i, j \) go to clusters \( i, j-1 \) and \( i+1, j \).

**Figure 2:** A grid graph (a) and its schematic representation (b).

Let \( m = O(n^2) \) denote the number of vertices in \( IG(G, w) \), and \( \mu_{IG} = O(n) \) be the *edge size* of \( IG(G, w) \), i.e., the *perimeter* of the external face. The subset \( C \), shown in Figure 3, is a separator of size \( O(\sqrt{m}) = O(n) \), which partitions \( IG(G, w) \) into four approximately equal components (in that figure the triangle is meant to depict \( IG(G, w) \) itself rather than its collapsed version). Moreover, such a small separator can be uniformly found in each component recursively.

**Figure 3:** Illustrating the small separator \( C \) in \( IG(G, w) \)

The outline of the parallel algorithm becomes clear. Let \( U, M, L, R \) be the four pieces in \( IG(G, w) \) induced by the separator \( C \) (see Figure 3). First, the reachability matrix \( Reach_U \) between all pairs of vertices on the external face of \( U \) is recursively computed. The same is done for each of \( M, L, R \), resulting in matrices \( Reach_M, Reach_L, Reach_R \), respectively. Using the four boolean matrices returned by these four recursive calls, the reachability matrix \( Reach_{IG} \) between all pairs of vertices on the external face of \( IG(G, w) \) is computed. This can be done simply by boolean matrix multiplication (actually three such multiplications), taking time \( O(\log^2 n) \) with \( M(n) \) processors (it is known that \( M(n) = O(n^{2+\epsilon}) \) where \( 0 < \epsilon < 1 \)). Hence the time complexity of the algorithm is \( O(\log^2 n) \). The processor count can be obtained by the following recurrence:

\[ P(n) = \max(4P(n/2), M(n)) \]

which implies \( P(n) = O(M(n)) \).

**Theorem 8.1** Linear context-free languages can be recognized in \( O(\log^2 n) \) time, using \( M(n) \) processors, where \( M(n) \) is the number of processors needed to do boolean matrix multiply in \( O(\log n) \) time.

### 9 Open Questions

- Can the Huffman Coding Problem be solved in polylogarithmic time, using \( o(n^{2-\epsilon}) \) processors?
- Given a position tree, can we test whether it is a Huffman tree in polylogarithmic time, using \( O(n^{2-\epsilon}) \) processors?
- Can general context-free languages be recognized in polylogarithmic time, using \( O(n^{6-\epsilon}) \), or \( o(M(n^2)) \) processors?
• Can a linear context-free language be recognized in polylogarithmic time, using $n^2$ or $o(M(n))$ processors?

• Can the Optimal Binary Search Tree Construction be solved in polylogarithmic time, using fewer than $O(n^{6-\epsilon})$ processors?
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