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C Y B E R - E N A B L E D 
N A N O T E C H N O L O G Y

Researchers have continually developed the Nanoelectronic Modeling (NEMO) toolset 
over the past 15 years to provide insight into nanoscale semiconductor devices that are 
dominated by quantum mechanical effects. The ability to represent realistically large devices 
on an atomistic basis has been the key element in matching experimental data and guiding 
experiments. The resulting insights led to the creation of OMEN, a new simulation engine.

Atomistic Modeling of Realistically 
Extended Semiconductor Devices 
with NEMO and OMEN

I n 1965, Moore’s law predicted an expo-
nential cost reduction with an exponential 
increase in the number of components per 
integrated circuit. Indeed, over the past 45 

years, we’ve obtained an amazing increase in com-
putational capabilities through the dramatic size 
reduction of individual transistor components. 
Despite predictions of insurmountable techni-
cal dif!culties, sheer economic drivers have now 
created a global US$260 billion semiconductor 
industry. There is, however, a fundamental limit 
that we can’t overcome: atoms aren’t divisible, so 
downscaling must stop in the realm of countable 
atoms. 

Some material layers in commercial devices have 
now reached the thickness limit of a few atoms. 
Lateral dimensions are now at 20 to 30 nano-
meters (80 to 120 atoms) and device geometries 
are no longer "at planar, but rather 3D objects. 
New materials have entered the device design 
realm to reduce leakage currents through thin 
layers and to deform the active transistor material 

through strain engineering, which improves tran-
sistor characteristics. The problems are large 
enough that silicon industry is considering new 
transistor materials, such as carbon and even the 
eternal materials of the future: Gallium arsenide 
(GaAs) and Indium arsenide (InAs). The design 
space’s size is suddenly exploding because the 
detailed local atom arrangements have become 
critical and new materials have been added in 
novel 3D geometries. 

Modeling and simulation might offer ways to 
explore options before actual experimentation. 
However, it’s probably fair to say that we can’t 
use any of the typical commercial semiconductor 
device design tools to explore the 3D atomisti-
cally de!ned search space. Most tools are based 
on continuum material assumptions and therefore 
ignore the mere existence of the atomic granular-
ity. Most tools also, at very best, patch quantum 
mechanical effects into the simulation concept 
through perturbative treatments. What we need, 
however, is a fundamentally quantum mechani-
cal carrier transport model built on an atomistic 
material description. 

A suite of tools that can model realistically ex-
tended nanoelectronic devices such as 3D quan-
tum dots, ultra-thin-body transistors, nanowires, 
carbon nanotubes, and graphene sheets at an 
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atomistic resolution might help narrow the search 
and optimization space, reduce the cost of new 
technology developments, and reveal new device 
operation concepts (see Figure 1 for examples). 

Device downscaling has also increased costs for 
experimental determination of transistor designs, 
as well as for overall manufacturing; constructing 
a new fabrication line is approaching US$10 bil-
lion. Quantitative modeling and simulation at the 
atomistic scale could enable the exploration of the 
design space for high-performance, fault-tolerant, 
manufacturable devices. Modeling and simulation 
might therefore be the key to keeping Moore’s law 
valid for a few more years.

NEMO-1D: The First Industrial 
Quantum Transport Simulator 
The !rst analog and digital nanoelectronic 
devices to operate at room temperature with 
nanometer-scale material variations were resonant 
tunneling diodes (RTDs). Indeed, these devices 
require a quantum mechanical understanding and 
can’t be modeled with semiclassical approaches. 
The Texas Instruments Central Research Lab 
assembled a team of theorists, computational 
scientists, software engineers, and—last, but not 
least—experimentalists to create an industrial-
strength modeling tool that could drive RTD 
design. The primary challenge was to increase 
the peak-to-valley current ratio to reduce the 
“off current” in possible digital and analog cir-
cuits. Theoretically, this amounted to under-
standing the valley current’s physical origin 
(see Figure 2). 

In 1997, toward the project’s end, the modeling 
was guiding quantitative, predictive simulation 

that agreed with experiments (see Figure 2b),1
with the bottom line being that we can’t dramati-
cally reduce the off current in high-performance, 
high-current-density devices in standard RTDs. 
Researchers eventually patented design alterna-
tives for low-power memory cells.2 While gen-
eral interest in RTDs has subsided since then, 
researchers achieved critical insights resulting 
from modeling carrier transport at the nanome-
ter scale.

The Nanoelectronic Modeling 1D (NEMO-
1D) team developed new boundary conditions 
that enabled treatment of extended device contact 
regions in which strong scattering and thermal-
ization of carriers and electrostatic control are 
critical, while quantum mechanically con!ned 
states still rule over the carrier injection into the 
central device. Most RTD community members 
had suspected that incoherent scattering in the 
central device region was the valley current’s 
key element. That effectively turned out to 
be incorrect. The critical element was actually to 
understand where the resonances are in energy 
and how they’re coupled to the contacts. To en-
able quantitative modeling of carrier transport 
in room-temperature high-performance, high-
current-density RTDs, we needed an atomistic 
representation of the device layers. 

Setting the Path for General 
Nanoelectronic Device Simulation
While the academic and industrial interest in 
RTDs has subsided, we’ve gained critical insights 
into carrier transport at the nanometer scale. 
As we now describe in more detail, the develop-
ment of NEMO-1D has set the model, user, and 

Figure 1. Nanoelectronic device geometries. (a) The multimillion-atom Nanoelectronic Modeling 3D (NEMO-3D) simulation 
geometry of an Indium arsenide (InAs) quantum dot on a Gallium arsenide (GaAs) substrate, capped by an alloy Indium 
aluminum arsenide (InAlAs) strain-reduction layer. (As atoms were omitted for clarity’s sake.) (b) A zoom view of (a) from a 
different angle. Among the several 2D and 3D device geometries for OMEN transport simulations are (c) an ultra-scaled thin 
body transistor, (d) a gate all-around nanowire, (e) a gate-all-around carbon nanotube, and (f) a top-gated graphene sheet.

(a)

(b)

(c)

(d)

(e)

(f)
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developer requirements for the various simulation 
engines that followed. 

Model Requirements
Among the requirements, models

must not be based on continuum material de-
scription, but must include atomistic granular-
ity and crystal symmetries; 
need basic mechanical atom–atom interactions 
(strain and phonons); 
need full-band electronic structure represen-
tation for the central valence and conduction 
bands (as opposed to expansions around central 
symmetry points like gamma); 
must represent bulk material properties, such 
as band gaps to within a few millielectron volts 
(meV) and effective masses to within a few per-
cent, because band structure engineering works 
in the tuning band edges domain to within a 
few tens of meV; 
must have transferability from bulk to the 
nanometer scale;
must be computationally lightweight enough 
to represent realistically extended devices (real-
istic structures imply tens of millions of atoms 
in quantum dot structures and around 100,000 
atoms in ultra-scaled !eld effect transistors and 
nanowires);
must model devices of a !nite extent in realistic 
environments, which precludes the assumption 
of in!nite periodic structures surrounded by a 
vacuum;
must be able to include open boundary 
conditions, not just closed systems;
must be able to represent atomistic disor-
der without additional computational burden 

or user interference—computation time and 
model tuning should not increase with degrees 
of disorder; and
must have an atomistic model that can represent 
atomistic disorder explicitly—rather than in a 
statistical average way—as each device is indeed 
different from the next.

These requirements guided the choice of ba-
sis sets in subsequent developments, both with 
the NEMO team and other researchers around 
the world. “Exact” band gaps and masses, mil-
lions of atoms, and !nite extent preclude most 
typical ab initio models. In fact, you could ar-
gue that for typical semiconductor devices, 
these might be unnecessary anyhow, because 
device simulation doesn’t need to establish the 
existence and formation of bonds. If the bonds 
varied in time, the semiconductor device would 
be unstable and plagued by noise. However, the 
empirical tight-binding approach that we se-
lected meets the requirements and needs stated 
earlier.

User Requirements
We envisioned various classes of users, including 
computational scientists, experimentalists, educa-
tors and students, and NEMO developers. 

Computational scientists typically push the model 
development and validation. They usually have no 
real compute-time requirements and do whatever 
it takes to solve the model. Simulations are often 
limited to a few cases to establish the existence of 
solutions or to gain fundamental insight. These 
users are willing to move data and restart !les all 
over the place and perform data analysis in ad hoc 
interfaces. 

Experimentalists generally know little about the 
model’s details, but have realistic problems to solve 
rapidly. They need to understand and develop de-
vice concepts, explore many different designs, and 
ask “What if?” questions rapidly. The primary ex-
ploration times are seconds to minutes, while sec-
ondary execution times might be the lunch hour 
or a few overnight simulations. With this in mind, 
developers must integrate data management, vi-
sualization, and export into notebooks into the 
overall tool experience. The software must not 
demand that these users intricately understand 
the underlying theory. Computational science ex-
periments that add more and more basis functions 
to test the model’s validity are inappropriate for 
this class of users. 

As with the experimentalists, educators and 
students need a rapid simulation turnaround, but 

Figure 2. Resonant tunneling diode. (a) A conceptual sketch of a 
double-barrier structure under various bias conditions, leading to a 
current turn-on and turn-off with increasing bias. Controlling the peak 
and the valley (off) current and their relative size is critical to transistor 
action and the amount of energy consumed when the device is off. 
(b) Experimental data from 12 different current and volt (I-V) curves 
overlapping theoretical predictions of Nanoelectronic Modeling 1D 
(NEMO-1D).
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they also need an even simpler access method. 
Use might be anywhere in the world and in the 
classroom, without any license and installation 
issues. In fact, neither teachers nor students are 
typically allowed to install additional software on 
classroom or laboratory computers. These users 
also need reuse of previous simulation results or 
set-up before classtime and simple results report-
ing and interpretation. 

Developer Requirements
NEMO developers included theorists, computa-
tional scientists, algorithm developers, software 
engineers, and user interface designers. They must 
be able to work together in various software proj-
ect phases. These developers have quite different 
requirements in their usual work"ow. At one end 
of the spectrum, they might need code to change 
on a daily basis; at the other end, they might need 
to freeze code for several months while they test 
it and roll it out to users. They need a dynamical 
I/O design that limits the exposure of new mod-
els to users and enables developers to add models 
rapidly. 

From NEMO-1D to OMEN
Several researchers identi!ed the fundamental 
transport methodology as the non-equilibrium 
Green’s function (NEGF) approach and estab-
lished it as such in this !eld. Given our model 
requirements, we used empirical orthogonal 
tight-binding (ETB) approaches to represent 
the semiconductor materials. We implemented 
different basis sets, ranging from simple effec-
tive mass (single “s” orbital) to a suite of more 
comprehensive models, such as sp3s* and sp3d5s*, 
typically in nearest-neighbor representations.

ETB is based on the symmetry-formalized 
interaction of valence electrons on neighboring 
atomic sites. It ignores the core electrons and is 
therefore not a total energy Hamiltonian. How-
ever, we can !t ETB to match experimental and 
more fundamental theoretical band structure 
properties3 when we improve the model to match 
general strain behaviors.4,5

NEMO-3D Development at NASA JPL
In 1998, the NASA Jet Propulsion Laboratory 
had a strong experimental technology group in-
terested in developing optical detectors and lasers. 
Experimentalists were growing self-assembled 
quantum dots and needed to guide the efforts 
with modeling and simulation. The advent of 
Beowulf-based cluster computing in the JPL High 
Performance Computing Group made dedicated 

parallel compute power available to engineers. 
Transport simulations through 3D-resolved 
structures with millions of atoms were completely 
unfeasible; the work’s focal point was to create an 
electronic structure simulator that could compute 
the con!ned conduction and valence band states 
of realistically extended quantum dot systems 
fully atomistically.4 Strain is a crucial element 
in the self-assembled quantum dot system and 
is modeled through a classical ball-on-a-spring 
model. The code is designed to be parallel with 
a variety of different memory and compute time 
trade-off capabilities. Million-atom electronic 
structure simulations were !rst demonstrated in 
the year 2000. In 2003, NEMO-3D was released 
as open source and Purdue University continued 
its development.6

OMEN Development at ETH and Purdue 
In 2004 and 2005, it became clear that the 
computing power needed to perform atomistic 
transport simulations for extended devices would 
soon be available. Approaches to 3D transport in 
nanowires using a simple effective mass model 
were underway already and being deployed on 
nanoHUB.org. During his PhD work at the 
Swiss Federal Institute of Technology (ETH), 
Mathieu Luisier worked with Purdue to develop 
several completely new Matlab prototypes and 
then a C++ foundation for a general 3D quan-
tum transport approach.7 Initially, the simulators 
didn’t include incoherent scattering, and the 
compute time was reduced using a wavefunction 
approach. In 2008, Luisier began developing the 
OMEN transport tool at Purdue; the !rst imple-
mentations that included incoherent scattering 
were achieved in 2009.8

Input/Output Approaches 
and Interface Designs 
Developing rapidly evolving software and deploy-
ing it quickly to a user base has its own interest-
ing requirements. For instance, it’s easier to build 
GUIs when the I/O is carved in stone and doesn’t 
change. However, theory and algorithm develop-
ers need to add new models and algorithm param-
eters rapidly. For the three large software projects 
described here, we experimented with different 
I/O handling mechanisms.

NEMO-1D uses a mixed static and dynamic 
GUI design approach. A GUI developer imple-
mented a set of static windows !lled with dy-
namically de!ned data structure objects. We can 
dynamically expand device design and material 
data windows with new design descriptions and 
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material models. We structured simulation and 
algorithm parameters in parent-child-related de-
pendency trees that we can dynamically con!g-
ure at compile time. This dynamic design helped 
us decouple the static GUI work of the software 
engineer from the dynamic requirements of the 
algorithm and theory developers. We de!ned 
all I/O in C data structures; translators convert 
these into GUI components or batch input deck 
items. Another key element in NEMO-1D I/O 
is the ability to de!ne all material parameters 
in an externally scriptable interface using LEX 
(a lexical analyzer) and YACC (yet another com-
piler compiler).

NEMO-3D uses a variant of the NEMO-1D 
approach except that all I/O items are de!ned in 
XML. The C++ data structures and a Java GUI 
are created dynamically from the XML.

OMEN handles I/O at the core based on LEX 
and YACC, with Tcl bindings to a metalanguage. 
Rappture-based drivers let us create GUIs for 
rapid deployment on nanoHUB.org. 

Sample Modeling Results and Impact
We’ve extensively used NEMO-1D, NEMO-
3D, OMEN, and related concepts to analyze 
nanoelectronic devices, as documented in over 
200 peer-reviewed publications. With the deploy-
ment of these tool concepts on nanoHUB.org, 
more researchers are already using these 
tools as well. In the following, we highlight 
a few of the fundamental tool capabilities in 
terms of both physical content and numerical 
performance. 

NEMO-1D
NEMO-1D set the standard for quantitative 
RTD simulation. Figure 2b shows a prototypi-
cal comparison between NEMO-1D simulations 
and experimental data. Researchers have modeled 
high-performance, high-current-density RTDs 
with quantitative agreement with experiments.1
Also, simulations at low temperature demonstrate 
NEMO-1D’s capability to quantitatively model 
the phonon echo in the valley current.9

NEMO-1D can require a signi!cant computa-
tion time, and we developed a trilevel parallelism 
around voltage points and a double integral over 
momentum k and energy E on a relatively small 
Beowulf cluster.10 In 2007, in preparation for the 
petascale computing initiative, we demonstrated 
the parallel scalability of the NEMO-1D code to 
23,000 processors on a Cray XT4 (see Figure 3a).11

NEMO-3D
NEMO-3D can compute the electronic structure 
in typical semiconductor systems in the Zincblende 
Group III-V semiconductor and Silicon-Germanium 
(Si/Ge) material systems. We can apply closed 
and periodic boundary conditions in various di-
mensions, such that we can also consider 2D and 
1D devices. We demonstrated end-to-end calcula-
tions of 52-million-atom systems (see Figure 3b);6
52-million atoms correspond to a cubic simulation 
domain of roughly (101 nm)3; a laterally extended 
domain of 230  230  20 nm3; or a nanowire ge-
ometry of 50  50  425 nm3. This capability lets us 
model realistic structures for embedded quantum 
dot stacks, strained quantum wells, and disordered 

Figure 3. End-to-end performance results. (a) Parallel scaling of Nanoelectronic Modeling 1D (NEMO-1D) for a hole-based 
resonant tunneling diode on the Oak Ridge National Laboratory (ORNL) Cray XT3/4. Trilevel parallelism in current (I) and 
the double integral in momentum (k) and energy (E) results in very good scaling. (b) Demonstration of an end-to-end 
performance benchmark of NEMO-3D for an Indium arsenide (InAs) quantum dot embedded in Gallium arsenide (GaAs). The 
GaAs buffer is increased to increase the simulation domain with little effect on the central con!ned states. As the buffer is 
increased, the same states can still be computed; we’ve demonstrated a system size of 52 million atoms. (c) OMEN’s parallel 
scaling results for an InAs High-Electron Mobility Transistor (HEMT) device11,12 on ORNL’s Jaguar.

(a) (b) (c)
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wires. Some of the NEMO-3D usage cases include 
the modeling of valley splitting in tilted Si quan-
tum wells on disordered SiGe13 and the metrology 
of single impurities in Si-FinFETs’ (Silicon-!n 
!eld effect transistors’) modeling of single impuri-
ties,14 where we achieved agreement of multimil-
lion-atom electronic structure simulations with 
experimental data without any adjustments to pre-
viously published material parameters. 

Here, we highlight the modeling of InAs self-
assembled quantum dots grown on GaAs and 
selectively capped with InxGa1 x As, where the In-
dium mol fraction x is varied from 0 to 40 percent 
to achieve optical activity of the InAs quantum 
dots at the optical communication wavelength 
of 1.5 micrometers.15 Figure 2a and the insert 
of Figure 4a show a nominally 20-nm wide and 
5-nm tall dome-shaped quantum dot embedded 
by the random alloy. Figure 4a shows three ex-
perimental curves under different growth condi-
tions, where each point on the curve represents a 
different device.15, 16 We

represented a total volume of 60  60  66 nm3

with 9-million-atoms, 
chose the nominal quantum dot size as given in 
the experiment, 
didn’t modify any of the previously published 
atomistic material parameters, and
varied only the Indium fraction.

To our surprise, the NEMO-3D simulations over-
laid the experiments rather interesting nonlinear 

behavior. Careful analysis shows that two critical 
atomistic details are important to achieve such 
quantitative agreement. First, the InGaAs alloy’s 
bonds must be distributed bimodally and retain 
their In-As and Ga-As bond lengths rather than 
build an average (InGa)-As bond length. Second, 
the quantum dot must change its shape.15 The 
requirement to model the bimodal bond-length 
distribution precludes use of a continuum mate-
rial representation. NEMO-3D provided a virtual 
microscope, which enabled us to understand non-
trivial mechanical and electronic structure inter-
actions that cannot be measured experimentally.

OMEN
OMEN solves the coupled Poisson and Schrödinger 
equations on an atomistic basis with open bound-
ary conditions. Atoms can be arranged with each 
other through bonds in arbitrary 3D geometries 
(see Figures 1c through 1f ). The electron and cur-
rent density must be computed in a 3D spatial do-
main for different electron energies and momenta, 
which are accumulated in a double integral. This 
must be performed for many bias points in a 
current-voltage characteristic. Spatial decomposi-
tion, a double integral in energy and momentum, 
and multiple bias points offer the opportunity 
for four levels of parallelism. Indeed, OMEN has 
been scaled to more than 220,000 cores11 on the 
world’s second fastest computer. Such large-scale 
parallelism lets us reduce compute time from sev-
eral years on a single CPU to approximately 15 
minutes on a parallel machine. On a daily basis, 

Figure 4. Sample results from NEMO-3D and OMEN. (a) Self-assembled Indium arsenide (InAs) quantum dots grown 
on Gallium arsenide (GaAs) capped by an InxGa1 xAs strain-reducing capping layer (see insert). Variation of the Indium 
concentration x results in a nonlinear variation in the optical emission wavelength. Black lines are from experiments and 
colored lines are from three different NEMO-3D simulations.15, 16 (b) Current voltage characteristics computed in OMEN for 
an advanced InAs/InGaAs high-electron mobility transistor (HEMT).12, 17 
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OMEN researchers are using 2,000 to 8,000 
cores on parallel computers—sponsored by the 
US National Science Foundation and Department 
of Energy—to explore nanoelectronic device con-
cepts and optimizations. 

OMEN does, however, have serious limits that 
must be overcome. Coherent transport calcula-
tions are limited by the cross section, in which 
transport is modeled atomistically. The limit-
ing number of atoms in repeated cross-section 
cells is around 2,000 atoms and therefore limits 
the cross sections to around 80 nm2. When we 
introduce incoherent scattering, all electron de-
grees of freedom in energy and momentum are 
coupled and the computational cost increases by 
a factor of 200 to 1,000. This increase in com-
putational cost is required because the pure 
wavefunction approach must be replaced by the 
NEGF approach at a computational cost of about 
10  and for each bias point we need 20 to 100 
iterations in the self-consistent Born approxi-
mation loop to couple all degrees of freedom. 
Finally, the treatment of surfaces (open, passi-
vated, and relaxed), the amorphous dielectrics, 
and the strongly polar-bonded semiconduc-
tors remain problems with the empirical tight-
binding approach. 

Researchers have used OMEN to

investigate the in"uence of interface rough-
ness on the threshold voltage of triple-gate Si 
nanowires,18

simulate the performances of n- and p-doped 
ultra-thin-body !eld-effect transistors with dif-
ferent crystal orientations,19

reproduce experimental data for realistically 
extended InAs high-electron mobility transis-
tors,12, 17

study the properties of single- and double-gate 
ultra-thin body and gate-all-around nanowire 
InAs tunneling !eld-effect transistors,20 and
determine the limitations of graphene-based 
tunneling FETs.21

In addition, researchers have used OMEN to study 
the energy loss mechanisms through electron-
phonon scattering and their impact on nanowire 
transistors.8

Broad Impact on nanoHUB.org
Use of the NEMO and OMEN tools isn’t restrict-
ed to just an elite few; in fact, they’re used as en-
gines for !ve nanoHUB tools—Quantum Dot Lab, 
Bandstructure Lab, OMENwire, OMENFET, 
1Dhetero, and RTDnegf—that have served more 

than 4,000 users in more than 60,000 simulation 
runs. Tool execution time varies from a few sec-
onds on a single virtual machine to several hours 
on a parallel computer with 256 cores. The tools 
are cited in the scienti!c literature more than 40 
times.

T he NEMO and OMEN tool suite 
brings together material and device-
modeling capabilities at the atomic 
resolution to impact realistically 

large devices. The codes perform well on serial 
and parallel computers, deliver results that ex-
plain and guide experiments, and are in the hands 
of real users with problems to solve.
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