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Linear–Nonlinear Interaction and
Passive Intermodulation Distortion

Justin J. Henrie, Student Member, IEEE, Andrew J. Christianson, Student Member, IEEE, and
William J. Chappell, Member, IEEE

Abstract—This paper describes several consequences of a
linear–nonlinear interaction that was recently found to be of
importance in microwave circuits that produce passive inter-
modulation (PIM) distortion. This paper briefly discusses how
this linear–nonlinear interaction operates in an example system.
It then discusses how an understanding of the linear–nonlinear
interaction allows us to distinguish between different types of
nonlinearities from the power dependence of the third-order
intermodulation distortion product. Next, an example uses a
multiphysics simulator to demonstrate that electrothermal nonlin-
earities behave as expected from the linear–nonlinear interaction
model. Lastly, it illustrates how simple nonlinear models charac-
terized with one circuit can accurately predict distortion levels
when the nonlinearity is placed within a very different circuit,
showing that knowledge of the interaction gives the ability to
accurately predict the behavior of PIM-producing components
in a variety of circuits such as resonators, filters, and matching
networks.

Index Terms—Communication system nonlinearities, inter-
channel interference, nonlinear circuits, nonlinear distortion,
passive intermodulation (PIM).

I. INTRODUCTION

A TTEMPTS TO construct analytical models of nonlin-
earity usually begin with a simple truncated power series

or Volterra series expansion [1], [2]. However, for many passive
systems such as coaxial connectors and unsoldered waveguide
flanges, a third- or fifth-order nonlinear model is not sufficient
to characterize the nonlinear response of the entire system. Very
high-order expressions are required, which are difficult to tie to
a physical or intuitive understanding of the nonlinearity. For ex-
ample, the power dependence of passive intermodulation (PIM)
producing nonlinearities in high-powered components such
as coaxial connectors, filters, antennas, and transmission lines
is difficult to model by analytical methods, although several
useful studies have shed light on other aspects of these systems
[3], [4]. Modeling of the power dependence of the distortion
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products of these nonlinearities has thus far been hampered by
the apparent multiorder nature of PIM in microwave networks
[5]–[9].

We showed in [10] that the intermodulation distortion (IM) of
low-impedance passive components such as coaxial connectors
is strongly influenced by an interaction between the passive non-
linearity and its surrounding impedances. Such linear–nonlinear
interactions have been extensively studied as relating to active
devices such as amplifiers and mixers [11]–[14]. However, the
effects of the load and other impedances as pertaining to PIM
production have until now been restricted mainly to linear re-
flections, and have not probed the interaction between these im-
pedances and the nonlinearity itself. An example of this is [15]
and [16], useful studies that account for the reflectivities around
the nonlinearity. However, these studies specifically preclude
linear–nonlinear interaction by considering the impedance of
the nonlinearity to “be negligible compared with the source and
load impedances” [15]. Due to this, important parameters such
as the power dependence of system PIM cannot be modeled cor-
rectly by such studies.

The implications of linear–nonlinear interaction are impor-
tant in understanding and modeling the low-impedance nonlin-
earities of the passive components that normally contribute to
PIM distortion. This paper provides a treatment of some of the
effects of this interaction and its implications in understanding
and modeling microwave components and systems that produce
PIM. First, we describe the linear–nonlinear interaction from an
RF perspective as opposed to the more general description given
in [10]. We then show that knowledge of this linear–nonlinear
interaction in microwave systems gives an important indication
as to the nature of the physical mechanism of passive nonlin-
earity, which for many components is still an unknown [4], [9],
[17]. Finally, we show that the knowledge of this interaction al-
lows nonlinear components to be characterized independently
of their surrounding circuit. This enables the prediction of PIM
production in complicated circuits based on the measurement of
PIM sources in simple circuits, such as that shown in Fig. 1.

II. DESCRIPTION OF LINEAR–NONLINEAR INTERACTION

In addition to the description in [10], another perspective on
the interaction between and in the circuit of Fig. 1
could be helpful in developing a physical understanding. Fig. 1
depicts a circuit frequently tested by our PIM analysis system,
which is the serial combination of a PIM source (a subminia-
ture A (SMA) connector) with a 50- load. In this network, the
PIM of the nonlinearity is at least 20 dB higher than all other
PIM sources, allowing us to treat all other components as being
linear. We noted in [10] that the distribution of voltage between

0018-9480/$26.00 © 2010 IEEE
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Fig. 1. (a) Photograph of the measurement configuration of the SMA connector
discussed in this paper. Here, the SMA connection in the foreground is con-
nected in series with a 50-� low-PIM dummy load. Shown in (b) is a simplified
circuit model, consisting of a nonlinear resistor (the SMA connector) in series
with a 50-� resistor (the dummy load) used to describe this measurement setup.

the two resistors shown in Fig. 1(b) is not constant, but in fact
changes continuously with . This is a result of the nonlinear
series resistance of the SMA connector . An expression for
the voltage dropped across the nonlinear resistor can be obtained
by solving [10, eq. (2)] for the voltage drop across the nonlinear
resistor, the bracketed quantity . This
solution yields the expression for this voltage

(1)

where is given by [10, eq. (3)], and and are the
linear and cubic coefficients to the resistor’s I–V curve, as given
in [10, eq. (1)], repeated here for convenience

(2)

By multiplying (1) and (see [10, eq. (3)]), we can de-
rive the total power across the resistor as a function of the input
voltage or power. This product is plotted for a two-tone exci-
tation in Fig. 2(a), where the power absorbed by the nonlinear
resistor (dashed line), is compared to the third-order intermod-
ulation (IM3) power output by the resistor (solid line).

Fig. 2. (a) Power absorbed by the nonlinear resistor (solid line) and the inter-
modulation power output by the circuit (dashed line) in Fig. 1. (b) First deriva-
tive of the curves shown in (a).

Fig. 2(b) shows the slope of the two curves shown in Fig. 2(a).
We see first that at low input power when the PIM regrowth
slope is 3 dB/dB, the power dropped across the resistor is di-
rectly proportional to the input power. At roughly 10-dBm
input power, the slope of the PIM curve begins to drop, and we
see a corresponding drop in the slope of the linear input power
dropped across the resistor. This diminution in the proportion
of input power absorbed by the nonlinear resistor is a conse-
quence of the nonlinear resistance becoming less resistive
at higher voltage. The result is a drop in the proportion of the
total voltage over the nonlinear resistor, caused by the dimin-
ishing magnitude of in (2). This lessening in the proportion
of that is dropped across the nonlinear resistor is of course
accompanied by a larger portion of being dropped across the
completely linear . This ‘shift’ of power from the nonlinear
to linear resistances of the system is the direct cause of the drop
in the regrowth rate of its PIM output: as a lower proportion of
the input voltage is absorbed by the nonlinear resistor, its nonlin-
earity in general and PIM output in particular become similarly
diminished.

It is instructive to note that the lessening in slope of the IM
power produced by the resistor and the linear power absorbed by
the resistor occur simultaneously. Before this point, the voltage
division between the linear and nonlinear resistors is essentially
static. Due to this, the power dropped across is propor-
tional to and its IM response is essentially cubic, meaning
that the IM power is proportional to the cube of the input power.
This is evinced by the 3-dB/dB regrowth rate of IM with input
power up to this power level. After this, the fraction of the
total power absorbed by the nonlinear resistor diminishes. This
causes a corresponding diminution in the IM power produced.
This signals the onset of linear–nonlinear interaction, which also
produces the higher order behavior of the circuit, as shown in
[10].
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III. DECREASING- AND INCREASING-RESISTANCE

NONLINEARITIES

A fundamental characteristic of the nonlinear resistor’s be-
havior is determined by the sign of the coefficient in its I–V
expression (2). Many physical nonlinearities can be modeled
as memoryless monotonic resistive nonlinearities whose resis-
tance either increases or decreases with increasing voltage [5],
[18]. Both types of resistive nonlinearity occur in nature, and
the power dependencies of both types of nonlinearity in circuits
are distinct from one another. This section will describe briefly
the salient differences in the power dependencies of both types
of nonlinearity. In particular, it is found that for the series con-
figuration we investigate here [see Fig. 1(b)], IM3 products of
decreasing-resistance nonlinearities can have a regrowth rate of

3 dB/dB, while those of increasing-resistance nonlinearities
have a regrowth rate of 3 dB/dB. This allows the two different
types of nonlinearity to be differentiated from each other in a
swept-power measurement.

A. Decreasing-Resistance Nonlinearities

The name “decreasing-resistance nonlinearities” is given
because they tend toward a short-circuit: resistance decreases
with increasing applied voltage. The “forward-biased” side
of a diode’s I–V curve is an example of this type of nonlin-
earity, which is a concave-up function with increasing voltage
magnitude. More examples could include corona discharge
and dielectric breakdown [19], and electron tunneling across a
potential barrier where the imposed voltage lowers the energy
barrier [20]. The simple third-order model for these nonlineari-
ties would have positive in (2).

When nonlinear impedances are combined with the series
impedance of an external circuit, the result is a division of the
source voltage across all the resistances; such as that given for
our example circuit by [10, eq. (4)]. For decreasing-resistance
nonlinearities, the resistance of the element decreases with in-
creasing voltage, so the result of the voltage division is that suc-
cessively less of the driving voltage of a circuit is dropped across
the nonlinearity as the driving voltage increases. The other im-
pedances in the circuit will then dominate the nonlinear ele-
ment’s contribution to the circuit’s behavior at higher driving
voltages. This makes the circuit less nonlinear at higher input
voltages than one might expect from its low-voltage operation.
This can be seen in Fig. 2, where the reduction in the regrowth
rate of the IM product substantially reduces its value at high
input powers from what would be expected had its regrowth
rate remained constant at 3 dB/dB. Many passive microwave de-
vices, such as nickel-containing components and many resistive
loads, which generate the PIM distortion commonly encoun-
tered in real systems, display this characteristic [7], [8], [21],
[22].

B. Increasing-Resistance Nonlinearities

Increasing-resistance nonlinearities are so named because
their resistance increases with increasing voltage—tending
toward an open circuit. These nonlinearities display a con-
cave-down I–V curve. Nonlinearities of this kind could include
the saturation velocity of carriers in semiconductors [23] or the

Fig. 3. (a) Input power absorbed by � (dotted line) and the third-order IM
power produced by the example circuit (solid line) for � � �. (b) Derivatives
of the curves shown in (a).

electrothermal effect, where Joule heating in a metal causes an
increase in the metal’s temperature, and hence, its resistivity
[4], [24]. The third-order model for these types of resistive non-
linearities has a negative value for in (2). In a swept-power
two-tone test, increasing-resistance nonlinearities display a
fundamentally different behavior than decreasing-resistance
nonlinearities. Let us consider again the example circuit given
in Fig. 1(b). If is an increasing-resistance nonlinearity,
the voltage division between and given by [10, eq.
(4)] is no longer a decreasing function with voltage, but in fact,
increases as increases. Therefore, the proportion of total
power absorbed by increases as input power increases,
and by the same reasoning we followed in Section II, we expect
the IM regrowth rate to increase as input power increases. This
expectation is confirmed by simulation: the actual behavior
of our example circuit where is an increasing-resistance
nonlinearity is shown in Fig. 3. Here the value of is set to

10 , and is 10.
As in Fig. 2, we plot the power in the third-order IM product

(solid line), as well as the power absorbed by the nonlinear re-
sistor (dotted line) in Fig. 3(a), while the slopes of these lines
are displayed in Fig. 3(b). Like the decreasing-resistance nonlin-
earity, for low input powers, the IM product’s power increases
proportional to the cube of the input power; the circuit’s be-
havior is essentially third order. At about 30 dBm input power,
we then see the regrowth rate begin to rise. This is due to the in-
creasing average impedance of as input power increases,
which results in an increase in the proportion of total power ab-
sorbed by and a corresponding increase in its IM output.
However, this augmentation of regrowth rate continues only
until about 38-dBm input power, when the slope abruptly falls
to a low value and undergoes rather “noisy” behavior. Actually,
the plotted behavior past the maximum point on Fig. 3 is in-
valid, as the representation of the nonlinear resistor at this point
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becomes nonphysical. To see why this is, we examine the resis-
tance of with our stated value of . Since the two
terms of (2) are opposite in sign for negative , the current ini-
tially increases in the region where the linear term dominates,
then decreases through zero and becomes negative for higher
input voltages. The voltage at which the current through the re-
sistor vanishes is given by

(3)

At this zero point, the resistance of becomes infinite
and all the voltage in the system is dropped across it. Beyond
this point, the resistance of becomes negative. This is ob-
viously a nonrealistic situation for the passive nonlinear compo-
nents we examine in this example. Our model also breaks down
past this point, as the solution we chose for positive values of

(see [10, eq. (4)]) becomes complex when goes neg-
ative.

We verify this regrowth rate augmentation property of in-
creasing-resistance nonlinearities with a coupled-physics sim-
ulation in Section III-C.

C. Example of an Increasing-Resistance Nonlinearity:
Microscopic Electrical Contact Undergoing
Electrothermal Nonlinearity

As an example of an increasing-resistance nonlinearity, we
use a coupled-physics finite-element package to simulate one
of the nonlinearities that is likely to occur in the unsoldered
metal–metal contacts of coaxial connectors—electrothermal
nonlinearity at the microscopic contact asperities, or “a-spots”
[25]. The resistance of all bulk metals increases with increasing
temperatures [26] (this in contrast to semiconductors, whose
resistance initially decreases with increasing temperature).
The electrothermal effect can cause I–V nonlinearity because
Joule heating in the metal is more pronounced at higher cur-
rent levels, causing the resistance of the metal to increase at
higher voltages. The contribution of this nonlinearity to PIM in
different components has been studied in [4], [24], and [27].

We examine the behavior of this system’s third-order PIM
product under a two-tone test. It is found that the greater-than
cubic regrowth rate of PIM, as predicted by our model (shown
in Fig. 3), is manifested in this system.

As in most electrical connectors, one of the prime objectives
in the design of a coaxial connector is to provide an electrical
connection with as low a resistance as possible. Contact resis-
tances are encountered at unsoldered contacts because the actual
contact area is always rather small due to the fact that on the mi-
croscale, there is significant roughness to any metal surface. As
a result, when two metal contacts are brought together, actual
electrical contact is only achieved at discrete spots where asper-
ities on either surface coincide sufficiently to make contact. In
order to investigate the PIM distortion produced by the unsol-
dered contacts in coaxial connectors, we created a finite-element
model of one of these “a-spot” regions in COMSOL, a time-do-
main coupled-physics simulation package. The small size and
relatively low-frequency operation (around 500 MHz) of the

Fig. 4. Axially-symmetric cross section of an “a-spot” of a copper-copper
metallic contact simulation in COMSOL Multiphysics, where both the elec-
trical and thermal governing relationships are solved simultaneously in the
time domain. Current flow through the a-spot induces: (a) a temperature rise in
the restriction due to Joule heating, which affects the voltage drop of the a-spot
(b) through the temperature-dependent change in resistance of the copper metal.

system allow us to use COMSOL’s ac/dc application mode,
which solves the quasi-static electrical conduction equation

(4)

where is electric potential, is the permittivity of insulators,
is the temperature-dependent conductivity of conductors, is
the electric current density, and is volumetric heat flux pro-
duced by conductor losses (Joule heating). This loss mechanism
becomes the heat source to a thermal cosimulation, governed by
the thermal diffusion equation

(5)

where is material density, is thermal capacity, and is a
temperature-dependent thermal conductivity term.

In this model, both the electrical conduction equation and the
thermal diffusion equation are solved simultaneously in order to
properly account for the interrelationship between the voltage
drop across the junction and the junction’s temperature. Rep-
resentative plots of both the voltage drop across the junction
and the temperature of the junction are shown in Fig. 4. In this
figure, the left edge of the structure is an axial symmetry plane,
around which the displayed cross section is rotated to yield the
3-D a-spot model. For the model shown in Fig. 4, the a-spot
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Fig. 5. Plots of: (a) the power of the third-order PIM distortion produced by
the a-spot contact shown in Fig. 4 under a two-tone test. (b) Regrowth rate of
the nonlinearity. We note that the regrowth rate of the system increases from an
initial cubic dependence, as predicted by the interaction model.

restriction has a diameter of 4 m at the top and bottom elec-
trodes (the upper and lower rectangular regions), narrowing to
a minimum diameter of 2 m in its center. The top and bottom
electrodes, representing the large-scale faces of the metal–metal
contact, are made large in comparison to the constriction. Due to
this, their electrical dissipation can be neglected and their faces
not adjacent to the a-spot can be set to a constant temperature.
The standard material parameters of bulk copper metal are used
in this simulation. The electrical properties include a tempera-
ture-dependent electrical conductivity given by

(6)

where n m is the room-temperature resistivity
K , n m K is the temperature coeffi-

cient of resistance of copper, and is the temperature in Kelvin
[28].

The thermal properties include a density of 8700 kg/m , a
heat capacity of 385 J/kg K, and a temperature-dependent
thermal conductivity determined by the Wiedemann–Franz
Law [18]

W/m K (7)

where V K is the Lorentz constant and
is given by (6).

The simulated a-spot was subjected to a two-tone test sim-
ilar to that generated by our measurement system; the results
are displayed in Fig. 5. We see that the IM3 signal behaves
as the interaction model suggests—increasing with the cube
of the input power initially, and then increasing more rapidly
with increasing power as the thermal change in resistance be-
comes significant. Interestingly, just as [10, eq. (3)] predicts
nonphysical behavior soon after this augmentation in regrowth

rate, so too does the a-spot model. The multiphysics simula-
tion shows rapidly increasing temperature at the a-spot at input
powers inducing greater than cubic power dependence. The tem-
perature rise becomes unbounded and the numerical simulation
diverges. This investigation in the PIM distortion produced by
the electrothermal nonlinearity at the “a-spot” contact surfaces
of coaxial connectors confirms the 3-dB/dB regrowth rate de-
pendence of this type of increasing-resistance nonlinearity, as
can be predicted by considering the interaction of nonlinearities
of this type with series linear impedances. Perhaps more inter-
esting, the characteristic 3-dB/dB dependency shows that this
electrothermal nonlinearity is not the dominant source of non-
linearity that is measured in SMA connectors, as discussed in
Section III-D.

D. Comparing Increasing-Resistance and
Decreasing-Resistance Nonlinearities

One of the utilities of the observations in this section is the
ability to distinguish between the two types of nonlinearity
by their different behaviors in a two-tone test. If the regrowth
rate of an IM product diminishes with increasing input power
(such as in Fig. 2), we can infer that the physical process
causing the nonlinearity in the circuit is a decreasing-resistance
nonlinearity such as is typified by a forward-biased diode. As
stated before, nickel-containing wireless components [7] and
many resistive loads [22] display this characteristic, yielding
PIM-versus-input power relationships, such as that depicted
in Fig. 2 or Fig. 6, where the regrowth rate of the PIM is

3 dB/dB. This decreasing power dependence with increasing
input power has also been observed for the PIM generated by
unsoldered metal–metal contacts [29], including the unsoldered
metal–metal connections of aluminum waveguide flanges [21].
Due to this, we can infer that the dominant passive nonlinearity
in these components is a decreasing-resistance and not an
increasing-resistance nonlinearity, such as the electrothermal
effect. Conversely, if the regrowth rate rises with increasing
input power (such as in Figs. 3 or 5), this gives evidence that
the underlying physical nonlinearity is an increasing-resistance
process.

IV. EXTRACTION OF MODEL PARAMETERS FOR PREDICTION

OF IM BEHAVIOR IN ARBITRARY CIRCUIT TOPOLOGIES

An important capability conferred by the awareness of this
linear–nonlinear interaction is the ability to fit simple I–V ex-
pressions such as (2) to passive nonlinear components in one cir-
cuit, and then use these models in complex circuits to accurately
predict the nonlinear behavior of other circuits that incorporate
these nonlinearities. We demonstrate this by using the simple
I–V expression of an SMA connection that fits the data from a
two-tone test in the configuration shown in Fig. 1 to predict the
nonlinear response of the SMA connector in a microstrip res-
onator.

For the through-line measurement, we placed an SMA con-
nector in series with our measurement system’s 50- load, as
described in [6]. One slight modification to the system is that a
microwave attenuator is employed when the value of the PIM
output of the system is over 70 dBm to avoid saturation of the
receive circuitry. The power in the carrier tones was swept from
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Fig. 6. Simulated (lines) and measured (stars): (a) power dependence of the
IM of an SMA connection in a two-tone test along with (b) the first derivative
of each curve. The dotted line depicts optimal modeling obtained with a purely
third-order component nonlinearity (2), while the solid line shows the improve-
ment obtained by adding a quasi-quadratic term to the component nonlinearity
(8).

20 to 42 dBm, and an interaction model of the type shown in
Fig. 1(b) was fit to the data using both (2) and also a slightly
refined I–V function, which includes the addition of a nonrecti-
fying quadratic term

(8)

The second term in (8) is “quasi-quadratic” in that (in iso-
lation) the IM products produced by this term have a 2-dB/dB
regrowth rate. However, it is an odd function with voltage, and
therefore, characterized by a purely odd-ordered power series.
Its inclusion in the I–V description of helps to match the
low-power regrowth rate better to experiment.

Both the measurement data and the fit of the two models are
shown in Fig. 6. We next used the values of the , , and
coefficients from (8) that were used in producing the curves of
Fig. 6 to predict the PIM of a microstrip resonator containing a
similar SMA connector.

This resonator is displayed in Fig. 7(a). For this experiment,
we placed the PIM source (an SMA connection) into a mi-
crowave resonator, which was formed by placing a length of
50- microstrip between two low-impedance sections of trans-
mission line. This length of 50- line contains the SMA con-
nection. This resonator was made on Rogers 5880 1.575-mm-
thick substrate. The two low-impedance capacitive sections are
squares of 45.8 mm to a side, and are separated by 258 mm of
50- transmission line. The resonator has its first resonant fre-
quency at 466.5 MHz (midway between the two carrier frequen-

Fig. 7. (a) Photograph of the microstrip resonator whose PIM was predicted by
representing the SMA I–V curve with (8), whose coefficients were fit in a pre-
vious experiment with a circuit of a different topology which presented a 50-�
impedance to the SMA connector. (b) Smith Chart plots of the input impedance
seen at the SMA connection when looking through the longer side of the res-
onator (lower line) or the shorter side of the resonator (upper line) in the fre-
quency range of 400–500 MHz.

cies of the two-tone test) with a quality factor of approximately
14. To verify that the measured IM of the network was dom-
inated by the embedded SMA connection, a control resonator
without an SMA connection was milled from a single substrate
(with no SMA connection within the resonator) and measured
in the same two-tone test used to evaluate the resonator, which
included the SMA connection. This control network produced

97 dBm of PIM under a maximum-power (43 dBm per car-
rier) two-tone test; almost 40 dB lower than that produced by
the resonator with the SMA connection, establishing that the IM
measured from the resonator incorporating the SMA connection
is dominated by the PIM response of the SMA connection and
not the microstrip resonator itself.

The impedances seen by the SMA nonlinearity in this cir-
cuit are much different than the frequency-independent 50-
impedance of the circuit of Fig. 1. These impedances are plotted
in Fig. 7(b) over the frequency range of 400–500 MHz, which
is the approximate range of nonlinear operation in this two-tone
test, whose input tones were set at 463 and 468 MHz.

The measurements and model predictions for the PIM output
of the network shown in Fig. 7(a) is graphed in Fig. 8. In this
plot, the power in each carrier tone is reported on the horizontal
axis, as with Fig. 6. The increase in PIM output of the SMA
connector over that shown in Fig. 6 is shown on the vertical
axis.

The result of the different impedances seen by the SMA non-
linearity was a dramatic increase of the PIM output of the SMA



1236 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 58, NO. 5, MAY 2010

Fig. 8. Measured (triangles) versus simulated (line) behavior of the increase
of the IM produced by an SMA connector within a resonator over that of the
same connector within the 50-� through line, as shown in Fig. 6. The same
coefficients � , � , and � for � (8) were used in both tests.

connector in the microwave resonator as compared to that pro-
duced by the SMA connector in the 50- circuit shown in Fig. 1.
However, the component I–V nonlinearity (8), which was fit for
the SMA connector in the 50- network of Fig. 1, accurately
predicted the 20 -dB PIM enhancement due to the resonator.
This enhancement is because the higher currents present at the
SMA connector’s location within the resonator excite a higher
level of PIM from this current-dependent nonlinearity [30]. An-
other interesting feature shown in Fig. 8 is that the regrowth
rate of the IM produced by the SMA connector is lower for the
in-resonator case, as shown by the smaller factor PIM enhance-
ment over the through-line circuit as input power increases. The
impedances “seen” by the SMA nonlinearity in the resonator
interact differently than in the through-line case we derived an-
alytically in [10]. Thus, by placing the SMA connector within
the resonator, we change the external impedances with which
it interacts without changing the I–V description of the nonlin-
earity itself. The fact that the same I–V description (8) is able
to predict the IM behavior of the SMA connection in and out of
the resonator shows that the nonlinearity of the SMA connector
is independent of the external circuit. Thus, once the parameters
for component descriptions such as (8) are ascertained, they can
be used to predict the PIM production of the components they
describe in different circuit topologies.

V. FUTURE WORK

This paper has only explored the interaction of memory-
less resistive nonlinear networks in series connection with an
exterior circuit. Although interactions of this type have been
successful in predicting the behavior of coaxial connectors, it is
likely that other aspects of passive nonlinear components would
not be adequately described by the models we have discussed
in this work. For example, the time constant of a nonlinearity,
as studied by Wilkerson et al. [24], [27] could not be described
by the purely resistive (and therefore, memoryless) nonlinear
networks studied here. The models developed in [24] and
[27], however, would likely be very successful at predicting
the overall PIM response of systems containing the types of
nonlinearity studied therein after accounting for the interaction
effect studied in this paper.

In this paper, we have also not analyzed systems where non-
linearity is in a parallel, rather than series connection, with the
external circuit. An example of such a nonlinearity could be the

nonlinear permittivity of the dielectric material of a transmis-
sion line. Such dielectric nonlinearities are common in the op-
tical regime [31] and parallel nonlinearities have been found in
microwave systems as well [30].

Most important will be the impact of this study on “root-prin-
ciples” studies of PIM distortion, which aim to predict compo-
nent PIM as a result of actual physical nonlinear processes. Such
studies have been undertaken in the past (e.g. [4], [9], and [17]),
but no theoretical study to our knowledge has yet predicted ex-
perimentally measured PIM. It is hoped that future studies of
PIM from a root-principles perspective will be aided by this
work’s identification of this interaction and its consequent clar-
ification of the description of the nonlinear component itself.

VI. CONCLUSION

This paper describes several consequences of a linear–non-
linear interaction that was recently found to be of importance in
microwave circuits that produce PIM distortion [10]. This paper
briefly discusses how this linear–nonlinear interaction operates
in an example system. It then discusses how an understanding
of the linear–nonlinear interaction allows us to distinguish
between different types of nonlinearities from the power de-
pendence of the third-order IM product. Next, an example uses
a multiphysics simulator to demonstrate that electrothermal
nonlinearities behave as expected from the linear–nonlinear
interaction model. Lastly, it illustrates how simple nonlinear
models characterized with one circuit can accurately predict
distortion levels when the nonlinearity is placed within a very
different circuit, showing that knowledge of the interaction
gives the ability to accurately predict the behavior of PIM-pro-
ducing components in a variety of circuits such as resonators,
filters, and matching networks.
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