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Abstract. Since information filters have become essential mediators between information sources and their users, information filtering is an important component of modern information systems. The objective of information filtering is to judge the documents as “relevant or non-relevant to users” according to user needs as documents arrive into the system. In this paper, we investigate an information filtering method based on steepest descent induction algorithm, which is an enhanced version of a relevance feedback algorithm, combined with a two-level preference relation on user ranking. The performance of the proposed algorithm is experimentally evaluated. The experiments are conducted using publicly available Reuters-21578 Distribution 1.0 data collection which is a well known dataset in text categorization and machine learning experiments as corpus. A microaverage break-even effectiveness measure is used for performance evaluation. The best size of negative data employed in the training set is empirically determined and the effect of $R_{norm}$ factor on the learning process is evaluated. Finally, we demonstrate effectiveness of proposed method by comparing experimental results to five inductive learning methods. Our method outperforms FindSim, it competes with Naive Bayes, Bayes Nets and Decision Trees. We found that Linear Support Vector Machines is the best among others.

1 Introduction

More and more users are faced with the problem of selecting relevant information in a space of different information-sources. To overcome this information overload problem [1] information filtering (IF) techniques are being developed to deliver information to users. Information filtering is the process that monitors documents as they enter the system and selects only those that match the user query (known as a profile). Information retrieval (IR), on the other hand, accepts user needs (requests) as a query and provides the user with a list of documents ordered (ranked) based on the similarity with the user query.

In IR, the term linear separation is used for retrieval strategies that partitions relevant and non-relevant documents into distinct blocks. Linear separation can be simply implemented by constructing optimal queries that rank (list) relevant documents higher than non-relevant. By importing the same notion to IF, we define an optimal query to be a query that most likely classifies a new document as relevant or non-relevant with respect to some classification function minimizing the error. In this paper, we propose a framework for the filtering problem based on Steepest Descent Algorithm SDA [8], combined with a two-level preference relation on user ranking. The system is trained on pre-judged documents and an optimal query is formulated following the proposed framework.
2 Preliminaries

A typical information retrieval systems \( S \) can be defined as a 5-tuple, \( S=(T,D,Q,V,f) \) where: \( T \) is a set of ordered index terms, \( D \) is a set of documents, \( Q \) is a set of queries, \( V \) is a subset of real numbers, and \( f:D \times Q \Rightarrow V \) is a retrieval function between a query and a document [4]. IR systems based on the vector processing model represent documents by vectors of term values of the form \( d=(t_1,w_{d1}:t_2,w_{d2}:...:t_n,w_{dn}) \), where \( t_i \) is an index term in \( d(i.e \ t_i \in T \cap d) \) and \( w_{di} \) is the weight of \( t_i \) that reflects relative importance of \( t_i \) in \( d \). Similarly, for a query \( q \in Q \), it is represented as \( q=(q_1,w_{q1}:q_2,w_{q2}:...:q_m,w_{qm}) \), where \( q_i \in T \) is an index term in \( q \) (i.e. \( q_i \in T \cap q \)) and \( w_{qi} \) is the weight of query term \( q_i \) that reflects relative importance of \( q_i \) in \( q \). Our objective is to formulate an optimal query, \( Q_{opt} \), that discriminates more preferred documents from less preferred documents. With this objective in mind, we define a preference relation \( \succeq \) on a set of documents, in a retrieval (ranking) output as follows. For \( d, d' \in \Delta \), \( d \succeq d' \) is interpreted as \( d \) is preferred to or is equally good as \( d' \).

The essential motivation is that \( Q_{opt} \) provides an acceptable retrieval output; that is, for all \( d, d' \in \Delta \), there exists \( Q_{opt} \in Q \) such that \( d \succeq d' \Rightarrow f(Q_{opt}, d) > f(Q_{opt}, d') \). A performance measure may be derived by using the distance between a user ranking and a system ranking. A possible evaluation measure is \( R_{norm} \) as suggested by Bollmann and Wong [3], other measures have also been proposed [9]. Let \((D, \succeq)\) be a document space, where \( D \) is a finite set of documents and \( \succeq \) be a preference relation as defined above. Let \( \Delta \) be some ranking of \( D \) given by a retrieval system. Then \( R_{norm} \) is defined as

\[
R_{norm}(\Delta) = \frac{1}{2} \left( 1 + \frac{S^+ - S^-}{S^+_{max}} \right)
\]

where \( S^+ \) is the number of document pairs where a preferred document is ranked higher than non-preferred document, \( S^- \) is the number of document pairs where a non-preferred document is ranked higher than preferred one, and \( S^+_{max} \) is the maximal number of \( S^+ \).

In this paper \( Q_{opt} \) is formulated inductively by SDA as described in [8].

Let \( B = \{b = d - d' : d \succeq d'\} \) be the set of difference vectors in an output ranking. To obtain \( Q_{opt} \) from any query \( Q \), we solve \( f(Q, b) > 0 \) for all \( b \in B \). It is assumed here that \( f(Q, d) = Q^T d \), which is the cross product of vectors, and for \( f(Q, d) > f(Q, d') \) \( \Rightarrow Q^T d > Q^T d' \Rightarrow Q^T (d - d') > 0 \Rightarrow f(Q, b) > 0 \). The steps of the algorithm are as follows.

1. Set starting query vector \( Q_0 \); let \( k = 0 \).
2. Let \( Q_k \) be a query vector at the start of the \((k+1)th\) iteration; identify the following set of difference vectors:

\[
\Gamma(Q_k) = \{b = d - d' : d \succeq d' \text{ and } f(Q_k, b) \leq 0\};
\]
if \( I(\mathcal{Q}) = \emptyset \), \( Q_{opt} = Q_k \) is a solution and exit, otherwise,

3. Let
\[
Q_{k+1} = Q_k + \sum_{b \in I(Q_k)} b
\]

4. \( k = k+1 \); go back to Step (2).

<table>
<thead>
<tr>
<th>Predicted Label</th>
<th>Actual Label</th>
<th>( \text{With at least one topic} )</th>
<th>( \text{With no topic} )</th>
<th>( \text{Total} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>Relevant</td>
<td>7775</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-relevant</td>
<td>Relevant</td>
<td>3019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevant</td>
<td>Non-relevant</td>
<td>1828</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-relevant</td>
<td>Non-relevant</td>
<td>280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>9603</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3299</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1.** (a) Measures of system effectiveness. (b) Number of documents in the collection.

### 3 Effectiveness Measures

Consider a system that is required to categorize \( n \) documents by a query; the result is an outcome of \( n \) binary decisions. From these decisions a contingency table is constructed as in Figure 1(a). Each entry in the table specifies the number of documents with the specified outcome label. In our experiment, the performance is measured with *precision* and *recall*. Precision is defined as the percentage of relevant documents correctly retrieved among the whole retrieved set, and recall is the percentage of relevant documents retrieved among the whole set of relevant documents stored in the system. For text categorization, precision= \( a/(a + b) \) and recall= \( a/(a + c) \). We use *Microaverage* [6] for effectiveness measure. Consider a system with \( n \) documents and \( q \) queries. Then there are \( q \) contingency tables similar to the one in Figure 1(a) representing the decisions of the queries when evaluated against all \( n \) documents. *Microaverage*, adds up the \( q \) contingency tables all together, and then precision and recall are computed. The point where precision and recall are absolutely equal is called as *breakeven point*.

### 4 The Experiment

In this section, we describe the experimental method in detail.

#### 4.1 Reuters-21578 Data Set and Text Representation

To experimentally evaluate the proposed information filtering method we use Reuters-21578 text categorization test collection distribution 1.0 as our corpus [10]. This collection consists of 21,578 documents, that are Reuters newswire stories. The documents of this collection are divided into training and test sets. We restrict our study to only *TOPICS* category, used the Modified Apte split, screened out documents without topics. Figure 1(b) shows some statistics about the number of
documents in the collection. We pre-process the train and unused documents, performing parsing and tokenizing the text portions, producing a dictionary of single words excluding numbers [2]. We used a universal list of 343 stop words to eliminate words with little discriminatory power from the dictionary [11]. The Porter stemmer algorithm was employed to reduce each remaining words to word-stems form [12]. Since any word occurring only a few times is statistically unreliable [7], the words occurring less than five times are eliminated. The words are then sorted in descending order of frequency.

Our experiments are based on the Vector Space Model (VSM). In this model documents and queries are represented as vectors of weighted terms. One common function for computing the term weights is \( w_k = t_k \times \log(N_D/n_k) \) [7], where \( t_k \) is the term frequency, \( N_D \) is the total number of documents in the collection, and \( n_k \) is the number of documents containing \( t_k \). Since long documents have higher term frequencies and uses more terms, we used cosine normalization.

\[
  w'_k = \frac{w_k}{\sqrt{\sum w^2}}
\]

where \( w'_k \) is unnormalized weight of term \( k \), and \( w_k \) is normalized weight of term \( k \)

4.2 Training
We have neither a retrieval output nor a user query. Instead, we have a number of topics and for each topic the document collection is partitioned into training and test cases. The training set contains only positive examples of a topic. In this sense, the training set is not a counterpart of the retrieval output due to the fact that we do not have negative examples. We can, however, construct a training set for a topic that consists of positive and negative examples, under the plausible assumption that any document considered as positive example for the other topics and not in the set of positive examples of the topic at hand is a candidate for being a negative example of this topic. The size and especially the quality of the training set is an important issue in generating an induction rule set.

We include the entire set of positive examples because the SDA with a larger number of positive examples makes the algorithm produce more efficient induction rules. Additionally, the result published by Dumais et al. [5] for the Reuters-21578 data shows that the performance degrades when samples of the positive examples are considered in the training set. The negative data, on the other hand, is sampled because considering the entire set of negative data of a topic increases the learning process overhead and may force the solution vector away from the solution region. For the purpose of estimating the best size for negative data in the training set, we conducted preliminary experiments. The best performance on the top 16 topics is obtained when the proportion of negative data is in the range 50%-80% of the positive data. Therefore, we fix the size of negative sample to 50% of that of the positive set.

We set starting query as mean of positive examples. Within the algorithm loop we continually update the query, \( Q_k \), that yields the highest \( R_{norm} \) value (1.0) in order to
return $Q_k$ as optimal query. If $R_{norm}$ value does not reach 1.0 in maximum 150 iterations the algorithm is terminated and the query with the highest $R_{norm}$ value is set as optimal query.

4.3 Results
The choice of $R_{norm}$ value is important in the learning process. A higher value may produce a better query on the expense of increasing the processing overhead. Finally, after all the necessary parameters are fixed, we train the system on all of the 118 topics.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Findsim</th>
<th>NBayes</th>
<th>SDA</th>
<th>BayesNets</th>
<th>Trees</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>92.9</td>
<td>95.9</td>
<td>96.32</td>
<td>95.8</td>
<td>97.8</td>
<td>98.0</td>
</tr>
<tr>
<td>acq</td>
<td>64.7</td>
<td>87.8</td>
<td>85.26</td>
<td>88.3</td>
<td>89.7</td>
<td>93.6</td>
</tr>
<tr>
<td>money-fx</td>
<td>46.7</td>
<td>56.6</td>
<td>68.72</td>
<td>58.8</td>
<td>66.2</td>
<td>74.5</td>
</tr>
<tr>
<td>grain</td>
<td>67.5</td>
<td>78.8</td>
<td>71.81</td>
<td>81.4</td>
<td>85.0</td>
<td>94.6</td>
</tr>
<tr>
<td>crude</td>
<td>70.1</td>
<td>79.5</td>
<td>82.54</td>
<td>79.6</td>
<td>85.0</td>
<td>88.9</td>
</tr>
<tr>
<td>trade</td>
<td>65.1</td>
<td>63.9</td>
<td>65.25</td>
<td>69.0</td>
<td>72.5</td>
<td>75.9</td>
</tr>
<tr>
<td>interest</td>
<td>63.4</td>
<td>64.9</td>
<td>81.07</td>
<td>71.3</td>
<td>67.1</td>
<td>77.7</td>
</tr>
<tr>
<td>wheat</td>
<td>68.9</td>
<td>69.7</td>
<td>76.06</td>
<td>82.7</td>
<td>92.5</td>
<td>91.9</td>
</tr>
<tr>
<td>ship</td>
<td>49.2</td>
<td>85.4</td>
<td>85.17</td>
<td>84.4</td>
<td>74.2</td>
<td>85.6</td>
</tr>
<tr>
<td>corn</td>
<td>48.2</td>
<td>65.3</td>
<td>75.00</td>
<td>76.4</td>
<td>91.8</td>
<td>90.3</td>
</tr>
<tr>
<td>Avg.Top.10</td>
<td>64.6</td>
<td>81.5</td>
<td>84.54</td>
<td>85.0</td>
<td>88.4</td>
<td>92.0</td>
</tr>
<tr>
<td>Avg.All Cat.</td>
<td>61.7</td>
<td>75.2</td>
<td>76.37</td>
<td>80.0</td>
<td>NA</td>
<td>87.0</td>
</tr>
</tbody>
</table>

NBayes, BayesNets, Trees, and SVM methods are Naive Bayes, Bayes Nets, Decision Trees, and Linear Support Vector Machines methods, respectively. For further details of these methods the reader is referred to [5].

As a comparative study, Table 2 presents results of SDA and other five inductive algorithms that were recently experimented on Reuters-21578 dataset [4]. SDA outperforms Findsim, and is almost as good as NBayes, BayesNets, and Trees methods. It is however outperformed by Linear SVM method due to the fact that relevance feedback methods (including SDA) require as large size of positive data as possible for drifting the query towards the solution region. Therefore, for topics with small number of positive examples, which represent the majority of the topics in the Reuters-21578 data, the optimal query which is close to the solution region is hard to find and the performance of the algorithm SDA is the same as Findsim method on these topics. Nevertheless, on average it outperforms the Findsim method by a significant margin which upholds the plausible fact that higher-order approximation methods, such as SDA, outperforms their counterpart first-order approximation methods, such as Findsim.
5 Conclusion

When the SDA is compared to other inductive algorithms experimented on Reuters-21578, it outperforms Findsim method. However, it competes with NBayes, and BayesNet, Trees methods and outperformed by Linear SVM method. Since information filtering is a dynamic process which keeps updating the query/classifier incrementally based on incoming documents, in future work we intend to investigate application of incremental learning to information filtering.
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