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Private Searching on Streaming Data Based on Keyword Frequency

Xun Yi, Elisa Bertino, Fellow, IEEE, Jaideep Vaidya, and Chaoping Xing

Abstract—Private searching on streaming data is a process to dispatch to a public server a program, which searches streaming sources of data without revealing searching criteria and then sends back a buffer containing the findings. From an Abelian group homomorphic encryption, the searching criteria can be constructed by only simple combinations of keywords, for example, disjunction of keywords. The recent breakthrough in fully homomorphic encryption has allowed us to construct arbitrary searching criteria theoretically. In this paper, we consider a new private query, which searches for documents from streaming data on the basis of keyword frequency, such that the frequency of a keyword is required to be higher or lower than a given threshold. This form of query can help us in finding more relevant documents. Based on the state of the art fully homomorphic encryption techniques, we give disjunctive, conjunctive, and complement constructions for private threshold queries based on keyword frequency. Combining the basic constructions, we further present a generic construction for arbitrary private threshold queries based on keyword frequency. Our protocols are semantically secure as long as the underlying fully homomorphic encryption scheme is semantically secure.

Index Terms—Private searching on streaming data, fully homomorphic encryption, binary linear code

1 INTRODUCTION

The problem of private searching on streaming data was first introduced by Ostrovsky and Skeith [17]. It was motivated by one of the tasks of the intelligence community, that is, how to collect potentially useful information from huge volumes of streaming data flowing through a public server. However, that data which is potentially useful and raises a red flag is often classified and satisfies secret search criteria. The challenge is thus how to keep the search criteria classified even if the program residing in the public server falls into adversary’s hands. This problem has many applications for the purpose of intelligence gathering. For example, in airports one can use this technique to find if any of hundreds of passenger lists has a name from a possible list of terrorists and, if so, to find his/hers itinerary without revealing the secret terrorists list.

The first solution for private searching on streaming data was given by Ostrovsky and Skeith [17], [18]. It was built on the concept of public-key program obfuscation, where an obfuscator compiles a given program $f$ from a complexity class $C$ into a pair of algorithms $(F, \text{Dec})$, such that $\text{Dec}(F(x)) = f(x)$ for any input $x$ and it is impossible to distinguish for any polynomial time adversary which $f$ from $C$ was used to produce a given code for $F$. The basic idea can be briefly described as follows.

Assume that the public dictionary of potential keywords is $D = \{w_1, w_2, \ldots, w_{|D|}\}$. To search for documents containing one or more of classified keywords $K = \{k_1, k_2, \ldots, k_{|K|}\} \subseteq D$, the client generates a public/private key pair of a public key cryptosystem and constructs a program $F$, composed of an encrypted dictionary $E(D)$ from $K$ and a buffer $\mathcal{B}$ which will store matching documents. Then the client dispatches the program $F$ to a public server, where $F$ filters a streaming documents and stores the encryptions of matching documents in the buffer $\mathcal{B}$. After the buffer $\mathcal{B}$ returns, the client decrypts the buffer and retrieves the matching documents. Because both the keywords and the buffer are encrypted, the search criteria are kept classified to the public.

On the basis of this idea, several solutions for private searching on streaming data have been proposed in literature as follows:

1. Ostrovsky and Skeith [17], [18] gave two solutions for private searching on streaming data. One is based on the Paillier cryptosystem [20] and allows to search for documents satisfying a disjunctive condition $k_1 \lor k_2 \lor \cdots \lor k_{|K|}$, i.e., containing one or more classified keywords. Another is based on the Boneh et al. cryptosystem [3] and can search for documents containing $(k_{11} \lor k_{12} \lor \cdots \lor k_{1|K_1|}) \land (k_{21} \lor k_{22} \lor \cdots \lor k_{2|K_2|})$, an AND of two sets of keywords.

2. Bethencourt et al. [1], [2] also gave a solution to search for documents satisfying a condition $k_1 \lor k_2 \lor \cdots \lor k_{|K|}$. Like the idea of [17], an encrypted dictionary is used. However, rather than using one large buffer and attempting to avoid collisions like [17], Bethencourt et al. stored the matching documents in three buffers and retrieved them by solving linear systems.
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3. Yi et al. [25] proposed a solution to search for documents containing more than \( t \) out of \( n \) keywords, so-called \((t, n)\) threshold searching, without increasing the dictionary size. The solution is built on the state of the art fully homomorphic encryption (FHE) technique and the buffer keeps at most \( m \) matching documents without collisions. Searching for documents containing one or more classified keywords like [17], [18], [1], [2] can be achieved by \((1, n)\) threshold searching.

The existing solutions for private searching on streaming data have not considered keyword frequency, the number of times that keyword is used in a document. Search engines like Google, Yahoo, and AltaVista display results based on secret algorithms. Although we do not know the engines like Google, Yahoo, and AltaVista display results satisfying a condition such as:

\[
\left\{ \begin{array}{l}
\text{keyword frequencies}\ 
\end{array} \right. 
\]

Although Yi et al.'s solution for the \((t, n)\) threshold query [25], our solutions encrypt the thresholds, compare them with the ciphertexts and store a matching document into the buffer by constructing an encryption of \((L, t)\) linear code of the document. Unlike the \((t, n)\) threshold query solution where only one threshold \( t \) is encrypted and enclosed to the searching program, our solutions encrypt the frequency threshold for each keyword because different keywords may have different frequency thresholds.

In summary, our main contribution is a new type of private threshold query based on keyword frequency, which can help us in finding more relevant documents from streaming data.

Organization of the rest of this paper. In the rest of this paper, we will introduce the related work and the background necessary to understand our solutions in Sections 2 and 3, define the formal security model for private query in Section 4, describe our two basic constructions for private queries based on keyword frequency in Sections 5 and 6, our complement construction in Section 7, and our generic construction in Section 8. Security and performance analysis is performed in Sections 9 and 10. Conclusions are outlined in the last section.

2. Related Work

In 2005, Ostrovsky and Skeith [17], [18] gave the first solution for private searching on streaming data as follows.

Assume that the public dictionary of potential keywords is \( D = \{w_1, w_2, \ldots, w_{|D|}\} \). To construct a program searching for documents containing one or more of classified keywords \( K = \{k_1, k_2, \ldots, k_{|K|}\} \subset D \), the client generates a pair of public and private keys \((pk, sk)\) for a homomorphic encryption scheme \( E \), such as the Paillier cryptosystem [20], and produces an array of ciphertexts \( E(D) = \{e_1, e_2, \ldots, e_{|D|}\} \), one for each keyword \( w_i \in D \), such that if \( w_i \in K \), then \( e_i = E_{sk}(1) \) and \( e_i = E_{sk}(0) \) otherwise. In addition, the client constructs a buffer \( B \) with \( \gamma m \) boxes, each of them is initialized with two ciphertexts \( (E_{pk}(0), E_{pk}(0)) \), where \( m \) is the upper bound on the number of matching documents the buffer can accommodate and \( m/2^\gamma \) should be negligible.

To perform private searching for keywords, Ostrovsky and Skeith segmented the streaming data \( S \) into streaming documents \( \{M_1, M_2, \ldots\} \), each of which is composed of a number of words, and filtered one at a time. To process a document \( M_i \), the server, which is provided with \( D, E(D), B \), computes \( d_i = \prod_{w_j \in M_i} c_j = E_{sk}(M_i \cap K) \) and \( e_i = d_i^{\gamma} = E_{pk}(M_i \cap K) \), then copies \((d_i, e_i)\) into \( \gamma \) randomly chosen boxes in the buffer \( B \) by multiplying corresponding ciphertexts. If \( M_i \cap K = \emptyset \), this step will add an encryption of 0 to each box, having no effect on the corresponding plaintext. If \( M_i \cap K \neq \emptyset \), the matching document can be retrieved by computing \( M_i = D_{sk}(e_i)/D_{sk}(d_i) \) after the buffer returns. If two different matching documents are ever added to the same buffer box, a collision will occur and both copies will be lost. To avoid the loss of matching documents, the buffer size has to be sufficiently large so that each matching document can survive in at least one buffer box with overwhelming probability.

In 2009, Bethencourt et al. [1], [2] proposed a different approach for retrieving matching documents from the buffer. Like the idea of [17], an encrypted dictionary is used, and no-matching documents have no effect on the contents of the buffer. However, rather than using one large buffer and attempting to avoid collisions, Bethencourt et al. stored the matching documents in three buffers—the data buffer \( F \), the count buffer \( C \), and the matching indices buffer \( I \), and retrieved them by solving linear systems.
Bethencourt et al.’s solution is able to process $t$ documents \( \{M_1, M_2, \ldots, M_t\} \) of streaming data. For each document $M_i$, the server computes $d_i$ and $e_i$ as the Ostrovsky-Skeith protocol, and copies $d_i$ and $e_i$ randomly over approximately half of the locations across the buffers $\mathbb{C}$ and $\mathbb{D}$, respectively. A pseudorandom function $g(i, j)$ is used to determine with probability $1/2$ whether $d_i$ (or $e_i$) is copied into a given location $j$. In addition, the server copies $d_i$ into a fixed number of locations in the buffer $\mathbb{D}$. This is done by using essentially the standard procedure for updating a Bloom filter. Specifically, $k$ hash functions $h_1, h_2, \ldots, h_k$ are used to select the $k$ locations. The locations of $i$ that $d_i$ is multiplied into are taken to be $h_1(i), h_2(i), \ldots, h_k(i)$.

To retrieve the matching documents, Bethencourt et al. decrypted three buffers $\mathbb{F}, \mathbb{C}, \mathbb{D}$ to $\mathbb{F}', \mathbb{C}', \mathbb{D}'$ at first. For each of the indices $i \in \{1, 2, \ldots, t\}$, $h_1(i), h_2(i), \ldots, h_k(i)$ are computed and the corresponding locations in $\mathbb{D}'$ are checked. If all these locations are nonzero, $i$ is added into the list of potential matching indices, denoted as $\{i_1, i_2, \ldots, i_t\}$. The values of $c = \{c_{i_1}, c_{i_2}, \ldots, c_{i_t}\}$, where each $c_i = |M_i| \in K$, are then determined by solving the system of linear equations $A \cdot c^T = \mathbb{C}'^T$, where $A = (g(j, i))$ is an $|\mathbb{C}| \times |i|$ matrix. As the last step, the content of the matching documents $M' = \{M_{i_1}, M_{i_2}, \ldots, M_{i_t}\}$ are determined by solving the system of linear equations $A : \text{diag}(c) \cdot M'^T = \mathbb{C}'^T$.

The advantage of Bethencourt et al.’s approach [1, 2], compared to Ostrovsky and Skeith solution [17], is that buffer collisions do not matter because matching documents can be retrieved by solving linear systems. Consequently, the buffer size does not need to be sufficiently large in order to maintain a high probability of recovering all matching documents. In fact, the buffer size becomes optimal, i.e., $O(m)$. However, Bethencourt et al.’s approach has a drawback as well. To determine the ordinal numbers of potential matching documents in the decrypted buffer $\mathbb{D}'$, Bethencourt et al. had to check each of the indices $i \in \{1, 2, \ldots, t\}$ of the data stream. Therefore, the buffer recovering has a running-time proportional to the size of the data stream, i.e., $O(m^{2.766} + t \log(t/m))$. This does not fit the model given by Ostrovsky and Skeith in [17] and [18], in which the buffer is decrypted at the cost which is independent of the stream size.

The idea of private searching for documents containing one or more of keywords can be modified to construct more complicated queries. For example, a query composed of at most a $\lambda$ AND operations can be performed simply by changing the dictionary $D$ to a dictionary $D'$ containing all $|D|^\lambda$ $\lambda$-tuples of words in $D$, which of course comes at a polynomial blow-up of program size.

Using results by Boneh et al. [3], Ostrovsky and Skeith [17], [18] gave a solution for private queries involving an AND of two sets of keywords without increasing the program size. Their basic idea of searching for documents $M$ such that $(M \cap K_1 \neq \emptyset) \wedge (M \cap K_2 \neq \emptyset)$, where $K_1, K_2$ are two sets of potential keywords, is to construct two arrays of ciphertexts $C_t = \{c_1, c_2, \ldots, c_p\}(\ell = 1, 2)$, where $c_i$ is the encryption of 1 if $w_i \in K_i$ and 0 otherwise. To process a document $M$, the program computes $v_M = \prod_{w_i \in M} c_i' = \mathcal{E}(M \cap K_1) (\ell = 1, 2)$ and then $v = e(v_1, v_2)$, where $e$ is a bilinear map. If $(M \cap K_1 \neq \emptyset) \wedge (M \cap K_2 \neq \emptyset)$ is true, $v$ is an encryption of a nonzero element and 0 otherwise. Then, $M$ is encrypted by replacing 1 with $v$ and 0 with an encryption of 0 and the ciphertext is copied into $\gamma$ randomly chosen boxes in the buffer $\mathbb{D}$.

Ostrovsky and Skeith [19] showed that the general methods used here to create protocols for searching on streaming data (which are based essentially upon manipulating homomorphic encryption) cannot be extended to perform conjunctive queries beyond what has been accomplished as above. More specifically, if one builds a protocol based on an Abelian group homomorphic encryption, then no conjunctive (of more than one term) can be performed without increasing (superlinearly) the dictionary size. It seems that to make progress in significantly extending the query semantics will likely require fundamentally different approaches to the problem, unless major developments are made in the design of homomorphic encryption scheme.

Gentry [9], [10], [11], [12] using lattice-based cryptography constructed the first FHE scheme. In the same year, Dijk et al. [7] presented a second FHE scheme. In 2010, Smart et al. [22] presented a refinement of Gentry’s scheme giving smaller key and ciphertext sizes. Recent breakthrough in FHE makes it possible to perform more complicated private queries on streaming data.

In 2012, based on FHE technique, Yi et al. [25] provided a construction of the searching criteria for private $(t, n)$ threshold query on streaming data, which searches for documents containing more than $t$ out of $n$ keywords, without increasing the dictionary size. Like the idea of [17], an encrypted dictionary $E(D) = \{c_1, c_2, \ldots, c_p\}$, where correspondences to $n$ keywords are encryptions of 0 and 1 otherwise, is used. Besides it, an encryption of the threshold $t \leq |D|$, denoted as $\mathcal{E}_k(t)$, is attached to the program. To process a document $M_i$, the program computes $d_i = \sum_{w_i \in M} c_j = \mathcal{E}_k(|M_i \cap K|)$ and compares $|M_i \cap K|$ with $t$, using $d_i$ and $\mathcal{E}_k(t)$ on the basis of the fully homomorphic property. It outputs a ciphertext $c_i$, which is an encryption of 0 if $|M_i \cap K| \geq t$ and an encryption of 1 otherwise. Then $M_i$ is encrypted by replacing 1 with $\alpha + 1$ and 0 with an encryption of 0. The encryption of a matching document is stored into the buffer by constructing an encryption of $(\ell, \ell)$ linear code of the document, where $\ell$ and $L$ are the plain document size and the plain buffer size, respectively, and then positionwise adding the code into the buffer. To keep up to $m$ matching documents, the buffer size only needs to be $m\ell k (= \ell k)$, where $k$ is a security parameter. In addition, the computational decoding cost is $O(m\ell k^2)$ independent of the streaming size. Furthermore, the buffer can keep at most $m$ matching documents. In case there are more than $m$ matching documents in the streaming data, the buffer stores the first $m$ matching documents and throws the rest away. Thus, the buffer collision is no longer an issue.

### 3 Preliminaries

#### 3.1 Fully Homomorphic Encryption

Previous homomorphic encryption schemes, such as [8], [20], [6], allow homomorphic computation of only one operation (either addition or multiplication) on plaintexts. Recently, FHE schemes, such as [9], [10], [11], [12], [7], [22], which can support evaluation of arbitrary depth circuits, were successfully constructed. Among them, the somewhat fully homomorphic encryption scheme proposed by
Dijk et al. [7] is relatively easy to understand and can be described as follows:

1. **KeyGen(k)**. Takes a security parameter $k$ and determines parameters $\gamma$, $\rho$, $\eta$, $\tau$ satisfying certain conditions. Chooses a random odd $\eta$-bit integer $p$ from $(2\mathbb{Z} + 1) \cap (2^{\rho-1},2^{\rho})$ as the secret key $s_k$. Randomly chooses $q_0, q_1, \ldots, q_r$ from $[1, 2^\rho/p)$ subject to the condition that the largest $q_r$ is odd and relabel $q_0, q_1, \ldots, q_r$ so that $q_0$ is the largest. Randomly chooses $r_0, r_1, \ldots, r_r$ from $\mathbb{Z} \cap (2^{\rho}, 2^{\rho})$ and sets $x_0 = q_0p + 2r_0$ and $x_i = q_ip + 2r_i \mod x_0$. The public key is $pk = <x_0, x_1, \ldots, x_r>$.

2. **Encrypt(pk, m)**. To encrypt $m \in \{0, 1\}$, chooses a random subset $S \subset \{1,2,\ldots,\tau\}$ and a random integer $r$ from $(2^{\rho}, 2^{\rho})$ and outputs

$$c = E(m, x_r) = m + 2r + \sum_{i \in S} x_i \mod x_0.$$ 

3. **Decrypt(sk, c)**. To decrypts $c$, outputs

$$(c \mod p) \mod 2.$$

### 3.2 Fully Homomorphic Properties

In general, a fully homomorphic encryption scheme has the following properties:

$$E(m_1) + E(m_2) = E(m_1 \oplus m_2),$$
$$E(m_1)E(m_2) = E(m_1m_2),$$

for any $m_1, m_2 \in \{0, 1\}$.

Based on the above two properties, given $E(m_1)$ and $E(m_2)$, we can construct

$$E(m_1 \land m_2) = E(m_1)E(m_2),$$
$$E(m_1 \lor m_2) = E(m_1) + E(m_2) + E(m_1)E(m_2),$$

for any $m_1, m_2 \in \{0, 1\}$.

For a positive integer $M = (m_1m_2 \ldots m_b)$ (a binary expression), we write $E(M) = (E(m_1), E(m_2), \ldots, E(m_b))$. Given $E(M_1) = (E(x_1), E(x_2), \ldots, E(x_i))$ and $E(M_2) = (E(y_1), E(y_2), \ldots, E(y_j))$, we can construct $E(M_1 + M_2)$ as follows.

Assume that $(x_1x_2 \ldots x_i)_2 + (y_1y_2 \ldots y_j)_2 = (z_0z_1 \ldots z_b)_2$, where $z_0$ is the carry bit. On the basis of the digital circuit for binary integer addition [21], we have

$$c_i = x_iy_i \lor (x_i \oplus y_i)c_i,$$
$$z_i = x_i \oplus y_i \oplus c_i,$$

for $i = \ell, \ldots, 2, 1$, where $c_i = 0$ and $z_0 = c_0$. Due to $\alpha \lor \beta = (\alpha \lor \beta) \lor (\alpha \beta)$, one can compute

$$E(a_{i-1}) = E(x_i)E(y_i) = E(x_i \oplus y_i),$$
$$E(b_{i-1}) = (E(x_i) + E(y_i))E(c_i) = E((x_i \oplus y_i)c_i),$$
$$E(c_{i-1}) = (E(a_{i-1}) + E(b_{i-1})) + E(a_{i-1})E(b_{i-1})$$

$$= E((a_{i-1} \oplus b_{i-1}) \oplus a_{i-1}b_{i-1}),$$

$$E(z_i) = E(x_i) + E(y_i) + E(c_i) = E(x_i \oplus y_i \oplus c_i),$$

for $i = \ell, \ldots, 2, 1$, then let $E(z_0) = E(a_0)$ and $E(M_1 + M_2) = (E(z_0), E(z_1), \ldots, E(z_i))$. We define $E(M_1) \oplus E(M_2) = E(M_1 + M_2)$.

### 3.3 Integer Comparison

In particular, given $E(M_1)$ and $E(M_2)$ where $M_1$ and $M_2$ are two positive integers, we can compare $M_1$ with $M_2$ by computing

$$E(M_1) \oplus E(-M_2) = E(M_1 + -M_2),$$

where $M_1$ and $-M_2$ are two’s complements of $M_1$ and $-M_2$, respectively. Two’s complement system is the most common method of representing signed integers on computers (please refer to [14], [15], [24]).

If $M_1 \geq M_2$, the most significant bit of $M_1 + -M_2$ is 0 and 1 otherwise.

Given $E(M) = (E(m_1), E(m_2), \ldots, E(m_i))$, we have

$$E(M) = (E(0), E(m_1), E(m_2), \ldots, E(m_i)),$$
$$E(-M) = (E(1), E(m_1) + 1, E(m_2) + 1, \ldots, E(m_i) + 1) \oplus E(1).$$

### 3.4 Binary Linear Codes

An $[n, k]$ binary linear code $C$ of length $n$ and dimension $k$ is a $k$-dimensional subspace of $F_2^n$ according to [16]. The generator matrix for $C$ is $k \times n$ matrix

$$G = \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{k1} & a_{k2} & \cdots & a_{kn} \end{pmatrix},$$

where $a_{ij} \in F_2$, such that $C = \{b_1, b_2, \ldots, b_k | b_2 \in F_2\}$. The matrix $G$ corresponds to a map $F_2^k \rightarrow F_2^n$ expanding a message $(b_1, b_2, \ldots, b_k)$ of length $k$ to an $n$-bit string.

We say that binary linear codes $C_1, C_2, \ldots, C_m$ are orthogonal if $C_i \cap C_j = \emptyset$ and $c_i \cdot c_j = 0$ for any two code-words $c_i \in C_i$ and $c_j \in C_j(i, j = 1, 2, \ldots, m, i \neq j)$, where $\cdot$ stands for the dot product operation. In case where $m = n/k$, there exist $m$ simple orthogonal binary linear codes $C_1, C_2, \ldots, C_m$. The generator matrix of $C_i$ is

$$G_i = \begin{pmatrix} \cdots & 1 & 0 & \cdots & 0 & 0 & \cdots \\ \cdots & 0 & 1 & \cdots & 0 & 0 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & 0 & 0 & \cdots & 1 & 0 & \cdots \end{pmatrix},$$

where the element at $(j, (i-1)k + j)$ for $i = 1, 2, \ldots, m$ and $j = 1, 2, \ldots, k$ is 1 and otherwise 0.

### 4 DEFINITIONS

Definitions for general private queries were given in [17] and [18]. In this paper, slightly different definitions are given.

Like the streaming model given in [17] and [18], we consider a universe of words $W = \{0, 1\}^*$, and a dictionary $D \subset W$ with $|D| < \infty$. We think of a document $M$ just to be an ordered, finite sequence of words in $W$, and a stream of documents $S$ just to be any sequence of documents. We define a set of keywords to be any subset $K \subset D$.

**Definition 1.** A query $Q$ over a set of keywords $K$, denoted as $Q_K$, is a logical expression of keywords in $K$.

**Definition 2.** Given a document $M$ and a query $Q_K$, we define $Q_K(M) = 1$ if $M$ matches the query $Q_K$ and $Q_K(M) = 0$ otherwise.
Definition 3. For a query $Q_K$, a private query protocol is composed of the following probabilistic polynomial time algorithms:

1. $KeyGen(k)$. Takes a security parameter $k$ and generates a pair of public and secret keys $(pk, sk)$.
2. $FilterGen(D, Q_K, pk)$. Takes a dictionary $D$, a query $Q_K$, the public key $pk$, and generates a program $F$.
3. $FilterExec(S, F, pk, m)$. Takes a stream of documents $S$, $F$ searches for any document $M \in S$ such that $Q_K(M) = 1$ (processing one document at a time), and encrypts each matching document with the public key $pk$, and keeps up to $m$ encrypted matching document in a buffer $\Box$, and finally outputs an encrypted buffer $\Box^*$. A collection of the matching documents from $S$.
4. $BufferDec(\Box, sk)$. Decrypts the encrypted buffer $\Box$, produced by $F$ as above, using the private key $sk$ and outputs a plain buffer $\Box^*$, a collection of the matching documents from $S$.

Based on Definition 3, the model for privacy searching on stream data can be illustrated in Fig. 1.

Definition 4 (Correctness of Private Query Protocol). Let $F = FilterExec(S, F, pk, m)$, where $D$ is a dictionary, $Q_K$ is a query over keywords $K$, $(pk, sk) = KeyGen(k)$, $m$ is an upper bound on the number of matching documents, we say that a private query protocol is correct if the following holds: Let $F$ run on any document stream $S$, $\Box = F(S)$, $\Box^* = BufferDec(\Box, sk)$.

1. (Compiled Program Conciseness) $|F| = O(|D|)$.
2. (Output Conciseness) $|\Box| = O(m)$.
3. (Search Completeness) If $|\{M \in S \mid Q_K(M) = 1\}| \leq m$, then $\Box^* = \{M \in S \mid Q_K(M) = 1\}$.
4. (Collision Freeness) If $|\{M \in S \mid Q_K(M) = 1\}| > m$, then $|\Box^* \cap \{M \in S \mid Q_K(M) = 1\}| = m$,

where the probabilities are taken over all coin-tosses of $F$, $FilterGen$, and $KeyGen$.

Definition 5 (Privacy). Fix a dictionary $D$. Consider the following game between an adversary $A$, and a challenger $C$.

The game consists of the following steps:

1. The challenger $C$ first runs $KeyGen(k)$ to obtain a pair of public and secret keys $(pk, sk)$, and then sends $pk$ and $m$, the upper bound on the number of matching documents, to $A$.
2. The adversary $A$ chooses two queries for two sets of keywords, $Q_{0K_0}, Q_{1K_1}$, with $K_0, K_1 \subset D$ and sends them to $C$.
3. The challenger $C$ chooses a random bit $b \in \{0, 1\}$ and executes $FilterGen(D, Q_{bK_b}, pk)$ to create $F_b$, the filtering program for the query $Q_{bK_b}$, and then sends $F_b$ back to $A$.
4. The adversary $A(F_b, pk, m)$ can experiment with code of $F_b$ in an arbitrary non-black-box way, and finally output $b' \in \{0, 1\}$.

The adversary wins the game if $b' = b$ and loses otherwise. We define the adversary $A$’s advantage in this game to be $Adv_A(k) = \Pr(b' = b) - 1/2$. We say that a private query protocol is semantically secure if for any probabilistic polynomial time (PPT) adversary $A$, we have that $Adv_A(k)$ is a negligible function, where the probability is taken over all coin-tosses of the challenger and the adversary.

In the rest of this paper, we will use the notations as listed in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>dictionary of possible keywords</td>
</tr>
<tr>
<td>$</td>
<td>D</td>
</tr>
<tr>
<td>$w_i$</td>
<td>word in the dictionary and documents</td>
</tr>
<tr>
<td>$K$</td>
<td>set of classified keywords</td>
</tr>
<tr>
<td>$k_i$</td>
<td>classified keyword</td>
</tr>
<tr>
<td>$n$</td>
<td>number of classified keywords</td>
</tr>
<tr>
<td>$Q_K$</td>
<td>logical expression of keywords in $K$</td>
</tr>
<tr>
<td>$F$</td>
<td>filter program</td>
</tr>
<tr>
<td>$M, M_i$</td>
<td>document in the streaming data</td>
</tr>
<tr>
<td>$d$</td>
<td>maximal number of words in a document</td>
</tr>
<tr>
<td>$\Box$</td>
<td>buffer to store matching documents</td>
</tr>
<tr>
<td>$m$</td>
<td>maximal number of matching documents in $\Box$</td>
</tr>
<tr>
<td>$(pk, sk)$</td>
<td>public/private key pair</td>
</tr>
<tr>
<td>$\mathcal{E}_{pk}(b)$</td>
<td>encryption of a bit $b$ using $pk$</td>
</tr>
<tr>
<td>$\mathcal{D}_{sk}(c)$</td>
<td>decryption of a ciphertext $c$ using $sk$</td>
</tr>
<tr>
<td>$\overline{0}, \overline{1}$</td>
<td>encryptions of $0$ and $1$ using $pk$</td>
</tr>
<tr>
<td>$</td>
<td>C</td>
</tr>
<tr>
<td>$f(k_i)$</td>
<td>frequency of keyword $k_i$ in a document</td>
</tr>
<tr>
<td>$t_i$</td>
<td>frequency threshold of keyword $k_i$</td>
</tr>
<tr>
<td>$\overline{t}$</td>
<td>two’s complement of an integer $t$</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>homomorphic addition of integers</td>
</tr>
<tr>
<td>$\neg$</td>
<td>complement of a condition</td>
</tr>
</tbody>
</table>

### 5 Disjunctive Threshold Query Based on Keyword Frequency

Formally, a disjunctive threshold query over keywords $K = \{k_1, k_2, \ldots, k_n\}$ can be expressed as

$$Q_K = (f(k_1) \geq t_1) \lor (f(k_2) \geq t_2) \lor \cdots \lor (f(k_n) \geq t_n)$$
where \( f(k_i)(1 \leq i \leq n) \) is the frequency of the keyword \( k_i \) in the document and \( t_i \) is the given threshold. It is easy to see the following lemma.

**Lemma 1.** Given a document \( M \), a disjunctive threshold query \( Q_K(M) = 1 \) if and only if there exists \( i \) such that \( f(k_i) \geq t_i \).

### 5.1 Construction

Following the model described in Section 4, our protocol for disjunctive threshold queries is composed of four algorithms: \( \text{KeyGen}, \text{FilterGen}, \text{FilterExec}, \text{BufferDec} \). Our construction is based on a fully homomorphic encryption scheme and can be formally presented as follows.

**Key Generation.** \( \text{KeyGen}(\cdot) \). Run the key generation algorithm for the underlying fully homomorphic encryption scheme to produce the private key \( sk \) and the public key \( pk \).

**Filter Program Generation.** \( \text{FilterGen}(D, Q_K, pk) \). This algorithm outputs a filter program \( F \) for disjunctive threshold query \( Q_K \) based on keyword frequency.

Assume that the public dictionary \( D = \{ w_1, w_2, \ldots, w_D \} \), keywords \( K = \{ k_1, k_2, \ldots, k_n \} \subset D \), \( d = \lceil \log_2 |M| \rceil \) where \( |M| \) stands for the maximal number of words the document \( M \) may contain, then \( F \) consists of the dictionary \( D \), disjunctive query sign (denoted as 00), and an array of ciphertexts

\[
\hat{D} = \{ \hat{w}_1, \hat{w}_2, \ldots, \hat{w}_D \},
\]

where \( \hat{w}_i = E_{pk}(t_i) \) and

\[
t_i = \begin{cases} \text{frequency threshold for } k_j & \text{if } w_i = k_j \in K \\ 2^d - 1 & \text{if } w_i \notin K. \end{cases}
\]

**Remark.** Because the document \( M \) contains at most \( 2^d - 1 \) words, the frequency of any word in \( M \) is less than \( 2^d - 1 \). In practice, a document which repeats a word for \( 2^d - 1 \) times is unusual. We do not consider this special case in our paper. We set the frequency threshold of a nonkeyword as \( 2^d - 1 \) so that its frequency in \( M \) is never more than the threshold.

Assume \( t_i = (a_1a_2 \ldots a_d)_2 \) where \( a_{ij} \in \{ 0, 1 \} \), then \( \hat{w}_i = E_{pk}(t_i) = (E_{pk}(a_1), E_{pk}(a_2), \ldots, E_{pk}(a_d)) \). The array of ciphertexts \( \hat{D} \) contains \( n \) encryptions of frequency thresholds and \( |D| - n \) encryptions of \( 2^d - 1 \).

**Filter Program Execution.** \( \text{FilterExec}(S, F, pk, m) \). This algorithm outputs an encrypted buffer \( \mathbb{B} \) keeping up to \( m \) matching documents.

First of all, the program \( F \) constructs a data buffer \( \mathbb{B} \) with \( m \ell \) boxes, each of them is initialized with \( E_{pk}(0) \), where \( \ell \) is the size of the document. Next, \( F \) constructs a base buffer \( \mathbb{G} \) with \( m \) boxes, which are initialized with \( (E_{pk}(0), \ldots, E_{pk}(0), E_{pk}(1)) \).

**Remark.** The data buffer \( \mathbb{B} \) is used to store the matching documents and the base buffer \( \mathbb{G} \) is used to ensure the first \( m \) matching documents are stored in \( \mathbb{B} \) without collision.

In addition, the program \( F \) constructs the encryption of the two’s complement of \( -t_i \) (denoted as \( \overline{t_i} \)) with \( \hat{w}_i = E_{pk}(t_i) \), that is,

\[
E_{pk}(\overline{t_i}) = (E_{pk}(1), E_{pk}(a_1) + 1, \ldots, E_{pk}(a_d) + 1) \quad \square \quad E_{pk}(1).
\]

The leftmost bit of the two’s complement of an negative integer is 1 and otherwise 0.

Upon receiving an input document \( M = (m_1m_2 \ldots m_D)_b \) from the stream \( S \), to determine if \( M \) is a matching document or not, the program \( F \) homomorphically computes a ciphertext \( E_{pk}(c_0) \) such that \( M \) is a matching document if \( c_0 = 1 \) and 0 otherwise. It proceeds with the following steps:

1. **Word Collection.** The program \( F \) first collects

\[
\hat{H} = \{ w_i : f(w_i) \mid w_i \in M \cap D \},
\]

where \( f(w_i) \) is the frequency of \( w_i \) in the document \( M \).

**Remark.** \( \hat{H} \) is the set of common words in the document \( M \) and the dictionary \( D \) and their frequencies in \( M \).

Next, \( F \) constructs the encryption of the two’s complement of \( f(w_i) = (b_1b_2 \ldots b_d)_2 \) denoted as \( \overline{f(w_i)} \), for each \( w_i \in \hat{H} \), that is,

\[
E_{pk}(\overline{f(w_i)}) = (E_{pk}(0), E_{pk}(b_1), E_{pk}(b_2), \ldots, E_{pk}(b_d)).
\]

**Remark.** Because \( f(w_i) < 2^d - 1 \), we only consider the encryptions of the \( d \) bits and one sign bit.

2. **Frequency Comparison.** For each \( w_i \in \hat{H} \), the program \( F \) homomorphically compares the frequency \( f(w_i) \) and the frequency threshold \( t_i \) by computing

\[
E_{pk}(\overline{f(w_i)} + \overline{t_i}) = E_{pk}(\overline{f(w_i)}) \quad \square \quad E_{pk}(\overline{t_i}) = (E_{pk}(c_0), E_{pk}(c_1), E_{pk}(c_2), \ldots, E_{pk}(c_d)),
\]

from which only \( E_{pk}(c_0) \) is extracted. In two’s complement system, if \( c_0 = 0 \), then \( f(w_i) \geq t_i \) and otherwise \( f(w_i) < t_i \).

Next, the program \( F \) computes

\[
E_{pk}(c_0) = E_{pk} \left( \bigvee_{w_i \in \hat{H}} (c_0 + 1) \right)
\]

by repeatedly using

\[
E_{pk}(c_0 \vee s) = E_{pk}(c_0) + E_{pk}(s) + E_{pk}(c_0)E_{pk}(s).
\]

If \( c_0 = 1 \), then there exists \( i \) such that \( c_0 \oplus 1 = 1 \) (i.e., \( c_0 = 0 \) and \( f(w_i) \geq t_i \)). If \( w_i \notin K \), then \( t_i = 2^d - 1 \) and it is impossible that \( f(w_i) \geq 2^d - 1 \). This means that \( w_i \in K \) and \( f(w_i) \geq t_i \). According to Lemma 1, \( M \) is a matching document.

If \( c_0 = 0 \), then \( c_0 \oplus 1 = 0 \) (i.e., \( c_0 = 1 \) and \( f(w_i) < t_i \)) for all \( w_i \in M \cap D \). According to Lemma 1, \( M \) is not a matching document.

3. **Document Storing.** Assume that the state of the base buffer \( \mathbb{G} = (g_0, g_1, \ldots, g_l) \), where \( g_i \) is an encryption of either 0 or 1, the program \( F \) constructs an encrypted \( \ell \times L \) generator matrix \( G \) for an [\( L, \ell \)] binary linear code as follows:

\[
G = \begin{pmatrix}
g_0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & g_1 & \cdots & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & g_l & \cdots & 0 \\
0 & 0 & \cdots & 0 & \cdots & g_m \\
\end{pmatrix}.
\]
where \( L = m\ell \) and the element at \((i, (j - 1)\ell + i)\) (for \( i = 1, 2, \ldots, \ell \) and \( j = 1, 2, \ldots, m \)) is \( \hat{q}_j \) and otherwise \( \hat{0} \) (an encryption of 0).

To store the encryption of the document \( M \) into the data buffer \( \mathcal{B} \), the program \( F \) computes

\[
\hat{M} = E_{pk}(c_0)E_{pk}(M)G = (E_{pk}(c_0 m_1), \ldots, E_{pk}(c_0 m_\ell))G,
\]

and positionwise adds the result into the data buffer \( \mathcal{B} \), denoted as

\[
\mathcal{B} = \mathcal{B} + \hat{M}.
\]

If \( c_0 = 1 \), then \( \hat{M} \), the encryption of the binary linear code of the matching document \( M \), is kept in the data buffer \( \mathcal{B} \). If \( c_0 = 0 \), then \( \hat{M} \) is the encryption of 0, which has no effect on the data buffer \( \mathcal{B} \).

4. To avoid collision when storing next matching document into the data buffer \( \mathcal{B} \), the program \( F \) updates the base buffer \( \mathcal{G} \) by homomorphically shifting \( E_{pk}(1) \) in the base buffer \( \mathcal{G} \) to the left one position if \( M \) is a matching document and 0 position otherwise. This is done by computing

\[
\mathcal{G}' = \mathcal{G} \oplus E_{pk}(c_0)\mathcal{G},
\]

where \( \mathcal{G} \) is treated as the encryption of an \( m \)-bit integer, and replacing \( \mathcal{G} \) with \( \mathcal{G}' \).

**Remark.** Initially, \( \mathcal{G} = (E_{pk}(0), \ldots, E_{pk}(0), E_{pk}(1)) \). If \( c_0 = 0 \), the buffer does not change. Only when \( c_0 = 1 \), the buffer is updated by shifting \( E_{pk}(1) \) one position to the left. We only consider the encryptions of the right \( m \) bits. After shifting \( m \) times, the buffer becomes the encryptions of all zeros. The buffer contains at most one encryption of 1 all the time.

**Buffer Decryption.** BufferDec(\( \mathcal{B}, sk \)). Using the secret key \( sk \), the algorithm decrypts the encrypted data buffer \( \mathcal{B} \), sent back by the filter program \( F \), one box at a time. Assume that the decrypted data buffer is \((m'_1, m'_2, \ldots, m'_\ell)\) where \( L = m\ell \), then the set of matching documents is

\[
\mathcal{B}' = \{ M = (m'_{i+1}, \ldots, m'_{id+\ell}) | M \neq 0, i = 0, 1, \ldots, m - 1 \}.
\]

5.2 Correctness

The filter program \( F \) is composed of \( D \) (the dictionary) and \( \hat{D} \) (the encryption of the frequency thresholds). The size of \( \hat{D} \) is \(|D|dk\), where \( k \) is the security parameter. Therefore, the size of the filter program \( |F| = O(|D|) \).

The data buffer \( \mathcal{B} \) has \( m\ell \) boxes (where \( \ell \) is the size of the document), each keeps a ciphertext of one bit. The size of the buffer \( |\mathcal{B}| = m\ell k = O(m) \).

We need to show that if the number of matching documents is less than or equal to \( m \), then \( \mathcal{B}' = \{ M \in S | Q_K(M) = 1 \} \) (search completeness) and otherwise we have \( |\mathcal{B}' \cap \{ M \in S | Q_K(M) = 1 \}| = m \) (collision freeness).

Assume that the matching documents in the stream \( S = \{ M_1, M_2, \ldots \} \) are \( \{ M_{i_1}, M_{i_2}, \ldots \} \). Initially, the data buffer \( \mathcal{B} = (E_{pk}(0), E_{pk}(0), \ldots, E_{pk}(0)) \), the base buffer \( \mathcal{G} = (E_{pk}(0), \ldots, E_{pk}(0), E_{pk}(1)) \) and the generator matrix

\[
G = \begin{pmatrix}
\hat{1} & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & \hat{1} & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\
\end{pmatrix},
\]

where \( \hat{1} \) and \( \hat{0} \) are encryptions of 1 and 0, respectively.

For a nonmatching document \( M \), we have \( c_0 = 0 \) and thus \( \hat{M} = E_{pk}(c_0)E_{pk}(M)G = (E_{pk}(0), E_{pk}(0), \ldots, E_{pk}(0)) \), the data buffer \( \mathcal{B} = \mathcal{B} + \hat{M} \) and the base buffer \( \mathcal{G}' = \mathcal{G} \oplus E_{pk}(c_0)\mathcal{G} = \mathcal{G} \), which means that the content of \( \mathcal{B} \) and \( \mathcal{G} \) do not change.

When the filter program \( F \) deals with the matching document \( M_j \) (\( 1 \leq j \leq m \)), we have \( c_0 = 1 \) and the state of the base buffer \( \mathcal{G} \) is evolved from \( (E_{pk}(0), \ldots, E_{pk}(0), E_{pk}(1)) \) by shifting \( E_{pk}(1) \) to the left \( j - 1 \) positions because there are \( j - 1 \) matching documents before \( M_j \). Therefore, the generator matrix

\[
G = \begin{pmatrix}
\cdots & 1 & 0 & \cdots & 0 & \cdots & 0 & \hat{0} \\
\cdots & 0 & 1 & \cdots & 0 & \cdots & 0 & \hat{0} \\
\cdots & 0 & 0 & \cdots & 1 & \cdots & 0 & \hat{0} \\
\end{pmatrix},
\]

and \( \hat{M}_j = E_{pk}(c_0)E_{pk}(M_j)G = (E_{pk}(0), \ldots, E_{pk}(0), E_{pk}(0)) \) and \( \mathcal{B} = \mathcal{B} + \hat{M}_j = (E_{pk}(M_1), \ldots, E_{pk}(M_{j-1}), E_{pk}(M_j), E_{pk}(0), \ldots, E_{pk}(0)) \). After that, the base buffer \( \mathcal{G} \) is updated to \( \mathcal{G} \oplus E_{pk}(c_0)\mathcal{G} = \mathcal{G} \oplus \mathcal{G} \), i.e., shifting \( E_{pk}(1) \) further to the left one position.

In case when the filter program \( F \) deals with the matching document \( M_j \) (\( j > m \)), although \( c_0 = 1 \), the base buffer \( \mathcal{G} \) contains the encryptions of all zeros and so does the generator matrix \( G \). Therefore, \( \hat{M}_j = E_{pk}(c_0)E_{pk}(M_j)G = (E_{pk}(0), E_{pk}(0), \ldots, E_{pk}(0)) \) and \( \mathcal{B} = \mathcal{B} + \hat{M}_j = \mathcal{B} \). This means the matching document \( M_j(j > m) \) has no effect on the data buffer \( \mathcal{B} \).

In summary, both search completeness and collision freeness are true.

6 CONJUNCTIVE THRESHOLD QUERY BASED ON KEYWORD FREQUENCY

Formally, a conjunctive threshold query over keywords \( K = \{ k_1, k_2, \ldots, k_n \} \) can be expressed as

\[
Q_K = (f(k_1) \geq t_1) \land (f(k_2) \geq t_2) \land \cdots \land (f(k_n) \geq t_n),
\]

where \( f(k_i)(1 \leq i \leq n) \) is the frequency of the keyword \( k_i \) in the document and \( t_i \) is the given threshold. It is easy to see

**Lemma 2.** Given a document \( M \), a conjunctive threshold query \( Q_K(M) = 1 \) if and only if \( f(k_i) \geq t_i \) for \( 1 \leq i \leq n \).

6.1 Construction

Following the model described in Section 4, our protocol of conjunctive threshold query is composed of four algorithms KeyGen, FilterGen, FilterExec, BufferDec. Our conjunctive construction can be formally presented as follows.

**Key Generation.** KeyGen(\( k \)). Run the key generation algorithm for the underlying fully homomorphic encryption scheme to produce the private key \( sk \) and the public key \( pk \).
Filter program generation. FilterGen(D, Q_K, pk). This algorithm outputs a filter program F for conjunctive threshold query Q_K based on keyword frequency. Assume that the public dictionary $D = \{w_1, w_2, \ldots, w_{|D|}\}$, keywords $K = \{k_1, k_2, \ldots, k_n\} \subset D$, $d = \lceil \log_2 |M| \rceil$ where |M| stands for the maximal number of words the document $M$ can contain, then $F$ consists of the dictionary $D$, conjunctive query sign (denoted as 01), and an array of ciphertexts

$$\hat{D} = \{\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_{|D|}\},$$

where $\hat{w}_i = \mathcal{E}_{pk}(t_i)$ and

$$t_i = \begin{cases} 
\text{frequency threshold for } k_j & \text{if } w_i = k_j \in K \\
0 & \text{if } w_i \not\in K.
\end{cases}$$

Remark. Because the document $M$ contains at most $2^d - 1$ words, both $t_i$ and $t = \sum_{w_i \in \hat{E}} t_i$ must be less than $2^d - 1$. We set the frequent threshold of a nonkeyword as 0 so that its frequency is always more than the threshold.

Assume $t_i = (a_{i1}a_{i2} \ldots a_{id})_b$ where $a_{ij} \in \{0, 1\}$, then $\hat{w}_i = \mathcal{E}_{pk}(t_i) = (\mathcal{E}_{pk}(a_{i1}), \mathcal{E}_{pk}(a_{i2}), \ldots, \mathcal{E}_{pk}(a_{id}))$. The array of ciphertexts contains $n$ encryptions of frequency thresholds and $|D| - n$ encryptions of 0.

Filter program execution FilterExec(S, F, pk, m). This algorithm outputs an encrypted buffer $\mathbb{B}$ keeping up to $m$ matching documents.

First of all, the program $F$ constructs a data buffer $\mathbb{B}$ with $m\ell$ boxes, each of them is initialized with $\mathcal{E}_{pk}(0)$. Next, $F$ constructs a base buffer $\mathbb{G}$ with $m$ boxes, which are initialized with $(\mathcal{E}_{pk}(0), \ldots, \mathcal{E}_{pk}(0), \mathcal{E}_{pk}(1))$. In addition, the program $F$ constructs the encryption of the two’s complement of $-t_i$ (denoted as $-\bar{t}_i$) with $\bar{w}_i = \mathcal{E}_{pk}(t_i)$, that is,

$$\mathcal{E}_{pk}(-\bar{t}_i) = (\mathcal{E}_{pk}(1), \mathcal{E}_{pk}(a_{i1}), \ldots, \mathcal{E}_{pk}(a_{id})) \boxplus \mathcal{E}_{pk}(1),$$

and the encryption of $t = \sum_{w_i \in K} t_i$ with $\hat{D}$ (please note that $t_i = 0$ when $w_i \not\in K$), that is,

$$\boxplus_{i=1}^{\hat{D}} \bar{w}_i = \bar{w}_1 \boxplus \bar{w}_2 \Box \cdots \boxplus \bar{w}_{|D|},$$

and the encryption of the two’s complement of $-t$ (denoted as $-\bar{t}$) with $\mathcal{E}_{pk}(t)$, that is,

$$\mathcal{E}_{pk}(-\bar{t}) = (\mathcal{E}_{pk}(1), \mathcal{E}_{pk}(a_1), \ldots, \mathcal{E}_{pk}(a_d)) \boxplus \mathcal{E}_{pk}(1).$$

Upon receiving an input document $M = (m_1 m_2 \ldots m_r)_b$ from the stream $S$, to determine if $M$ is a matching document or not, the program $F$ homomorphically compute a ciphertext $\mathcal{E}_{pk}(c_0)$ such that $M$ is a matching document if $c_0 = 1$ and 0 otherwise. It proceeds with the following steps:

1. (Word Collection). The program $F$ first collects

$$\hat{H} = \{w_i, f(w_i) \mid w_i \in M \cap D\},$$

where $f(w_i)$ is the frequency of $w_i$ in the document $M$. Next, $F$ constructs the encryption of the two’s complement of $f(w_i) = (b_{i1}b_{i2} \ldots b_{id})_b$ denoted as $\overline{f(w_i)}$, for each $w_i \in \hat{H}$, that is,

$$\mathcal{E}_{pk}(\overline{f(w_i)}) = (\mathcal{E}_{pk}(0), \mathcal{E}_{pk}(b_{i1}), \mathcal{E}_{pk}(b_{i2}), \ldots, \mathcal{E}_{pk}(b_{id})),$$

and the encryption of the two’s complement of $t' = \sum_{w_i \in \hat{H}} t_i = (\beta_1, \beta_2, \ldots, \beta_d)$, denoted as $\overline{t'}$, that is

$$\mathcal{E}_{pk}(\overline{t'}) = (\mathcal{E}_{pk}(0), \mathcal{E}_{pk}(\beta_1), \mathcal{E}_{pk}(\beta_2), \ldots, \mathcal{E}_{pk}(\beta_d)).$$

Remark: $\mathcal{E}_{pk}(t') = (\mathcal{E}_{pk}(\beta_1), \mathcal{E}_{pk}(\beta_2), \ldots, \mathcal{E}_{pk}(\beta_d))$ can be obtained with $\boxplus_{w_i \in \hat{H}} \mathcal{E}_{pk}(w_i)$. Because the sum $t'$ is never more than $2^d - 1$, we consider $d$ bits of $t'$ only.

2. (Frequency Comparison). For each $w_i \in \hat{H}$, the program $F$ homomorphically compares $f(w_i)$ and $t_i$ by computing

$$\mathcal{E}_{pk}(\overline{f(w_i)}) + t_i = \mathcal{E}_{pk}(\overline{f(w_i)}) \boxplus \mathcal{E}_{pk}(t_i) = (\mathcal{E}_{pk}(c_{i0}), \mathcal{E}_{pk}(c_{i1}), \mathcal{E}_{pk}(c_{i2}), \ldots, \mathcal{E}_{pk}(c_{id})),$$

from which only $\mathcal{E}_{pk}(c_{i0})$ is extracted. If $c_{i0} = 0$, then $f(w_i) \geq t_i$ and otherwise $f(w_i) < t_i$.

In addition, the program $F$ homomorphically checks if the document $M$ contains all keywords in $K$ by computing

$$\mathcal{E}_{pk}(\overline{t'} + t) = \mathcal{E}_{pk}(\overline{t'}) \boxplus \mathcal{E}_{pk}(t) = (\mathcal{E}_{pk}(c_{00}), \mathcal{E}_{pk}(c_{01}), \mathcal{E}_{pk}(c_{02}), \ldots, \mathcal{E}_{pk}(c_{0d})),$$

from which only $\mathcal{E}_{pk}(c_{00})$ is extracted. If $c_{00} = 0$, then $t' \geq t$ and thus $t = t'$ and the document contains all keywords in $K$. If $c_{00} = 1$, then $t' < t$ and the document does not contain all keywords in $K$.

Remark. Because $t' = \sum_{w_i \in \hat{H}} t_i = \sum_{w_i \in H \cap K} t_i \leq \sum_{w_i \in K} t_i = t$, the inequality $t' \geq t$ means that $t' = t$, $\hat{H} \cap K = K$, and the document contains all keywords in $K$. Reversely, the inequality $t' < t$ means that $\hat{H} \cap K \subset K$ and the document does not contain all keywords in $K$.

Next, the program $F$ computes

$$\mathcal{E}_{pk}(c_0) = \mathcal{E}_{pk}\left((\gamma_0 \oplus 1) \bigwedge_{w_i \in \hat{H}} (c_{00} \oplus 1)\right)$$

$$= (\mathcal{E}_{pk}(c_{00}) + \mathcal{E}_{pk}(1)) \prod_{w_i \in \hat{H}} (\mathcal{E}_{pk}(c_{00}) + \mathcal{E}_{pk}(1)).$$

(2)

If $c_0 = 1$, then $\gamma_0 = 0$ and $c_{00} = 0$ for all $w_i \in \hat{H}$. As discussed above, $\gamma_0 = 0$ means $\hat{H} \cap K = K$ while $c_{00} = 0$ for all $w_i \in H$ means $f(w_i) \geq t_i$ for all $w_i \in H$. It is obvious that $f(w_i) \geq 0$ for all $w_i \not\in K$. According to Lemma 2, $M$ is a matching document.

If $c_0 = 0$ and $\gamma_0 = 1$, $M$ does not contain all keywords in $K$. According to Lemma 2, $M$ is not a matching document. If $c_0 = 0$ and $\gamma_0 = 0$, $M$ does contain all keywords in $K$, but there exists $i$ such that $f(w_i) < t_i$. According to Lemma 2, $M$ is not a matching document.

The rest of the algorithm and the buffer decryption algorithm are the same as our disjunction threshold query.
The correctness of our conjunctive threshold query can be proved in the same way as we prove the correctness of our disjunctive threshold query.

7 COMPLEMENT THRESHOLD QUERY BASED ON KEYWORD FREQUENCY

We have two complement constructions for private threshold queries based on keyword frequency. They are disjunctive complement and conjunctive complement.

7.1 Disjunctive Complement

Formally, a disjunctive complement threshold query over keywords $K = \{k_1, k_2, \ldots, k_n\}$ can be expressed as

$$Q_K = (f(k_{i_1}) \geq t_{i_1}) \lor \cdots \lor (f(k_{i_m}) \geq t_{i_m})$$

$$\lor \neg(f(k_{j_1}) > t_{j_1}) \lor \cdots \lor \neg(f(k_{j_p}) > t_{j_p})$$

where $\neg$ stands for complement (i.e., negation), $\{k_{i_1}, \ldots, k_{i_m}, k_{j_1}, \ldots, k_{j_p}\} = K$ and $n_1 \geq 0, n_2 \geq 0$. It is easy to see

Lemma 3. Given a document $M$, a conjunctive complement query $Q_K(M) = 1$ if and only if there exists $l$ such that $f(k_{i_l}) \geq t_{i_l}$ or $f(k_{j_l}) < t_{j_l}$.

Our construction for the conjunctive complement query is composed of KeyGen, FilterGen, FilterExec, and BufferDec, where KeyGen and BufferDec are the same as the disjunctive threshold query described in Section 5.

Filter program generation. FilterGen$(D, Q_K, pk)$. This algorithm outputs a filter program $F$, which consists of the public dictionary $D = \{w_1, w_2, \ldots, w_{|D|}\}$, disjunctive complement sign (denoted as 10), an array of ciphertexts $\hat{D} = \{\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_{|D|}\}$, where $\hat{w}_i = \mathcal{E}_{pk}(t_i)$ and

$$t_i = \begin{cases} \text{frequency threshold for } k_j & \text{if } w_i = k_j \in K \\ 2^d - 1 & \text{if } w_i \notin K. \end{cases}$$

and an array of ciphertexts $\hat{D'} = \{\hat{w}'_1, \hat{w}'_2, \ldots, \hat{w}'_{|D|}\}$, where $\hat{w}'_i = \mathcal{E}_{pk}(s_i)$ and

$$s_i = \begin{cases} 1 & \text{if } w_i \in \{k_{j_1}, \ldots, k_{j_p}\} \\ 0 & \text{otherwise.} \end{cases}$$

Remark. The encryptions of $s_1, s_2, \ldots, s_n$ are used to indicate the complement positions in $Q_K$ in private.

Filter program execution. FilterExec$(S, F, pk, m)$. This algorithm outputs an encrypted buffer $\mathbb{B}$ keeping up to $m$ matching documents.

The algorithm is the same as the filter program execution in the disjunctive threshold query described in Section 5 except that $F$ computes

$$\mathcal{E}_{pk}(c_0) = \mathcal{E}_{pk}\left(\bigvee_{w_i \in H}(c_0 \oplus 1 \oplus s_i)\right),$$

on the basis of homomorphic properties described in Section 3.

If $c_0 = 1$, then there exists $l$ such that $c_{00} \oplus 1 \oplus s_l = 1$ (i.e., $c_{00} \oplus s_l = 1$). If $w_i \in \{k_{j_1}, \ldots, k_{j_p}\}$, then $s_l = 0$ and thus $c_0 = 0$, which means that $f(w_i) \geq t_l$. If $w_i \notin K$, then $s_l = 0$ and thus $c_0 = 0$, which means that $f(w_i) > t_l$. It is impossible and this event never occurs when $c_0 = 1$. According to Lemma 3, $M$ is a matching document when $c_0 = 1$.

If $c_0 = 0$, then $c_{00} \oplus 1 \oplus s_l = 0$ (i.e., $c_{00} \oplus s_l = 1$) for all $w_i \in M \cap D$. If $w_i \in \{k_{j_1}, \ldots, k_{j_p}\}$, then $s_l = 0$ and thus $c_0 = 1$, which means that $f(w_i) < t_l$. If $w_i \notin K$, then $s_l = 0$ and thus $c_0 = 0$, which means that $f(w_i) < t_l$. According to Lemma 3, $M$ is not a matching document when $c_0 = 0$.

Remark. A disjunctive complement query becomes a disjunctive query if letting $s_l = 0$ for all $l$. In addition, if letting $s_l = 1$ for all $l$, a disjunctive complement query becomes

$$Q_K = (f(k_1) < t_1) \lor (f(k_2) < t_2) \lor \cdots \lor (f(k_n) < t_n).$$

7.2 Conjunctive Complement

Formally, a conjunctive complement threshold query over keywords $K = \{k_1, k_2, \ldots, k_n\}$ can be expressed as

$$Q_K = (f(k_{i_1}) \geq t_{i_1}) \land \cdots \land (f(k_{i_m}) \geq t_{i_m})$$

$$\land \neg(f(k_{j_1}) > t_{j_1}) \land \cdots \land \neg(f(k_{j_p}) > t_{j_p})$$

where $\land$ stands for complement (i.e., negation), $\{k_{i_1}, \ldots, k_{i_m}, k_{j_1}, \ldots, k_{j_p}\} = K$ and $n_1 \geq 0, n_2 \geq 0$. It is easy to see

Lemma 4. Given a document $M$, a conjunctive complement query $Q_K(M) = 1$ if and only if, for any $k_i \in \{k_{i_1}, k_{i_2}, \ldots, k_{i_m}\}$, $f(k_i) \geq t_i$, and for any $k_l \in \{k_{j_1}, k_{j_2}, \ldots, k_{j_p}\}$, $f(k_l) < t_l$.

Our construction for the conjunctive complement query is composed of KeyGen, FilterGen, FilterExec, and BufferDec, where KeyGen and BufferDec are the same as the disjunctive threshold query described in Section 5.

Filter program generation. FilterGen$(D, Q_K, pk)$. This algorithm outputs a filter program $F$, which consists of the public dictionary $D = \{w_1, w_2, \ldots, w_{|D|}\}$, conjunctive complement sign (denoted as 11), an array of ciphertexts $\hat{D} = \{\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_{|D|}\}$, where $\hat{w}_i = \mathcal{E}_{pk}(t_i)$ and

$$t_i = \begin{cases} \text{frequency threshold for } k_j & \text{if } w_i = k_j \in K \\ 0 & \text{if } w_i \notin K. \end{cases}$$

and an array of ciphertexts $\hat{D'} = \{\hat{w}'_1, \hat{w}'_2, \ldots, \hat{w}'_{|D|}\}$, where $\hat{w}'_i = \mathcal{E}_{pk}(s_i)$ and

$$s_i = \begin{cases} 1 & \text{if } w_i \in \{k_{j_1}, \ldots, k_{j_p}\} \\ 0 & \text{otherwise.} \end{cases}$$

Filter program execution. FilterExec$(S, F, pk, m)$. This algorithm outputs an encrypted buffer $\mathbb{B}$ keeping up to $m$ matching documents.
The algorithm is the same as the filter program execution in the conjunctive threshold query described in Section 6 except that $F$ computes

$$
\mathcal{E}_{pk}(c_0) = \mathcal{E}_{pk}(\gamma_0 + 1) \bigwedge_{w_i \in H} (c_{0i} + 1 \oplus s_i)
$$

$$
= \left( \mathcal{E}_{pk}(\gamma_0) + \mathcal{E}_{pk}(1) \right) \prod_{w_i \in H} \left( \mathcal{E}_{pk}(c_{0i}) + \mathcal{E}_{pk}(1) + w_i' \right),
$$

\hspace{1cm} (4)

according to homomorphic properties described in Section 3.

If $c_0 = 1$, then $\gamma_0 = 0$ and $c_{0i} + 1 \oplus s_i = 1$ (i.e., $c_{0i} + s_i = 0$) for all $w_i \in H$. $\gamma_0 = 0$ means $H \cap K = K$. If $w_i \in \{k_{i_1}, \ldots, k_{i_n}\}$, then $s_i = 0$ and thus $c_{0i} = 0$, which means that $f(w_i) \geq t_i$. If $w_i \in \{k_{j_1}, \ldots, k_{j_m}\}$, then $s_i = 1$ and thus $c_{0j} = 1$, which means that $f(w_i) < t_i$. According to Lemma 4, $M$ is a matching document when $c_0 = 1$.

If $c_0 = 0$ and $\gamma_0 = 1$, $M$ does not contain all keywords in $K$. According to Lemma 4, $M$ is not a matching document. If $c_0 = 0$ and $\gamma_0 = 0$, $M$ does contain all keywords in $K$, but there exists $l$ such that $c_{0l} + 1 \oplus s_l = 0$ (i.e., $c_{0l} + s_l = 0$). If $w_l \in \{k_{i_1}, \ldots, k_{i_n}\}$, then $s_l = 0$ and thus $c_{0l} = 0$, which means that $f(w_l) < t_l$. If $w_l \in \{k_{j_1}, \ldots, k_{j_m}\}$, then $s_l = 1$ and thus $c_{0j} = 1$, which means that $f(w_l) \geq t_l$. According to Lemma 4, $M$ is a matching document when $c_0 = 0$.

**Remark.** A conjunctive complement query becomes a conjunctive query if letting $s_i = 0$ for all $i$. In addition, if letting $s_i = 1$ for all $i$, a disjunctive complement query becomes

$$
Q_K = (f(k_1) < t_1) \land (f(k_2) < t_2) \land \cdots \land (f(k_n) < t_0).
$$

### 8 Generic Threshold Query Based on Keyword Frequency

By combining the above basic constructions for private threshold queries based on keyword frequency, we present a construction for a generic threshold query without asymptotically increasing the program size as follows.

Assume that $D$ is the public dictionary of potential keywords and $Q^{(i)}_K(i = 1, 2, \ldots, \lambda)$ stands for a disjunctive, or conjunctive, or complement query over keywords $K_i \subset D$, we consider a generic threshold query

$$
\Phi(Q^{(1)}_{K_1}, Q^{(2)}_{K_2}, \ldots, Q^{(\lambda)}_{K_\lambda}),
$$

where operators in $\Phi$ belong to $\{\lor, \land, \oplus\}$ and $K_i \cap K_j$ for any $i$ and $j$ is not necessary to be empty.

Our construction for the generic threshold query over keywords $K_i (i = 1, 2, \ldots, \lambda)$ is composed of KeyGen, FilterGen, FilterExec, and BufferDec, where KeyGen and BufferDec are the same as the threshold queries described in Section 5.

**Filter program generation.** FilterGen($D, Q^{(1)}_{K_1}, Q^{(2)}_{K_2}, \ldots, Q^{(\lambda)}_{K_\lambda}, pk$). This algorithm outputs a filter program $F$, which consists of \{$F_1, F_2, \ldots, F_\lambda$\}, where $F_i = \text{FilterGen}(D, Q^{(i)}_{K_i}, pk)$.

**Filter program execution.** FilterExec($S, F, pk, m$). This algorithm outputs an encrypted buffer $\mathcal{B}$ keeping up to $m$ matching documents. Upon receiving an input document $M = (m_1, m_2, \ldots, m_c)_b$ from the stream $S$, the program $F$ proceeds with the following steps:

1. The program $F$ runs the programs $F_i$ to compute $\mathcal{E}_{pk}(c_0^{(i)})$ based on (1)-(4).
2. The program $F$ computes

$$
\mathcal{E}_{pk}(c_0) = \mathcal{E}_{pk}(\Phi(c_0^{(1)}, c_0^{(2)}, \ldots, c_0^{(\lambda)})),
$$

according to homomorphic properties described in Section 3.

If $c_0 = 1$, $M$ is a matching document. If $c_0 = 0$, $M$ is not a matching document.

The rest of the construction is the same as FilterExec of the disjunctive threshold query described in Section 5.

**Remark.** All kind of private threshold queries based on keyword frequency can be expressed as $\Phi(Q^{(1)}_{K_1}, Q^{(2)}_{K_2}, \ldots, Q^{(\lambda)}_{K_\lambda})$, where $Q^{(i)}_{K_i}$ is either disjunctive, conjunctive, or complement threshold query, and operators in $\Phi$ belong to $\{\lor, \land, \oplus\}$. Therefore, our solution supports arbitrary private threshold queries.

### 9 Privacy

The privacy of our threshold query protocols is built on the underlying fully homomorphic encryption scheme. We have:

**Theorem 1.** Assume that the underlying fully homomorphic encryption scheme is semantically secure, then our threshold query protocols based on keyword frequency are semantically secure according to Definition 5.

**Proof.** We consider the privacy of the disjunctive threshold query based on keyword frequency in the proof. The privacy of other threshold queries can be proved in the same way.

Denote by $E$ the underlying fully homomorphic encryption scheme. Suppose that there exists an adversary $A$ that can gain a nonnegligible advantage $\epsilon$ in our semantic security game from Definition 5. Then, $A$ can be used to gain a nonnegligible advantage in breaking the semantic security of the underlying fully homomorphic encryption scheme as follows:

Initiate the semantic security game for the encryption scheme with some challenger $C$, which will send us the public key $pk$ for the challenge. For messages $m_0$ and $m_1$, we choose $m_0 = 0 \in \{0, 1\}$ and $m_1 = 1 \in \{0, 1\}$. After sending $m_0, m_1$ back to the challenger $C$, we will receive $e_b = E(m_b)$, an encryption of one of these two values. Next, we initiate the private query game with the adversary $A$, who will give us two disjunctive threshold queries $Q_{K_0}, Q_{K_1}$ for two sets of keywords $K_0 \subset D$ and $K_1 \subset D$ with frequency thresholds $\{t_i\}(i = 1, 2, \ldots, |D|)$ for $Q_{K_0}$ and frequency threshold $\{t_i\}(i = 1, 2, \ldots, |D|)$ for $Q_{K_1}$. We pick a random bit $q$, and construct a private filter program $F$ for $Q_{K_q}$, i.e., $D = \{w_1, w_2, \ldots, w_{|D|}\}$ as follows.

For a word $w_i$ in $D - K_q$, $t_q = 2^d - 1 = (111)_{1_6}$, we construct $\hat{w}_q = (E_{pk}(1), E_{pk}(1), \ldots, E_{pk}(1))$ with $E_{pk}(1)$. 
Note that $E_{pk}(1)$ is the encryption of 1 with the public key $pk$ and different randomness are chosen in $E(1)$ for different words and bits.

For a word $w_i$ in $K_q$, $t_{iq} = (b_1 b_2 \ldots b_d)_q$, we construct $\tilde{w}_{iq} = (E_{pk}(b_1), E_{pk}(b_2), \ldots, E_{pk}(b_d))$ by replacing $E_{pk}(b_j)$ with $E_{pk}(1)$ when $b_j = 1$ and with $E(0) + e_b$ when $b_j = 0$.

Now we give the filter program $F$ to the adversary $A$, who then returns a guess $g'$. With probability $1/2$, $e_b$ is the encryption of 1, and hence $D$ are the encryption of all $2^b - 1$ and no documents can meet the search criterion, and in this event $A$'s guess is independent of $q$, and hence the probability $q' = q$ is $1/2$. However, with probability $1/2$, $e_b = E(0)$, hence $F$ is the filter program that searches for $Q_{K_q}$, constructed exactly as in FilterGen algorithm, and hence in this case with probability $1/2 + \epsilon$, $A$ will guess $q$ correctly, as our behavior was indistinguishable for an actual challenger. We determine our guess $b'$ as follows: If $A$ guesses $q' = q$ correctly, then we will set $b' = 1$, and otherwise we will set $b' = 0$.

Putting it all together, we can now compute the probability that our guess is correct:

$$P'(b' = b) = \frac{1}{2} \left( \frac{1}{2} \right) + \frac{1}{2} \left( 1 + \epsilon \right) = \frac{1}{2} + \epsilon.$$

Therefore, we have obtained a nonnegligible advantage in the semantic security game for the underlying fully homomorphic encryption scheme, a contradiction to our assumption. Thus, our protocol is semantically secure according to Definition 5.

10 Performance Analysis

We have presented two basic constructions for threshold query based on keyword frequency. They are disjunctive and conjunctive.

In our disjunctive construction (Section 5), the client can pregenerates the public/private key pair. In addition, the client needs to encrypt the frequency of each classified keyword in the phase of the filter program generation and to decrypt the buffer $B$ to retrieve the matching documents after the buffer returns. If we do not consider the key generation, the total computation complexity of the client is $O(d|D|)$ encryptions to generate the program $F$ and $O(m\ell)$ encryptions to retrieve the matching documents from the buffer, where $|D|$ is the number of words in the dictionary $D$, $2^d$ is the maximal number of words contained in each document, $\ell$ is the number of bits of each document, and $m$ is the maximal number of matching documents in the buffer.

After receiving the filter program $F$, the server processes each document $M_i$ in three steps. We assume $\mu = |M_i \cap D|$. At first, the server needs to compute $E_{pk}(c_0)$. The computation complexity of the first step is $O(\mu d)$ encryptions to encrypt $\mu$ frequencies with $d$ bits, $O(\mu)$ homomorphic additions of integers with $d$ bits, $O(\mu)$ homomorphic multiplications of bits, and $O(\mu)$ homomorphic additions of bits (please refer to (1)). Then, the server needs to add $M_i$ into the buffer $B$ if $M_i$ is a matching document or add 0 into the buffer otherwise. The computation complexity of the second step is $O(m\ell^2)$ homomorphic multiplications of bits and $O(m\ell^2)$ homomorphic addition of bits. At last, the server needs to update the buffer base $G$. The computation complexity of the third step is $O(m)$ homomorphic multiplications of bits and $O(1)$ homomorphic addition of integers with $m$ bits.

The communication complexity of our disjunctive construction is $O(d|D|C')$ bits for the query and $O(m\ell|C'|)$ bits for response, where $|C|$ is the size of the ciphertext.

Unlike our disjunctive construction, our conjunctive construction (Section 6) needs to compute $E_{pk}(\gamma_0)$ and then $E_{pk}(c_0)$. The computation complexity for the server to compute $E_{pk}(\gamma_0)$ is $O(|D|)$ homomorphic additions of integers. Although the two constructions computes $E_{pk}(c_0)$ with two different equations (please refer to (1) and (2)), their complexities for this computation are almost the same.

Our disjunctive complement construction (Section 7) is different from our disjunctive construction in two ways. The query contains an extra array of ciphertexts to indicate the complement positions in private and the server computes $E_{pk}(c_0)$ with (3), which is different from (1). The differences do not affect the computation complexity of the server, but the computation complexity of the client is increased by $O(|D|)$ encryptions of bits and the communication complexity is increased by $O(|D|C')$ bits on the basis of the performance of our disjunctive construction.

Similarly, our conjunctive complement construction (Section 8) is different from our conjunctive construction in two ways. The differences do not change the computation complexity of the server, but the computation complexity of the client is increased by $O(|D|)$ encryptions of bits and the communication complexity is increased by $O(|D|C')$ bits on the basis of our conjunctive complement construction.

The performance of our generic construction (Section 9) depends on the performance of the underlying basic constructions.

The performance comparison of our threshold query protocols can be summarized in Table 2, where enc. and dec. stand for encryption and decryption of bit, add. and multi. denote the homomorphic addition and multiplication of bits, and ADD. represents the homomorphic addition of integers.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Comp. Complexity (Client)</th>
<th>Comp. Complexity (Server, $M_i$)</th>
<th>Comm. Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disjunctive</td>
<td>$O(d</td>
<td>D</td>
<td>)$ enc.</td>
</tr>
<tr>
<td>Conjunctive</td>
<td>Same as Disjunctive</td>
<td>Disjunctive + $O(</td>
<td>D</td>
</tr>
<tr>
<td>Disjunctive Complement</td>
<td>Disjunctive + $O(</td>
<td>D</td>
<td>)$ enc.</td>
</tr>
<tr>
<td>Conjunctive Complement</td>
<td>Conjugate + $O(</td>
<td>D</td>
<td>)$ enc.</td>
</tr>
</tbody>
</table>

11 Conclusion and Discussion

On the basis of the state of the art fully homomorphic encryption techniques, we have presented constructions...
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