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ABSTRACT

Similarity search applications with a large amount of text and image data demand an efficient and effective solution. One useful strategy is to represent the examples in databases as compact binary codes through semantic hashing, which has attracted much attention due to its fast query/search speed and drastically reduced storage requirement. All of the current semantic hashing methods only deal with the case when each example is represented by one type of features. However, examples are often described from several different information sources in many real world applications. For example, the characteristics of a webpage can be derived from both its content part and its associated links.

To address the problem of learning good hashing codes in this scenario, we propose a novel research problem – Composite Hashing with Multiple Information Sources (CHMIS). The focus of the new research problem is to design an algorithm for incorporating the features from different information sources into the binary hashing codes efficiently and effectively. In particular, we propose an algorithm CHMIS-AW (CHMIS with Adjusted Weights) for learning the codes. The proposed algorithm integrates information from several different sources into the binary hashing codes by adjusting the weights on each individual source for maximizing the coding performance, and enables fast conversion from query examples to their binary hashing codes. Experimental results on five different datasets demonstrate the superior performance of the proposed method against several other state-of-the-art semantic hashing techniques.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing; H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval; I.2.6 [Artificial Intelligence]: Learning

General Terms
Algorithms, Performance, Experimentation
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1. INTRODUCTION

The explosive growth of the internet has generated a huge amount of data such as documents, images, and videos. As the data sizes increase, the density of similar objects in the data space also increases. Therefore, nearest neighbor methods for similarity search applications tend to be more reliable than before. However, two key problems for using nearest neighbor search in large datasets are: (1) Storage challenge. How to store the training data efficiently? (2) Retrieval challenge. How to retrieve the desired data efficiently and effectively? It is clear that the traditional methods, such as TF-IDF for document representations [34, 35], which compare word count vectors, are difficult to be directly used for large datasets, since they need to save the original examples and the computational cost of dealing with floating/integer features is often too high.

A clever way of solving these two challenges is through semantic hashing [17, 33, 47]. By using semantic hashing algorithms, each example in the database is re-represented by a compact binary code, which preserves its semantic meanings in the original feature space. These hashing methods also provide a way to efficiently transform query examples into the corresponding hashing codes. Then, the retrieval process can be simply done by selecting examples within a small Hamming distance of the codes for the query example. This method addresses the two challenges in the following ways: (1) By mapping examples in the database to a low dimensional binary space, it is much more efficient in terms of the storage cost, compared with saving the original examples. (2) The retrieval speed is fast, since an efficient scheme for mapping the query examples to their hashing codes is provided, and the similarity computation can be simply done by using bit XOR operation and counting the number of ‘0’ bits in the low dimensional space. This process is very fast, and nowadays even an ordinary laptop is capable of doing millions of Hamming distance computations in a short time.

Previous semantic hashing methods are successful in addressing the two challenges. However, they do not address the case when examples are described from several different sources. Actually, in many real-world applications, it is
often true that examples are derived from several different sources, and therefore are represented by multiple sets of features. For example, in web mining applications, each webpage has disparate descriptions, textual content, in-bound and out-bound links, etc. In image retrieval, each picture can be described by different kinds of features, such as the SIFT features [27], RGB features, texture features, etc. Different sets of features could have different statistical properties. Therefore, designing a hashing algorithm for examples from multiple information sources is necessary. The main challenge for this task is how to incorporate different sets of features together into one set of binary hashing codes.

To address this task, we propose a novel research problem: Composite Hashing with Multiple Information Sources (CHMIS). The basic objective of CHMIS is to design some efficient and effective hashing algorithms that can encode the examples described from several different information sources. An intuitive way of designing a CHMIS method is to simply concatenate the features from several different sources, treat them as if they were from one information source, and apply the previous hashing method to these examples. However, by doing so, the different statistical properties from different individual sources may be lost. This paper proposes an elegant method – CHMIS-AW (CHMIS with Adjusted Weights) to intelligently integrate information from different sources. In particular, CHMIS-AW is an iterative method which preserves the semantic similarities between training examples, and ensures the consistency between the hashing codes and the corresponding hashing functions designed for different information sources. Furthermore, the importance of each individual source is represented as a convex combination coefficient and can be automatically learned through a joint optimization procedure. Our experiments on five real world datasets with different information sources show that the proposed method outperforms state-of-the-art methods substantially.

2. RELATED WORK

Efficiency is a critical issue for many information retrieval applications with a large number of text documents, images or videos. For traditional ad-hoc text search with relatively short user queries, different types of structures and operations of inverted indexing have been proposed [13, 39, 48, 54]. Distributed indexing [2, 3] has also been explored when there is sufficient computing resource. On the other side, similarity search with documents, images, or other entities are typically represented as feature vectors in a space of more than thousands of dimensions [25, 28], which demands different solutions especially when only limited computing resource is available.

The traditional similarity search is conducted based on these feature vectors by space partitioning index structures, like TF-IDF methods [34, 35], KD-tree, or data partitioning index structures, say R-tree [12]. However, when the dimensionality of feature space is too high, traditional similarity search may fail to work efficiently [46]. Semantic hashing [33] is used in the case when the requirement for the exactness of the final results is not high, and the similarity search in the original high dimensional space is not affordable. More precisely, semantic hashing methods try to represent the whole datasets by using a fixed small number of binary bits so that the queries can be answered in a short time (virtually constant time) [41], with some extent of precision being guaranteed. Such hashing based fast similarity search can be considered as a way to embed high dimensional feature vectors into a Hamming space, while preserving the semantic similarity relationship between examples as much as possible. This is different from traditional dimensionality reduction methods, such as Principal Component Analysis (PCA) and Latent Semantic Analysis (LSI) [15, 20]. Hashing methods map original features to low dimensional binary codes, which enables the efficient search in Hamming space.

One of the most well known hashing methods is Locality-Sensitive Hashing (LSH) [1, 14]. It uses random linear projections to map close examples to similar codes. It has already been proved that the Hamming distance between different examples will asymptotically approach their Euclidean distance in the original feature space, with the increase of the hashing bits. Some LSH based methods are also used for near optimal duplicate detection. For example, min-Hash function [8–10] assigns numbers to each example, and, for two documents, the probability of being assigned the same number equals the ratio of the intersection and union of their word representations.

Besides LSH, some machine learning methods can be adapted to solve the hashing problem. The traditional dimensionality reduction methods can be adapted to solve the hashing problem via a simple thresholding [33, 45]. For example, PCA Hashing [26, 45] computes K-bit hashing codes by projecting each example to the K principal components of the training set, and then binarizing the coefficients, by setting each bit to 1 if it exceeds the median value seen for the training set, and −1 otherwise. In [33], the authors use stacked Restricted Boltzmann Machine (RBM) [18, 19] to generate compact binary hashing codes, which can be considered as binarized LSI. Later, in [51], the authors further improve this method. Some traditional classification algorithms can also be adapted. For example, in [4, 37], the authors adapted AdaBoost [31] to the hashing method. More precisely, they consider the similar pairs of examples as positive examples, and otherwise negative. Then, a set of classifiers are trained by AdaBoost, the output of all of these weak learners are considered as the binary hashing codes. In [43, 44], the authors solve the problem of semi-supervised semantic hashing. In the following two sections, we mainly discuss two state-of-the-art hashing methods that most related to the proposed method – Spectral Hashing [47] and Self Taught Hashing [52], which have been shown to outperform several other types of hashing methods.

2.1 Spectral Hashing (SH)

As a recently proposed method, Spectral Hashing (SH) [47] was proposed to design compact binary codes for search. This method can be considered as an extension of spectral clustering [49]. Its concrete formulation is as follows:

\[
\min \sum_{i,j} S_{ij} |y_i - y_j|^2 \\
\text{s.t. } y_i \in \{-1,1\}^K, \quad \sum_{i} y_i = 0, \quad \frac{1}{n} \sum_{i} y_i y_i^T = I, \quad (1)
\]

where, \(S_{ij}\) is the similarity measure between the example \(i\) and example \(j\), \(y_i\) is the hashing code for the \(i\)-th example, \(K\) is the number of bits. The basic motivation of this formulation is to preserve the original similarity relationship between examples in the Hamming space. However, solving
this above problem is NP hard. After relaxing the discrete constraints to continuous, it can be solved using traditional spectral analysis. Then, the optimal hashing code can be simply obtained by binarizing the solution of the relaxed optimization problem. Moreover, this formulation can be generalized to enable the effective computation for out of sample examples/queries, as introduced in [47].

SH tries to keep the similarity relationships, which are defined in the original feature space, between examples in the hashing codes. However, it is hard to find a good similarity measure which can consider the consistency of the different sources. Actually, some previous works demonstrate an improvement for considering the consistency in multiple source problems [32, 40, 50], in which the authors designed a classifier on each view, and require the outputs from different views should be consistent and not deviate too much.

2.2 Self Taught Hashing (STH)

Self Taught Hashing (STH) [52] can be considered as an extension to SH. To obtain the hashing codes for the training set and the hashing function for efficiently mapping the query examples, STH uses two steps, an unsupervised step and a supervised step. In the unsupervised step, the authors construct a k-nearest-neighbor graph for the given dataset, embed the examples into a K (K is still the number of bits) dimensional space through spectral analysis, and obtain the binary codes for each example through thresholding. In the supervised step, K SVM classifiers are trained based on the training examples, and their binary hashing codes learned from the previous step are used as labels. The hashing codes for the query examples can then be obtained through a classification problem and thresholding by using the K classifiers.

Compared with SH, when dealing with query examples, STH does not assume that data are uniformly distributed in a hyper-rectangle, which is restrictive. The maximum margin principle enables a good generalization ability. However, it still cannot avoid the same consistency problem of the similarity measures for different sources as in SH. Different from their method, the method proposed in this paper combines both the unsupervised and supervised steps for intelligently integrating features from multiple sources.

3. PROBLEM STATEMENT

In CHMIS, we are given a set of n training examples from M information sources, represented as: \( \{x_1^{(i)}, x_2^{(i)}, \ldots, x_n^{(i)}\} \in \mathbb{R}^{d_i \times 1}, i \in \{1, 2, \ldots, M\} \), where \( d_i \) is the dimensionality of the i-th information source. The main objective of CHMIS is to find the optimal K binary hashing bits \( Y \in \{-1, 1\}^{K \times n} \) for these training examples, as well as a hashing function \( f(\cdot) \) that deals with the query (out-of-sample) examples.

The coding optimization criterion is to identify neighbors of the query examples in the training set accurately in a short time. For convenience, throughout this paper, the hashing codes for the i-th training example, i.e., the i-th column of \( Y \), is denoted as \( y_i \). The hashing codes for the p-th hashing bit, which is the p-th row of \( Y \), is denoted as \( Y^p \).

4. COMPOSITE HASHING WITH MULTIPLE INFORMATION SOURCES WITH ADJUSTED WEIGHTS

From the previous presentation, we can see that CHMIS is an important research problem. To solve it, this paper presents a novel optimization formulation – CHMIS-AW (CHMIS with Adjusted Weights).

The main objective of CHMIS-AW is to obtain hashing codes for training examples and to learn the hashing function simultaneously by preserving the similarity relationships between training examples in the original feature space, and generating a consistent hashing function from different information sources. In particular, the objective function of CHMIS-AW is composed of two parts: The first part is a similarity preservation term, which tries to preserve the similarity relationship in the original feature space using the learned hashing codes. The second part ensures the consistency between the learned hashing codes and the corresponding hashing function designed on multiple sources. In the following, we will first introduce how to construct the two parts respectively. Then the joint optimization problem and the corresponding optimization strategy will be provided. Finally, we will discuss the distinctions of the proposed method and some related ones.

4.1 Similarity Preservation

One of the key goals in most state-of-the-art hashing methods, such as [33, 47], is to seek for compact binary codes so that the Hamming distance between codewords correlates with semantic similarity. This indicates that similar data points should be mapped to similar codes within a short Hamming distance. In SH, the authors demonstrated that the problem of finding such an optimal set of codes is closely related to the graph partition methods. They proposed to achieve the goal by using the spectral method.

Different from the previous hashing problems, in CHMIS-AW, we need to deal with multiple information sources. To measure the similarity between examples represented by the binary hashing codes, one natural way is to measure the similarity quantity on each individual source and sum them together as follows:

\[
\sum_{t=1}^{M} \sum_{i,j=1}^{n} S_{ij}^{(t)} \|y_i^{(t)} - y_j^{(t)}\|^2.
\]

Here, \( S_{n \times n}^{(t)} \) is the affinity matrix defined on the t-th source. To meet the similarity preservation criterion, we seek to minimize this quantity, because it incurs a heavy penalty if two similar examples are mapped far away on the information source.

There are many different ways of defining the affinity matrix \( S^{(t)} \). In [47], the author used the global similarity structure of all document pairs, while in [52], the local similarity structure, i.e., k-nearest-neighborhood, is used. In this paper, we use the local similarity, due to its nice property in many data mining and information retrieval applications [28]. In particular, the corresponding weights are computed by Gaussian functions, i.e.,

\[
S_{ij}^{(t)} = \begin{cases} 
\frac{1}{e^{(x_i^{(t)} - x_j^{(t)})^2 / \delta_{ij}}}, & \text{if } x_i^{(t)} \in N_k(x_j^{(t)}) \text{ or } x_j^{(t)} \in N_k(x_i^{(t)}) , \\
0, & \text{otherwise}
\end{cases}
\]

The variance \( \delta_{ij} \) is determined automatically by local scaling [49], and \( N_k(\mathbf{x}) \) represents the set of k-nearest-neighbors of the example \( \mathbf{x} \).

By introducing a diagonal \( n \times n \) matrix \( D^{(t)} \) for each individual source, whose entries are given by \( D_{ii}^{(t)} = \sum_{j=1}^{n} S_{ij}^{(t)} \),
Eq. (2) can be rewritten as:
\[
\text{tr} \left( Y^T \sum_{t=1}^{M} (D^{(t)} - S^{(t)}) Y \right) = \text{tr} \left( Y^T \sum_{t=1}^{M} L^{(t)} Y \right),
\]
where \( L^{(t)} \) is the graph Laplacian [11] defined on the \( t \)-th source, and \( \text{tr}(\cdot) \) is the trace function. Furthermore, similar to [52], we can replace the graph Laplacian with the normalized graph laplacian due to its superior performance [11, 38] indicated by:
\[
\tilde{L}^{(t)} = (D^{(t)})^{-\frac{1}{2}} L^{(t)} (D^{(t)})^{-\frac{1}{2}}.
\]
Then the objective function that needs to be minimized turns to:
\[
\Omega(Y) = \text{tr} \left( Y^T \sum_{t=1}^{M} \tilde{L}^{(t)} Y \right).
\]
By minimizing this term, the similarity between different examples can be preserved in the learned hashing codes.

### 4.2 Consistency

In Section 4.1, our focus is to find the optimal binary hashing matrix \( Y \) that preserves the data similarities in the original feature space. However, this is only a transductive formulation, i.e., \( Y \) cannot be generalized to query examples directly. It is true that we can use the Nyström method [5] to deduce the hashing codes for the query examples from the hashing codes in the training set and the similarity matrix between the query and the training examples, but this operation is as expensive as doing exhaustive nearest neighbor search. We solve this problem by first introducing a linear hash function\(^1\), which is represented as:
\[
f(x_i) = \sum_{t=1}^{M} \alpha_t(W^{(t)} x_i),
\]
where \( W^{(t)} \in \mathbb{R}^{d_t \times K} \) is the weight vector for the classifier on the \( t \)-th source, and \( \alpha = [\alpha_1, \ldots, \alpha_M]^T \) is a \( M \)-dimensional non-negative convex combination coefficient column vector that balances the outputs from each individual source, and \( \sum_{t=1}^{M} \alpha_t = 1 \).

In this way, the output of this hashing function is a convex combination [7] of the linear hash function outputs on each individual source. A constraint here is that the outputs on the training set should be as close to \( Y \) as possible, i.e., the outputs of the hash functions from different sources should make an “agreement” on the learned binary hashing codes. The importance of each individual source on this agreement is specified by the corresponding convex combination coefficient. In this way, this methodology incorporates the different statistic properties of the different sources. The concrete formulation for the consistency part is given as follows:
\[
C_2 \sum_{i=1}^{n} \| y_i - \sum_{t=1}^{M} \alpha_t(W^{(t)} x_i) \|^2 + \sum_{t=1}^{M} \| W^{(t)} \|^2,
\]
where, the regularization term \( \sum_{t=1}^{M} \| W^{(t)} \|^2 \) is introduced to avoid overfitting [42]. \( \sum_{i=1}^{n} \| y_i - \sum_{t=1}^{M} \alpha_t(W^{(t)} x_i) \|^2 \) is a loss function, which measures the difference between the hashing codes and the outputs of the hash functions. \( C_2 \) is a trade-off parameter, balancing the loss function and the regularization term.

\(^1\)Although [30, 43, 44, 52] use linear classifiers, as they have claimed, the kernel methods [36] can be easily incorporated into their formulations. So is the proposed method.

For convenience, we introduce the following concatenate matrix:
\[
\begin{align*}
\tilde{W} &= [(W^{(1)})^T, (W^{(2)})^T, \ldots, (W^{(M)})^T]^T; \\
\tilde{x}^{(t)} &= [0, \ldots, x_i^{(t)}, \ldots, 0]^T.
\end{align*}
\]

Here, after this concatenation, the new designed \( \tilde{W} \) is a \((d_1 + d_2 + \ldots + d_M) \times K\) dimensional matrix, and \( \tilde{x}^{(t)} \) is a one-dimensional column vector with only from the \((d_1 + d_2 + \ldots + d_t + 1)\)-th to \((d_1 + d_2 + \ldots + d_M)\)-th elements being nonzero. It is clear that \((W^{(t)})^T \tilde{x}^{(t)} = W^T \tilde{x}^{(t)}\). Therefore, Eq.(6) can be simplified as:
\[
J(Y, \tilde{W}, \alpha) = C_2 \sum_{i=1}^{n} \| y_i - \sum_{t=1}^{M} \alpha_t(\tilde{W})^T \tilde{x}^{(t)} \|^2 + \| \tilde{W} \|^2
\]
\[
= C_2 \| Y - \sum_{t=1}^{M} \alpha_t(\tilde{W})^T \tilde{X}^{(t)} \|^2 + \| \tilde{W} \|^2,
\]
where \( \tilde{X}^{(t)} = [\tilde{x}^{(t1)}, \tilde{x}^{(t2)}, \ldots, \tilde{x}^{(tM)}] \).

### 4.3 Overall Objective

The overall objective function combines the similarity preservation part given in Eq.(5) and the consistency part in Eq.(8) as follows:
\[
\min_{Y, \tilde{W}, \alpha} T(Y, \tilde{W}, \alpha)
\]
\[
s.t. \quad Y \in \{-1, 1\}^{K \times n}, \quad Y1 = 0, \quad YY^T = I, \quad \alpha^T 1 = 1, \quad \alpha \geq 0,
\]
where \( T(Y, \tilde{W}, \alpha) = \text{tr}(C_1 Y^T \sum_{t=1}^{M} \tilde{L}^{(t)} Y) + C_2 \| Y - \sum_{t=1}^{M} \alpha_t(\tilde{W})^T \tilde{X}^{(t)} \|^2 + \| \tilde{W} \|^2 \). Here, \( Y1 = 0 \) requires each bit to fire 50% of the time (with equal probability as positive or negative), and the constraint \( YY^T = I \) requires the bits to be uncorrelated.

This is a hard optimization problem because of the discrete constraints. We propose to relax this constraint and drop the constraint \( Y1 = 0 \) first. However, even after the relaxation, the objective function \( T(Y, \tilde{W}, \alpha) \) is still non-convex with respect to \( Y, \tilde{W}, \alpha \) jointly, which makes it difficult to solve.

To solve this problem, we will show the optimal solution of \( \tilde{W} \) has a closed form solution with respect to \( Y \) and \( \alpha \). For notational convenience, we rewrite \( \sum_{t=1}^{M} \alpha_t \tilde{X}^{(t)} \) as \( \tilde{X}_\alpha \). Then, the optimal \( \tilde{W} \) can be determined by solving the following optimization problem:
\[
\min_{\tilde{W}} C_2 \| Y - (\tilde{W})^T \tilde{X}_\alpha \|^2 + \| \tilde{W} \|^2.
\]

This is a standard regularized least square problem [6], and its optimal solution can be obtained by:
\[
\tilde{W} = \tilde{Q} Y, \quad \text{where} \quad \tilde{Q} = C_2(\tilde{C}_2 \tilde{X}_\alpha \tilde{X}_\alpha^T + I)^{-1} \tilde{X}_\alpha.
\]

Bringing this solution back to \( T(Y, \tilde{W}, \alpha) \), we can eliminate the optimization variable \( \tilde{W} \), and problem (9) can be rewritten as:
\[
\min_{Y, \alpha} \tilde{T}(Y, \alpha)
\]
\[
s.t. \quad YY^T = I, \quad \alpha^T 1 = 1, \quad \alpha \geq 0,
\]
Algorithm: CHMIS-AW Training

Input:
1. A set of training examples from $M$ information sources: \{$x_1^{(i)}$, $x_2^{(i)}$, \ldots, $x_n^{(i)}$\}, $i \in \{1, 2, \ldots, M\}$.
2. Parameters: Similarity Preservation parameter $C_1$, and Consistency trade-off parameter $C_2$, as in Eq.(9).

Output: The hashing code for training examples $Y$, hashing function weight vector $W$, convex combination coefficient $\alpha$ and median vector $m$

Initialization:
1. Initialize $\alpha_i = \frac{1}{M}$ ($i = 1, \ldots, M$)
2. Construct $X^{(t)}$, $t = 1, \ldots, M$ as in Eq.(7)
3. Construct the normalized graph Laplacians $L^{(t)}$, $t = 1, \ldots, M$ on each individual view as in Eq.(4).

Repeat
4. Calculate $\bar{X}_\alpha = \sum_{t=1}^{M} \alpha_t X^{(t)}$
5. Calculate $Q = C_2(C_2\bar{X}_\alpha \bar{X}_\alpha^T + I)^{-1}\bar{X}_\alpha$
6. Calculate the matrix $H(\alpha)$ as in Eq.(12)
7. Solve the $K$ eigenvectors $Y = \{v_1, v_2, \ldots, v_K\}$ corresponding to the smallest $K$ eigenvalues of $H(\alpha)$
8. Solve $W, \bar{W} = QY$
9. Compute $\alpha$ by solving problem (13)

Until Convergence

Training Hashing Code Generation:
For $p = 1:K$
10. Get the median value for the $p$-th code by $m_p = median(Y^p)$
11. Generating the $p$-th hashing code by $Y_p = (Y_p > m_p)$

End For

where,

$$
\hat{T}(Y, \alpha) = tr\left( Y^T(C_1 \sum_{t=1}^{M} L^{(t)} + C_2(I - Q^T \bar{X}_\alpha) - \bar{X}_\alpha^T Q + Q^T \bar{X}_\alpha \bar{X}_\alpha^T Q) + Q^T Q Y \right) = tr\left( Y^T H(\alpha) Y \right).
$$

Here, $H(\alpha)$ is a positive semi-definite matrix, which is related to $\alpha$ and is introduced to simplify the formulation. $I$ is an identity matrix.

The problem (11) is still non-convex, since $\alpha$ and $Y$ are still coupled together. Fortunately, the problem is convex with respect to either of them, with the other one fixed, and therefore can be solved by alternative optimization with guaranteed convergence. In particular, after initializing $\alpha$, the optimization problem can be solved by doing the following two steps iteratively, until convergence:

1. Fix $\alpha$, optimize:

$$
\min_{\alpha} \ Y^T H(\alpha) Y, \quad s.t. \quad YY^T = I
$$

The solution of this optimization is given by $Y = [v_1, v_2, \ldots, v_K]^T$, whose columns are the $K$ eigenvectors corresponding to the smallest eigenvalues of $H(\alpha)$. Then we calculate $W = QY$.

2. Fix $Y$, optimize:

$$
\min_{\alpha} \ |Y - O\alpha|^2, \quad s.t. \quad \alpha^T 1 = 1, \quad \alpha \geq 0 \quad (13)
$$

where $O = [o^{(1)}, o^{(2)}, \ldots, o^{(M)}]$, and $o^{(i)} = (W)^T \hat{X}^{(i)}$. The combination coefficient $\alpha$ can be solved efficiently by quadratic programming algorithms [7].

After obtaining the optimal $Y$, we can get the optimal hashing code for the training set by thresholding $Y$. More specifically, for $Y^p$, which is the $p$-th row of $Y$, if the $j$-th element $Y^p_j$ is larger than the specified threshold, $Y^p_j = +1$, otherwise $Y^p_j = -1$.

Then, a natural question would be: how to pick these thresholds? In [45], the authors pointed out that a good semantic hashing should also maximize the entropy to ensure efficiency. Using maximum entropy principle, a binary bit that gives balanced partitioning of the whole dataset always provides maximum information. Therefore, we set the threshold for binarising $Y^p, p \in \{1, 2, \ldots, K\}$ to be the median value of $v_p, p \in \{1, 2, \ldots, K\}$ (The median value for $Y^p$ will be denoted as $m_p$ thereafter). Still, after binarising, since different eigenvectors are mutually orthogonal, the different bits $Y^p$ will also be uncorrelated. In this way, the binary code achieves the best utilisation of the hash table and the constraint $Y 1 = 0$ in Eq.(9) can also be satisfied.

After getting the hashing code for the training set, the hashing code for the query example $q$ can be computed by first computing the hashing function $f(q) = \sum_{t=1}^{M} \alpha_t (W)^T \hat{X}^{(t)}$, where, $\hat{q}^{(t)}$ is derived from $q^{(t)}$, using exactly the same way as we derive $\bar{X}_\alpha^{(t)}$ from $x^{(t)}$ in Eq.(7). Then, the corresponding binary hashing code can be obtained through thresholding the hashing function output, i.e., the $j$-th hashing code for $q$ equals $+1$, if $f(q)_j > m_j$ and otherwise $-1$.

4.4 The Whole Algorithm

The training process of the proposed method is described in Table 1. The procedure of deriving hashing codes for query examples is summarized in Table 2. For hashing encoding, the training process is always conducted offline. Therefore, our focus of efficiency is on the prediction process. Since this process only involves some dot products.
Algorithm: CHMIS-AW Predicting

**Input:**
1. A query example \( q \).
2. Hashing function weight vector \( \mathbf{W} \),
3. Convex combination coefficient \( \alpha \),
4. Median vector \( \mathbf{m} \).

**Output:**
The binary hashing code \( \mathbf{h} \in \{ -1, 1 \}^{K \times 1} \) for \( q \)

**Initialization:**
1. Construct \( q^{(t)} \) similar to Eq.(7)
   
   For \( t = 1:M \)
   2. Calculate the regression output by \( o^{(t)} = (\mathbf{W})^T q^{(t)} \)
   
   End For
3. Calculate the balanced output by \( \mathbf{h} = f(q) = \mathbf{O} \alpha \)
   where \( \mathbf{O} = [\mathbf{o}^{(1)}, \mathbf{o}^{(2)}, \ldots, \mathbf{o}^{(M)}] \)
   
   For \( p = 1:K \)
   4. if \( h_p > m_p \), \( h_p = +1 \), and otherwise \( h_p = -1 \)
   
   End For

Table 2: Algorithm: CHMIS-AW Predicting

4.5 Discussions

The CHMIS problem is related to the traditional multi-view learning [16, 21, 24, 40, 50, 53]. The basic motivation for many previous multi-view learning methods [16, 24, 40, 50] is to design a classifier on each view/source, and requires that the soft labels on these views/sources to be consistent and should not deviate too much. These methods are mainly designed for classification problems. However, in CHMIS, we need to learn two things from the training data, i.e., (1) the hashing codes for the training data, (2) a hashing function that enables efficient mappings of query examples. CHMIS is an unsupervised problem, in which we can consider the hashing codes as unknown labels. Therefore, the traditional multi-view learning methods cannot directly be applied to solve CHMIS.

In CHMIS-AW, we learn both the hashing codes and the hashing functions together in one formulation. They are both considered as optimization objectives in this formulation, so that the solution can be tuned to the best point between good hashing codes that preserves the similarities between examples in the original feature space and a perfect hashing function that approximates hashing codes for queries efficiently, since both of them are vital for efficient and effective retrieval. In contrast, in STH, the hashing codes and hashing functions are optimized in two different steps, which may cause a disconnection between them.

5. EXPERIMENTS

In this section, we will show the effectiveness of the proposed method through an extensive set of experiments.

5.1 Dataset

1. **Cora** [29] dataset consists of the abstracts and references of around 34,000 computer science papers. Part of them are categorized into several subfields, such as Data Structure (DS), Hardware and Architecture (HA), Machine Learning (ML), Operation Systems (OS) and Programming Language (PL). We randomly choose OS among them to do comparison experiments. There are 4 topics in this dataset. The tf-idf (normalized term frequency and log inverse document frequency) features of the content part of these webpages are used as the first information source, and the link information is used as the second one. We randomly select 1122 examples as training examples, and another 124 example as testing examples/queries.

2. **Reuters (Reuters21578)** is a collection of documents that appeared on Reuters newswire in 1987. As the name suggests, it contains 21578 documents, with 135 categories. In our experiments, examples corresponding to the top 10 categories are kept, and the documents with more than one of the 10 categories discarded. There are 7757 documents left. We use the original tf-idf content information, processed by PCA, as one information source, and the hidden topics information obtained from Probabilistic Latent Semantic Analysis (PLSA) of the binary word features as another one. 6982 examples are used as training examples, while 775 for testing.

3. **ReutersV1 (Reuters-Volume I)**: It is an archive of over 800,000 manually categorized newswire stories [23]. There are in total 126 topics in it. A subset of ReutersV1 is used. In experiments, we choose examples from ten categories of them. The documents with more than one category are discarded. There are in total 26161 examples left. 13081 examples are randomly selected as the training examples, while the remaining 13080 examples are used as testing examples. Similar to the Reuters (Reuters21578) dataset, we use the tf-idf features as one information source, and the dimensionality reduction results obtained from the PLSA of the binary word features as another information source.

4. **WebKB** consists of about 7000 webpages, collected from four universities, and is divided into 7 categories. We use content and link information as the two information sources of this dataset, where tf-idf features are used for the content part. 90% examples (6195) are randomly selected as training examples, while the remaining (688) examples are used for testing.

5. **Healthcare** dataset contains the information of 14199 diabetic patients over 1 year. The label of each patient indicates the patient has diabetes or not. We use the CCS hierarchy diagnosis code (where all the codes directly related to diabetic diagnosis have been discarded), CPT procedure code, and NDC drug code information as three different views of patient features.

---

\(^{2}\)The code and data can be found on the author’s homepage.

\(^{3}\)http://daviddlewis.com/resources/textcollections/reuters21578/.

\(^{4}\)Actually, PLSA [20] can be considered as a dimensionality reduction method, which maps the documents into some fixed number of hidden topics. The topic distribution for each document can be used as low dimensional features.

\(^{5}\)CMU world wide knowledge base (WebKB) project. Available at http://www.cs.cmu.edu/ WebKB/.
5.2 Evaluation Metric

For each dataset, we use each document in the testing set as a query example to retrieve documents in the training set. We use two different metrics: the precision for the top 100 retrieved documents, and the precision for the documents within the Hamming distance 2. Here, precision is defined as follows:

\[
\text{precision} = \frac{\text{the number of retrieved relevant documents}}{\text{the number of all retrieved documents}}.
\]

Throughout this paper, the relevant documents denote the ones with the same topics/labels as the query examples. The averaged precision over all queries are recorded. As claimed in [22], once the number of bits is sufficiently high (e.g., 64), one would expect that distances with a Hamming distance less than or equal to two would correspond to nearest neighbors in the original data embedding.

For the Reuters and healthcare datasets, we further report the precision-recall curves, where the recall rate is defined as:

\[
\text{recall} = \frac{\text{the number of retrieved relevant documents}}{\text{the number of all relevant documents}}.
\]

To draw the precision-recall curves, for each query example, we vary the number of retrieved documents from 0 to the number of all training examples, while fixing the number of hashing bits. The final results are the averaged results over all of the testing examples.

5.3 Comparison Methods

The proposed method CHMIS-AW is compared with four different algorithms on these datasets, i.e., Self Taught Hashing (STH), Spectral Hashing (SH), PCA Hashing (PCAH), and Latent Semantic Hashing (LSH).

These four comparison methods cannot be directly used for the multiple information sources. So, when conducting these comparison experiments, we first concatenate the features on different sources, use them as a single set of features and then apply the comparison algorithms. The parameters $C_1$ and $C_2$ in CHMIS-AW are tuned by 5-fold cross validation on the training set through the grid \{0.5, 2, 4, 8, 16, 32, 128\}.

When constructing the graph laplacians for both CHMIS-AW and STH, the number of nearest neighbors is fixed to 7 for all experiments. For LSH, we randomly select projections from a Gaussian distribution with zero-mean and identity covariance to construct the hash tables.

5.4 Results and Discussions

First of all, we evaluate the performances of different algorithms by varying the number of hashing bits in [8, 16, 32, 64, 128]. The precision for the top 100 retrieved examples with different number of hashing bits is reported in Fig.1. And the precision for examples within hamming distance 2 is reported in Fig.2. From these comparison results, we can see CHMIS-AW shows the best performance among five hashing methods in most of the cases with information from different sources. CHMIS-AW also outperforms the other hashing methods in most cases when they use information from one specific source. In Fig.1(d), the precision of the proposed method is lower than that of SH and PCAH. However, from the perspective of precision within hamming distance 2, as shown in Fig.2(d), it gives the best performance. So, we can conclude that, in WebKB, CHMIS-AW achieves the best performance in retrieving the several most relevant examples, although probably not the top 100. The good performance of the CHMIS-AW is mainly because: (1) CHMIS-AW integrates the different information sources together more naturally; (2) CHMIS-AW learns the hashing codes and hashing functions in one formulation, which effectively avoid the noise that can be caused in a two step's method as in STH.

As claimed in [33, 47], the LSH method is data-oblivious, and may lead to inefficient codes in practice. From the reported results, we can see that, LSH does not perform well in most cases, especially under the criteria of the precision of the top 100 examples. But for the criteria of the precision within Hamming distance 2, LSH does well in some cases. The similar behavior is also observed in [22]. As a spectral based method, SH borrows the idea of spectral analysis. Its basic motivation is reasonable. However, in CHMIS, SH cannot find a good similarity matrix that can be consistent on the different sources. As shown in the experimental results, the performance of SH is worse than that of CHMIS-AW. STH is a two step method. The first step is spectral clustering step, and the second step employs SVM. However, it still cannot integrate the natural of multiple source problem into the algorithm and it needs to prepare the training data in a format for SVM, which may introduce some noise in this
process. That’s why its performance cannot exceed that of CHMIS-AW.

By fixing the number of bits to 32, we further report the corresponding performances on all of the five datasets, along with the performance on each individual source in Tables 3 and 4. It seems that, in some cases, brute force concatenating the features from different sources together may not necessarily improve the hashing performance. It further confirms that we need some more sophisticated algorithms specifically designed for CHMIS. Since the proposed method is specifically for CHMIS, it achieves the best performance. STH performs better than SH, PCAH and LSH. We have also observed similar results on the other three datasets. But due to the limit of space, they cannot be reported here.

There are two parameters in the proposed method, i.e., \( C_1 \) and \( C_2 \). To prove the robustness of the proposed method, we conduct some parameter sensitivity experiments on Reuters. For each experiment, we tune only one parameter from the grid \( \{0.5, 2, 4, 8, 16, 32, 128\} \), while holding the other one. The results are reported in Fig. 4 and Fig. 5. It is clear from these experimental results that the performance of the proposed method are relatively stable with respect to \( C_1 \) and \( C_2 \). We have also observed similar patterns of the proposed method in the other four datasets.

The testing process of CHMIS-AW is fast, since the hashing function is a linear mapping and only involves some dot products. On an ordinary PC with Intel Core Duo CPU 2.5 GHZ and 4GB RAM, it takes about 0.0001 second per example for prediction in all datasets, which is similar to the comparison methods.

6. FUTURE WORKS

In this paper, in Eq.(3), we combined the graph Laplacian on each individual source with equal weights. However, a natural question would be: since we are tuning the importance on each individual source by using a balancing factor \( \alpha \), can we do the same thing to combine the different graph Laplacian with different weights? One choice is to change the objective function in Eq.(9) to:

\[
tr(C_1 Y^T \sum_{t=1}^{M} g(\alpha_t) \tilde{L}^{(t)} Y) + C_2 \| \tilde{Y} - \sum_{t=1}^{M} \alpha_t (\tilde{W})^T \tilde{X}^{(t)} \|^2 + \| \tilde{W} \|^2,
\]

where \( g(\bullet) : \mathbb{R} \rightarrow \mathbb{R} \) is a non-decreasing function. We believe this is true. The problem is how to design a reasonable \( g(\bullet) \) function for this objective function. It is an intriguing problem that needs to be solved in the future.

Besides the problem of combining graph Laplacians, another future direction is to investigate how to solve the problem when some sources of features are missing for some specific examples.

7. CONCLUSIONS

To enable fast similarity retrieval, semantic hashing methods represent the examples by a small number of binary bits, so that the storage space can be minimized, and the retrieval speed can be accelerated. However, previous hashing methods only consider the case when each example is represented by one type of features. There is no prior work that incorporates different information sources together and learn the corresponding hashing codes. To address this problem,
Figure 2: Precision results for the top results within hamming distance 2. It is clear that CHMIS-AW shows the best performance among the five hashing methods in most of the cases.

Figure 3: Precision and Recall Curve on Reuters and the healthcare dataset, with fixed bit number 32. CHMIS-AW demonstrates its superior performance over the other three algorithms.

this paper proposes a novel research problem as Composite Hashing with Multiple Information Sources (CHMIS) for intelligently combining information from different sources into final hashing codes. In particular, a method called CHMIS-AW (Adjusted Weights) is proposed to achieve this goal. CHMIS-AW is an iterative method, which optimizes the relaxed hashing codes and the combination coefficients alternately. An extensive set of experiments clearly demonstrates the superior performance of the proposed method against several state-of-the-art techniques.
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Parameter Sensitivity for $C_1$ and $C_2$, with 32 hashing bits. The proposed method is stable with the two parameters under the precision within hamming distance 2.
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