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Optical Diffusometry Techniques and Applications in Biological Agent Detection

Optical diffusometry is a technique used for measuring diffusion. This work explores the possibility of directly measuring diffusion coefficients of submicron particles for pathogen detection. The diffusion coefficient of these particles is a function of the drag coefficient of the particle at constant temperatures. Particles introduced into a sample containing an analyte bind with the analyte if functionalized with the appropriate antibodies. This leads to an increase in the hydrodynamic drag of the particles and hence a decrease in their diffusion coefficient. This study uses the above principle to effectively measure the diffusion coefficient of the particles using two different experimental approaches. The measured reduction in the diffusion coefficient can be correlated to the amount of analyte present and thus forms the basis of biological agent detection. Sensitivity to experimental conditions is analyzed. It is observed that alternative techniques such as optical trapping hold promise: the diffusive behavior of particles in optical traps is found to be quantitatively different from that of a free particle. Hence preconditions are identified to make optical trapping appropriate for agent detection. [DOI: 10.1115/1.2969430]

From the above formula, the diffusion coefficient of submicron particles can be used to measure the temperature of the fluid at small length scales, the local fluid viscosity, and also the particle size. Recently, several researchers [6–9] studied the Brownian motion of submicron sized particles suspended in a fluid using digital video microscopy. Crocker [6] made use of optical traps to study the hydrodynamic correction to Brownian motion for the case of two spheres in close proximity. They demonstrated with carefully designed experiments that the diffusion coefficient can be experimentally measured to an accuracy of ±1%. Nakroshis et al. [10] measured the Boltzmann constant, whereas Salmon et al. [9] measured Avogadro’s number by studying the Brownian motion of submicron sized particles.

The present work explores the process of measuring the mean diffusion coefficient of a population of nearly identical virus-tagged rigid spherical particles. It is motivated by the idea that the binding of viruses on antibody functionalized particles should result in a measurable change in the diffusion coefficient. Such a decrease can be measured by the observation of particles, which are freely moving or are held in a region by an optical trap. Thus the objective is to establish optical diffusometry as a viable technique for biosensing, which is the name given to a host of technologies designed to detect the presence of biological analytes in a solution. These technologies use recognition elements such as antibodies, DNA, receptor proteins, and biomimetic elements for the above stated purpose. These methods include, but are not limited to, immunoassays [11], enzyme-catalyzed reactions [12], surface plasmon resonance technique [13], and impedimetric methods [14,15]. Optical methods for biosensing were explored by Anderson et al. [11] who developed a portable and automated

Introduction

The early work of Einstein [1], Smoluchowski [2], and Langevin [3] established the much needed theoretical framework required to understand Brownian motion. The strange jiggling motion of the pollen grains was first documented by Brown, but it took an intuitive leap when Einstein [1] explained the underlying physical mechanism behind the phenomenon. Based on the molecular kinetic theory of heat and the fluctuation-dissipation theorem, Einstein deduced that the diffusion coefficient ($D$) of the particle is related to the viscous frictional resistance ($\zeta$) in the following form:

$$D = \frac{kT}{\zeta}$$

(1)

where $k$ is the Boltzmann constant and $T$ is the temperature. See also Ref. [4] for a contemporary treatment.

For spherical particles with radius $r$ and low Reynolds number flow, $\zeta$ is well approximated by Stokes’ law [5],

$$\zeta = 6\pi \mu r$$

(2)

where $\mu$ is the viscosity of water.
optical biosensor called RAPTOR to perform immunoassays. Fluorescence intensity was used to quantify the presence of antigens in a sample. Cui et al. [16] showed that binding of an analyte to the surface of a silicon nanowire leads to an observable change in the electrical conductivity of a medium. Such methods provide a basis for sensitive sensors to detect chemical and biological species. Typically, affinity biosensors use sandwich assays for detection and measurement. One drawback of sandwich assays is the difficulty in producing two antibodies that each bind to different sites of an antigen. Also, the probability of two binding events on a single antigen is less than that of a single binding event.

Most of the prevalent biological agent detection methods suffer from the disadvantage of being an indirect method. The present work explores different optical diffusometry techniques and establishes these as direct means of pathogen detection. The principles underlying all of them are discussed in detail, and the advantages and disadvantages of each are examined.

Experimental Techniques for Optical Diffusometry

This section discusses two experimental techniques—particle tracking and micron resolution particle image velocimetry (μPIV).

Particle Tracking. Einstein, in his pioneering work [1], defined the diffusion coefficient in terms of a measurable property of Brownian motion—the mean square displacement of particles. These quantities are related by

$$\langle \Delta x^2 \rangle = 2nD\Delta t$$  \hspace{1cm} (3)

where $\Delta x$ is the displacement of the Brownian particle over a period of time $\Delta t$, the brackets $\langle \rangle$ refer to the statistical average of the contained quantity, and $n$ is the number of degrees of translational freedom.

In particle tracking the motion of individual particles as a function of time is measured, and then Eq. (3) is applied to find the diffusion coefficient [7,17]. The accuracy and practicability of using diffusometry as a means of biological agent detection strongly depends on how the mean square displacement $\langle \Delta x^2 \rangle$ is determined. For this a discrete approach to position detection is undertaken by analyzing a sequence of images.

Particle position detection requires a position acquisition system, usually a video microscopy system. The particles undergoing Brownian motion are imaged at a fixed time interval using a video camera or a charge coupled device (CCD) camera attached to a microscope. Particle tracking can be done for a single or for multiple particles. The former, as the name suggests, involves tracking a single particle. The more advanced multiple particle tracking method tracks multiple particles simultaneously and recovers track data for each particle.

An accurate calculation of diffusion coefficient relies directly on the ability to track and identify particles. Einstein's original formulation assumes negligible boundary effects on the random motion of particles. To achieve such a condition experimentally, the focal plane of objective lens was adjusted so that each imaged particle is several particle diameters away from the wall. The particles were imaged using fluorescence microscopy, and a CCD camera (CoolSnap HQ, Photometrics, Tuscon, AZ) was used to acquire images at specified intervals. The camera has a 1392 × 1040 element CCD at 6.45 × 6.45 μm² pixel pitch. Image acquisition was controlled using the METAMORPH software package (Universal Imaging Corp., PA). The exposure time was set at 10 ms, and the time between images was 300 ms. The images were filtered using wavelet transformation to improve the signal-to-noise ratio. These images were then processed to yield the location of particle centers. Local maxima were first found with pixel level accuracy and the centers were located with subpixel accuracy using Gaussian curve fitting. Selecting only those maxima, which were above a certain threshold level, ensured that the particles being selected were in the vicinity of the focal plane of the objective lens.

The objective lens had a magnification of 20×, and the resulting field of view had 10–20 particles per image. The center locations of the particles in the images were analyzed using a MATLAB adaptation of the IDL particle tracking software developed by Grier, Crocker, and Weeks. The adaptation by Blair and Dufresne is freely available for public use [18].

Referring to Eq. (3), we see that the equation is statistical in nature and that the accuracy in the computation of diffusion coefficient is limited by the accuracy of the measured value of displacement values. Pixelation of data is the foremost source of error in the above discussed methodology. However, with Gaussian curve fitting, an accuracy of tenth of a pixel can be achieved for particles of this size. The accuracy of subpixel location is directly correlated to the original size of the object being located. It is simply a biasing of the brightest portion of the feature of interest, weighed by the location of neighboring bright areas. In addition Eq. (3) ideally requires an infinite sample size, but this is clearly not possible. In accordance with statistical theory, the error reduces with an increase in sample size. Hence care should be taken to ensure that an adequate number of images are processed in order to arrive at an accurate value of the diffusion coefficient.

μ-PIV. μ-PIV uses instantaneous and ensemble-averaged flow fields in micron-scale fluidic devices. μ-PIV is now an established nonintrusive technique to obtain accurate velocity data with high spatial resolution and is widely used as a design tool for microfluidic devices. Like the setup of Santiago et al. [19], epifluorescent microscopy with micron sized (~700 nm) seed particles was used, and a CCD camera was used to record high-resolution particle-image fields. Although μ-PIV is primarily used to measure velocity fields, for small seed particles (<1 μm) and low speed flow (<10 μm/s), information regarding temperature and Brownian motion behavior can be extracted from the flow field. The basis for such extraction was laid out by the work of Olsen and Adrian [20] who showed that at such small scales errors from Brownian motion were significant enough to contribute to errors in the μ-PIV velocity measurements. It was later shown [21] that the broadening of the signal peak in the cross-correlation function is the key to measuring temperature using PIV. Olsen and Adrian [20], using theoretical considerations, derived equations describing the shape and height of the cross-correlation function in the presence of Brownian motion for both light-sheet illumination and volume illumination, which is used in μ-PIV. A minor manipulation of those equations (Eqs. (11) and (12) of Ref. [21]) shows that the diffusion coefficient can be related to the signal width by

$$\frac{2D\Delta t}{M^2} = \frac{\Delta x^2_{c,0} - \Delta x^2_{a,0}}{8M^2}$$  \hspace{1cm} (4)

where $\Delta x^2_{c,0}$ is the width of the correlation peak with Brownian motion, $\Delta x^2_{a,0}$ is the width of the correlation peak without Brownian motion, and $M$ is the magnification of the objective lens. It should be noted that in any experiment, even where Brownian motion is significant, a computation of the autocorrelation function of one of the PIV image pairs yields $\Delta x^2_{a,0}$.

Assessment of Optical Traps for Diffusometry Measurements

Both the previous methods use a population of particles. Biosensing, based on diffusion differential, can be made more precise if such a differential could be established for single particles. Such a method can even allow for the identification of a single virus-tagged particle in a population of bare particles. A proposed solution is to trap a bead and hence confine them to a given spatial domain. Such a technique enables also the acquisition of a large amount of data in a single experiment. On the other hand, the
aforementioned two methods suffer from the disadvantage that particles often escape out of the field of view, thus leading to loss of efficiency and also to errors.

Optical trapping appeared as a revolutionary technique for manipulating microscale particles around 1970 in a series of pathbreaking experiments conducted by Ashkin in Bell Laboratories [22]. Although Ashkin originally used both single and dual light beams to guide and confine particles, the former soon grew in popularity and is now commonly referred to by the name “optical tweezers.” Since their invention, optical tweezers have proven themselves to be a very powerful interdisciplinary tool. For instance, they have found extensive use in biophysics, as they serve as unique tools to manipulate and study single molecules of DNA [22–24]. Optically trapped beads have been successfully utilized to study cellular mechanics and structures [25,26]. Ashkin [27] provided an overview of the diverse uses of optical traps as a significant tool in various important areas of research.

Figure 1 shows the setup for the optical tweezers. Like other typical designs, it uses a laser beam that is suitably expanded, shaped, and focused through a high numerical aperture (NA) microscope objective lens. The laser has a TEM\(_{00}\) (transverse electric magnetic) mode, which eliminates inefficiency due to excessive laser modes. The laser beam is focused by an optical train to a diffraction limited spot where stable three dimensional trapping can be achieved. The size of the diffraction limited spot is mainly a function of the wavelength of trapping light used and the NA of the objective lens used [28]. The optical path consists of lenses, directing mirrors, and a filter cube, which is set up to specifically enable fluorescent imaging. The various practical and theoretical aspects involved in setting up a laser trap are discussed by Smith et al. [28] and Bechhoefer and Wilson [29]. The sample is held on an XYZ translational stage that serves primarily to focus the sample and also to laterally displace the sample. The functionalized microparticles are basically dielectric particles with submicron dimensions, hence in an intermediate range between Rayleigh and geometric optics regimes. The forces from the optical trap in this case arise from (i) the scattering (or radiative) force originated by momentum changes of light due to scattering and (ii) the gradient (or dipole) force caused by the Lorentz force acting on the induced dipole [22,27]. The scattering force is proportional to the laser intensity, and its effect is to push the particle along the axis of laser beam propagation while the gradient force moves the particle along the gradient of the optical field. An optical trap for the purpose of the present work can be considered to be akin to a potential well with a constant stiffness. Such characterization of a trap is useful for both the Rayleigh and Mie regimes [30,31]. Diffusion measurements for particles in a trap were done using an IEEE 1394 digital camera (Foculus, NET USA, Inc.).

![Optical Tweezers Setup](image)

**Fig. 1** Experimental setup for optical trapping. The lenses on the rail expand the beam, while the objective lens focuses the beam onto a diffraction limited spot. Epifluorescent imaging enhances the image quality.

Optical Diffusometry and Biological Agent Detection

As indicated earlier, pathogen detection is achieved by virus tagging bare polystyrene beads. Such tagging is achieved by first coating the bead with appropriate antibodies (Fig. 2). These antibodies contain functional groups, which allow them to bind with certain proteins on the surface of the bead and hence make binding possible. In this work the M13 phage virus was used, and antibodies against the pVIII surface protein of the M13 phage virus were used. The M13 phage virus is filamentous in nature, with an approximate diameter of 6.5 nm and a length of 930 nm [32]. The detailed chemistry of functionalization of beads has been provided elsewhere [33].

Green fluorescent microspheres (diameter of 0.71 \(\mu\)m, excitation maximum of 468 nm, and emission maximum of 508 nm) and red fluorescent microspheres (diameter of 0.69 \(\mu\)m, excitation maximum of 542 nm, and emission maximum of 612 nm) were acquired from Duke Scientific Co. (Palo Alto, CA). Both types of particles were made of polystyrene latex, which has a density of 1.05 g/cm\(^3\). The M13 phage was obtained from New England BioLabs Inc. (Beverly, MA), and the antibodies against the pVIII protein of the M13 phage were obtained from Pharmacia (Piscataway, NJ).

**Results**

The viability of the proposed technique was tested by incubating known concentrations of virus with known densities of particles and by subsequently measuring the change in the diffusion coefficient of the particles. The green particles were used in unmodified form, while the red ones were coated with an anti-pVIII antibody. The antibody-coated red beads were incubated with the M13 virus at ratios of 2:1, 6:1, 8:1, and 10:1 viruses per particle. At the end of the incubation reaction, the unmodified green particles were added to the solution of red particles. The diffusion coefficients of the mixture of antibody functionalized red particles and unmodified green particles were measured as a function of M13 concentration. This methodology was followed to ensure that both bead populations are subjected to identical external conditions.

As mentioned earlier the particles were imaged using fluorescence microscopy, which affords the user selective imaging of red or green particles by simply interfering filter cubes. In Fig. 3(a) the particles in and near the focal plane are the ones sharpest in feature, and diffuse images represent particles considerably removed from the focal plane. Subsequently these images are filtered to improve the signal-to-noise ratio (Fig. 3(b)). From an ensemble of such images, the position values are processed to yield track information about individual particles. It should be pointed out that particles often leave the field of view or migrate away from the plane of focus, leading to loss of efficiency. Brownian motion is often stated as the random walk motion of small particles suspended in a fluid due to bombardment by molecules obeying a Maxwellian velocity distribution. The tracks appear to demonstrate the random walk behavior that the particles are expected to show (Fig. 4).
Figure 5 presents the diffusion coefficients measured for the particles without anti-pVIII antibodies and with antibodies in the presence of increasing virus concentrations. The significance of changes in the diffusion coefficients of the two populations was tested using analysis of variance (ANOVA). Both interpopulation and intrapopulation variances were tested, and it was found that for green particles, the variation in diffusion coefficient is not significant ($p$-value = $8.6 \times 10^{-8}$). However for red particles the variation in diffusion coefficient is found to be significant ($p$-value = 0.087). The analysis indicates that virus tagging of red particles is the principal factor leading to a change in diffusion behavior. The diffusion coefficient values plotted here were obtained from a particle tracking analysis and were confirmed using $\mu$-PIV.

A first order model for diffusion of 0.69 μm particles functionalized with antibodies and incubated with M13 viruses is constructed based on experimental findings. We assume in this simplified model that the virus tagging results in an increase in drag and that this increase is linear in nature. Specifically, the model assumes that the diffusion coefficient of tagged particles is given by

$$D = \frac{kT}{\xi_{\text{virus}} + \xi_{\text{sphere}}}$$

where $\xi_{\text{virus}}$ increases linearly with an increase in virus concentration.

A least squares fit yields the following correlation

$$\xi_{\text{total}} = \xi_{\text{sphere}} + \xi_{\text{virus}} = (0.2705n_{\text{virus}} + 5.863) \times 10^{-9} \text{ N m}$$

The variable $n_{\text{virus}}$ represents viruses per particle and assumes a value from the set {2, 6, 8, 10}. The goodness of the fit is characterized by the $R^2$ value, and its high value of 0.98 for the above fit suggests the adequacy of the linear model.

One of the primary sources of systematic error that results from the use of images is pixelation. An estimate of error due to digitization (pixelation in the case of video microscopy) loss can be gauged from Fig. 6. The figure depicts experimental error in the calculation of diffusion coefficient with respect to the number of data points. These errors were calculated from simulated images of particles exhibiting Brownian motion. Simulations of this experimental error reveal a decreasing trend with the number of data points. It will be shown (Appendix) that the error in the calculation of diffusion coefficient, resulting from pixelation, is bound by...
where \( \delta \) is an upper bound for the error in locating the particle centers. Eq. (7) reveals that this error can be reduced by making long time measurements.

Microparticles were successfully trapped in the optical trap, which appears in Fig. 7 as a bright spot approximately in the middle of the image. That the optical traps were effective in trapping the particles was confirmed by artificially inducing a flow and observing the movement of the trapped beads. The images provide positional data of the trapped beads. The higher the laser power used, the higher the trap strength and the lesser the observable Brownian motion.

Simulation runs (Fig. 8) show that the particle in an optical trap still exhibits a random walk behavior, which, however, is modified due to the presence of the potential well. Figure 9 shows the typical response of a particle in a trap. This response was captured using a frame rate of 155 frames/s.

**Discussion**

**Advantages of Optical Diffusometry.** The results show that binding of an analyte to an antibody functionalized particle can produce a significant decrease in its diffusion coefficient. Although the experiment used 0.69 \( \mu \)m particles, the method applies to particles as small as 40 nm [34]. Smaller particles undergo enhanced alteration in the diffusion coefficient, enabling detection of even smaller analytes.

The proposed technique offers four distinct advantages over affinity biosensors, which typically use sandwich assays for detection and measurement. Optical diffusometry uses a single antibody, which significantly reduces the reagent cost and enables virus detection with limited epitopes. Another advantage is the use of a label free detection mechanism. Sandwich assays usually involve an enzyme used as a signal reporter, which is limited by the availability of the detection conjugate. The proposed technique uses fluorescent particles, which serve the dual role of capturing and detecting. This combination simplifies the detection procedure. Thirdly optical diffusometry is much faster than sandwich assay. Typically this requires 30 min for virus binding and 15 min for optical detection and analysis. The assay can be finished within 1 h, whereas typical sandwich assays take 3–5 h [35]. Lastly, optical diffusometry can be multiplexed to detect multiple pathogens simultaneously. In order to multiplex the assay, par-
particles with different colors can be coated with antibodies against different pathogens, and a mixture of particles can be used to detect multiple pathogens in a single assay.

**Particle Tracking and μ-PIV.** The particle tracking methodology applied here relies on a strong contrast between the background and the particle image. Fluorescent imaging usually provides such high contrast, but other methods like phase contrast microscopy may also be applied. μ-PIV, however, does not have such requirements [36]. In an optical trap since only a single particle is investigated, particle tracking is a natural choice. A particle in an optical trap is confined to a small spatial dimension. Hence one can use subpixel imaging, which enables the user to use a higher frame rate. A small dimension of 104 × 100 pixels only was imaged (Fig. 7), enabling the use of a higher frame rate of 155 frames/s.

Both Eqs. (3) and (4) are statistical in nature. For particle tracking fitting Gaussian curve fitting can usually achieve good subpixel accuracy [7]. However, as will be shown in the Appendix, for particle tracking the calculation of \( D \) becomes more and more accurate by using longer time measurements irrespective of the error in locating particle centers. This is confirmed by simulation results, as shown in Fig. 6. Error analysis for Eq. (4) is straightforward, and the peak width can typically be calculated with subpixel accuracy [37].

**Sensitivity Analysis.** The selection of bead diameter should be such that binding of the analyte has an appreciable change in its diffusion coefficient. We use for sensitivity analysis the same first order model that was used for correlation analysis. Assuming that the analytes can be characterized by a hydrodynamic radius, we get

\[
\Delta D \% = \frac{r_{\text{virus}}}{r_{\text{virus}} + r_{\text{particle}}} \times 100
\]  

(8)

The percentage change in diffusion coefficient is inversely proportional to the size of the particles used. Compared to a large particle, a smaller particle will undergo a more significant change in diffusion for a similar sized pathogen and hence can be used to detect smaller analytes. Figure 10 characterizes the change in diffusion coefficient as a function of this hydrodynamic radius. The model is simplistic in that it assumes that a virus can be characterized by a unique hydrodynamic radius, but it can give a good first guess. It should also be noted that the effective hydrodynamic radius of the virus need not coincide with its physical size. For viruses like the M13 phage virus, one way of calculating the corresponding hydrodynamic radius would be to correlate the increase in hydrodynamic drag (Eq. (5)) to the change in radius required to cause the variation (Eq. (8)). For example at a virus to bead ratio of 6:1, the calculated increase in hydrodynamic radius is 186 nm with a corresponding uncertainty of ~5%.

**Influence of Environmental Variables on the Resolution of Optical Diffusometry.** Measurement of diffusion coefficient can be influenced by the variations of numerous factors, such as temperature, viscosity, and particle size. If the changes in these parameters are small, then a simple calculation shows that the influence of these changes can be expressed as

\[
\frac{\delta D}{D} = \left( 1 - \frac{T}{\mu} \frac{\delta \mu}{\delta T} \right) \frac{\delta T}{T} - \frac{\delta \mu}{\mu} \frac{\delta r}{r}
\]

(9)

Note that in the above equation it is assumed that the viscosity depends on temperature \((\delta \mu/\delta T)\) and on other factors as well \((\delta \mu)\). Variations in temperature can occur in each experiment due to radiation and absorption from the illumination source. A change of 0.1 K in absolute temperature changes the diffusion coefficient of particles by approximately 0.2%. Hence in controlled environments, temperature has a limited influence on diffusometry. Viscosity might independently change due to the presence of free viruses. The presence of particles in a medium changes the viscosity by [1]

\[
\mu = \mu(1 + 2.5 \phi)
\]

(10)

where \( \phi \) is the volume fraction of particles and viruses. Since in our case \( \phi \ll 1 \), the effect of particles on viscosity is small. The volume fraction of viruses is even smaller. Thus it appears that the variation in viscosity due to the presence of analytes and microparticles is quite small. By using multicolor beads of the same size, one can subject modified and unmodified particles to similar experimental conditions, thus minimizing errors due to such changes. Variations in microparticle size are unavoidable when using a population of particles.

**Optical Trapping as a Multiplexing Tool and Its Role in Biosensing.** Both the methods, particle tracking and μ-PIV, rely heavily on the necessity to extract a large number of images. It can be shown that the diffusion of trapped particles is quantitatively different from that of a freely diffusing particle. The diffusive behavior in the presence of such harmonic forces has been studied in detail. The statistics of such a particle becomes stationary in the long time, and it was established in Ref. [38] that

\[
\lim_{t \to \infty} \Delta x^2 = \frac{kT}{m \omega^2}
\]

(11)

where \( \omega \) is the angular frequency associated with the optical trap. Equation (6) implies that the diffusion coefficient for a particle is zero irrespective of the strength of the trap or the variation in other parameters. Thus diffusive differential cannot be established by a study of the long time behavior. One alternative would be to establish a potential well with a “flat bed” and “steep walls.” The walls would prevent the particle from escaping a given spatial domain, thus forming a cage. However, this requires the use of holographic optical traps, which has not yet been pursued in this work.

Another alternative is to study the diffusive behavior in the ballistic regime [39]. Although the long term behavior of a particle is independent of the particle drag, response on smaller time scales can also provide an insight. Figure 11 demonstrates the behavior of a particle in a trap, where two distinct regimes (linear and axiomatic convergences) are clearly depicted. The linear region can be used for the diffusion and drag differential study. In these small time scales, it is shown [39] that

\[
\langle \Delta x^2(t) \rangle \approx 2 D t
\]

(12)

Hence particle tracking can be done to establish drag differential between virus-tagged polystyrene beads. As can be seen in Fig. 9,
the response of the bead at low data acquisition rates does not reveal any information about the drag. For pathogen detection, high-speed cameras or other techniques, such as quadrant photodiode position detection, appear to be necessary.

Appendix: Estimate of Error Due to Pixelation

According to the procedure outlined in the previous section, images of particles are acquired to yield the particle trajectories, which in turn are used to estimate the diffusion coefficient of particles. However, the trajectories suffer from discretization due to pixelation. The following analysis provides an estimate of this error.

Let $X(t)$ denote the $n$-dimensional Brownian motion process (where $n$ can range from 1 to 3). Its probability density function (pdf) is given by $e^{−|x|^2/4Dt}/(4\piDt)^{n/2}$. The diffusion coefficient $D$ and the mean square displacement is related by

$$D = \frac{\langle |X(t)|^2 \rangle}{2nt} \quad (A1)$$

where $\langle \cdot \rangle$ denotes statistical averaging.

Now let $\delta$ be half the pixel size. The measured diffusion coefficient denoted by $D_\delta$ is calculated as

$$D_\delta = \frac{\langle |X_\delta(t)|^2 \rangle}{2nt} \quad (A2)$$

where $X_\delta(t)$ is the experimentally obtained positional data. Note that $|X(t)−X_\delta(t)| ≤ \delta$. The error in estimating the diffusion coefficient is thus

$$|D−D_\delta| \leq \frac{1}{2nt} \int \left| x^2 \right|^2 − \left| x_\delta^2 \right|^2 e^{−|x|^2/4Dt} / (4\piDt)^{n/2} dx$$

$$\leq \frac{1}{2nt} \int \left| x^2 \right|^2 − \left| x + \delta \right|^2 e^{−|x|^2/4Dt} / (4\piDt)^{n/2} dx$$

$$\leq \frac{1}{2nt} \int \left| 2\delta x \right| + \delta^2 e^{−|x|^2/4Dt} / (4\piDt)^{n/2} dx$$

$$\leq O(\delta / \sqrt{t}) + O(\delta^2 / t) \leq O(\delta / \sqrt{t}) \quad (A3)$$

which indicates that the error goes to zero as $t → ∞$. It should be noted that only the error due to pixelation is taken into account here.
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