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Abstract
Porting well known computer vision algorithms to low power, high performance computing devices such as SIMD linear processor arrays can be a challenging task. One especially useful such algorithm is the color-based particle filter, which has been applied successfully by many research groups to the problem of tracking non-rigid objects. In this paper, we propose an implementation of the color-based particle filter suitable for SIMD processors. The main focus of our work is on the parallel computation of the particle weights. This step is the major bottleneck of standard implementations of the color-based particle filter since it requires the knowledge of the histograms of the regions surrounding each hypothesized target position. We expect this approach to perform faster in an SIMD processor than an implementation in a standard desktop computer even running at much lower clock speeds.

1. Introduction
As the demand for low-power, portable, networked, and mobile computing devices continues to increase, it is natural that the services provided by such devices grow in number and in complexity. However, due to power consumption constraints, the operating speed of these devices is bounded to be much lower than that of standard desktop computers. To support these new, more complex applications, running in lower clock speed processors, alternative processing architectures are being employed. Since these architectures are fundamentally different from that of the general purpose processors, it is often the case that existing algorithms need to be redesigned in order to be implemented in these systems.

In the specific case of vision systems, object tracking is a building block for a number of applications. As a consequence, many successful approaches have been devised for visual tracking. One such successful approach is the color-based particle filter. Over the past decade, many research groups have successfully employed the particle filter [2] to track non-rigid objects based on their color histograms [6, 19, 22, 23, 28]. In this approach, a reference histogram of the target is initially provided to the tracker which then searches each subsequent frame for the most likely new location of the target using Bayesian estimation. The results obtained so far by these researchers show that the method is suitable for tracking non-rigid objects since the color histogram is relatively independent of the target deformation and is robust to occlusion and to variations in the color of the background [19, 23].

However, the particle filter is computationally expensive and, therefore, is not suitable for the current generation of wireless smart cameras based on low-power general purpose microcontrollers (e.g. the Cyclops camera [26]). On the other hand, the algorithm lends itself to effective parallel implementation. Therefore, by devising a parallel implementation of the color-based particle filter, we believe that it is possible to achieve robust, real-time object tracking on low-power smart cameras based on an SIMD processor such as the Wica camera [13].

This paper is organized as follows. In section 2, we present some of the works on color-based particle filters and on methods to implement the general particle filter in parallel. In section 3, we describe the basic idea of the particle filter as well as its color-based version for object tracking in image sequences. Section 4 presents our proposed parallel implementation of the algorithm. In section 5, we provide a brief analysis of the potential gains of the algorithm. In section 6, we present a proof-of-concept implementation of our algorithm in a standard desktop computer. Finally, section 7 concludes the paper.

2. Related Work
The particle filter was introduced to the computer vision community by Isard and Blake in their semi-
nown resampling techniques, can be implemented in the building blocks of a particle filter, including many parallel implementation.

lters focus on designing a resampling step suitable for sampling. Therefore, most of the works on parallel particle for most steps of the particle filter except for dependencies among particles. That is the case indeed in [8], but their work does not consider parallel implementation issues.

Nummiaro et al. later extended their work in several ways. In [20] they used an adaptive target model wherein the color histogram of the target is slowly updated as the object moves. To update the target histogram, they first threshold the observed state probability to eliminate outliers and then employ a forgetting process so that the contribution of previously estimated states decreases as the state becomes older. They also presented a multi-camera tracker [21] which uses multiple reference histograms corresponding to different views of the target and reinitializes cameras that lose track of the target based on the epipolar geometry.

Pérez et al. also presented many extensions to their initial work. In [24] they included sound and motion cues into the color-based particle filter to increase the robustness of the tracker. They also presented an adaptive target model using both color and movement information in [30].

Currently the use of the color-based particle filter is widespread and a comprehensive survey is beyond the scope of this work. Nonetheless, it is important to mention that an embedded implementation of the color-based particle filter has already been presented in [8], but their work does not consider parallel implementation issues.

Regarding parallel computation of the particle filter, many works have claimed that the particle filter is immediately parallelizable since there are no data dependencies among particles. That is the case indeed for most steps of the particle filter except for resampling. Therefore, most of the works on parallel particle filters focus on designing a resampling step suitable for parallel implementation.

In [18], for example, the authors showed how each of the building blocks of a particle filter, including many known resampling techniques, can be implemented in a fine-grained parallel architecture in which each processing element is responsible for processing one particle.

Bolic et al. [3, 4] presented techniques to improve the resampling step. After showing that a particle filter with $K$ particles can be computed in an SIMD machine with $M$ processing units in $K/M + L$ steps, where $L$ is the latency for the first particle to be available, they presented different parallel resampling methods and proposed architectures for effective implementation of these methods.

Kotecha and Djurić devised the Gaussian particle filter [14] with the specific goal of avoiding resampling and, as a consequence, providing a fully parallelizable algorithm. The Gaussian particle filter approximates the posterior distribution by a Gaussian distribution and uses the principle of importance sampling to propagate the estimated mean and covariance of the distribution. As opposed to the extended Kalman filter [31] or the unscented Kalman filter [11], the Gaussian particle filter does not require the process and observation noise distributions to be Gaussian.

Sutharsan et al. [29] proposed a SIMD particle filter for multi-target tracking. Their system uses a distributed resampling method which requires exchange of fewer particles among processors. Considering the communication overhead of transmitting particles among processors, they devised an algorithm that minimizes the computation time by balancing the load (i.e., the number of particles) processed by each processing element.

The main objective of most of the aforementioned works is to parallelize the resampling step. However, for a moderate number of particles, resampling itself is not computationally expensive [3]. The main focus of our work is, therefore, on the computation of the particle weights for the specific case of color-based particle filters. This step is the major bottleneck in the implementation of the filter since it requires the computation of the histograms of the regions surrounding each hypothesized target position.

3. The Particle Filter

In a Bayesian framework, object tracking is carried out by modeling the evolution of the state of the target as well as its measurement process by a set of (possibly non-linear) equations perturbed by (possibly non-Gaussian) i.i.d. noise. That is:

$$x_{k+1} = f_k(x_k, v_k) \quad (1)$$
$$z_k = h_k(x_k, n_k) \quad (2)$$

where $x_k$ is the state of the target at discrete time $k$, $f_k(\cdot)$ is the dynamic equation of the target state, $v_k$ is the process noise vector, $z_k$ is the measurement
we have: vector, \( h_k(\cdot) \) is the measurement function, and \( n_k \) is
the measurement noise vector. In effect, Eqs. (1) and
(2) provide respectively the conditional distribution of
the state of the target given the previous state and the
process noise, and the likelihood of the measurement
given the target state and the measurement noise. Our
ultimate goal is to estimate the distribution of the state
of the target given all the previous measurements, that
is, \( p(x_k | z_{1:k}) \), where \( z_{1:k} = \{ z_1, ..., z_k \} \). If the initial
distribution of the target is known, it is possible, in
theory, to recursively predict the state of the target
using:

\[
p(x_{k+1} | z_{1:k}) = \int p(x_{k+1} | x_k)p(x_k | z_{1:k})dx_k
\]

(3)

and, as a new measurement becomes available, the
state can be updated using Bayes’ rule:

\[
p(x_{k+1} | z_{1:k+1}) = \frac{p(z_{k+1} | x_{k+1})p(x_{k+1} | z_{1:k})}{p(z_{k+1} | z_{1:k})}
\]

(4)

When the assumptions of linearity and Gaussian dis-
tribution hold, Eqs. (3) and (4) can be solved analyt-
ically, yielding the Kalman filter. However, in many
practical applications such assumptions do not hold.
Therefore, it is necessary to find alternative approaches
to solve the equations. The particle filter provides one
way of approximately solving the equations in the gen-
ceral case.

In the particle filter, the distribution \( p(x_k | z_{1:k}) \)
is approximated by a set of \( M \) discrete samples \( \{ x_k^i \}_{i=1,...,M} \)
and associated weights \( \{ w_k^i \}_{i=1,...,M} \). Then, we have:

\[
p(x_k | z_{1:k}) \approx \sum_{i=1}^{M} w_k^i \delta(x_k - x_k^i)
\]

(5)

where

\[
w_{k+1}^i \propto w_k^i \frac{p(z_{k+1} | x_k^i)p(x_k^i | z_{1:k})}{q(x_{k+1} | x_k^i, z_{1:k})}
\]

(6)

\[
\sum_{i=1}^{M} w_k^i = 1
\]

(7)

and \( \delta(\cdot) \) is the Kronecker delta function. The term
\( q(x_{k+1} | x_k^i, z_{1:k}) \) in Eq. (6) is an importance
density, which is generally obtained by approximating
\( p(x_{k+1} | x_k^i, z_{1:k}) \) with a Gaussian distribution, or by
simply using \( p(x_{k+1} | x_k) \). By approximating the im-
portance density, it is possible to use Eqs. (5) and
(6) to recursively approximate the distribution of the
target state.

However, particle filters are subject to a pheno-
momenon known as sample degeneration in which
the number of particles with significant weights decreases
in each iteration of the filter, and, eventually, only a
very small number of particles represents the posterior
distribution. To mitigate this problem, particle filters
employ, in general, a technique called resampling. This
technique consists basically in generating a new set of
particles by resampling the current particles based on
their weights. Resampling can be carried out at ev-
ery filter iteration or only when a significant amount of
degeneracy is observed.

3.1. Color-Based Particle Filter

In the color-based particle filter, the measurements
are the color histograms of the target object (usually
in the HSV space to reduce sensitivity to illumina-
tion changes). These histograms, when normalized,
provide the color distribution of a region in the im-
age around the target. Generally, the color distribu-
tion is computed so that pixels farther from the cen-
ter of the region, which are more prone to occlusion,
are given less weight than pixels near the center. Assum-
ing \( m \)-bins histograms, and letting the color dis-
tribution of a region centered at a pixel location \( y \) be

\[
p(y) = \{ p(y)^i \}_{i=1,...,m},
\]

one common approach to compute \( p(y) \) is [5]:

\[
p(y)^i = C \sum_{u \in R(y)} w(|y - u|) \delta[h(u) - i]
\]

(8)

where \( C \) is a normalization constant so that \( \sum p(y)^i = 1 \),
\( R(y) \) defines the region where the histogram is being
computed, \( w(\cdot) \) is a monotonically decreasing function,
and \( h(u) \) is a function that assigns a histogram bin to
the color vector at pixel location \( u \).

The measurement likelihood is computed based on
the distance between the measured target histogram
and the reference histogram of the target. One common
approach to compute the distance between the color
distributions is to use the Battacharyya distance [19,
23]:

\[
d[p(y), p_0] = [1 - \rho(p(y), p_0)]^{\frac{1}{2}}
\]

(9)

where

\[
\rho(p(y), p_0) = \sum_{i=1}^{m} \sqrt{p(y)^i p_0^i}
\]

(10)

is the Battacharyya coefficient between the measured
color distribution \( p(y) \) and the reference color distribu-
tion \( p_0 \). The measurement likelihood is then given by
a function of the Battacharyya distance, such as [23]:

\[
p(z_k | x_k) \propto \exp - \lambda d^2[p(y), p_0]
\]

(11)

Since we have a model of the target movement, the
likelihood function, given by Eq. (11), and an approx-
imate importance density, we are able to perform the
particle filter. Algorithm 1 summarizes this process.

4. Parallel Implementation

It has been reported that the bottleneck in the im-
plementation of the color-based particle filter is the
computation of the \( M \) color distributions at each step.
Algorithm 1 Color-based particle filter.

Current particle set: \( \{x_{k|m}^n\}_{m=1}^{M} \)

Predict the new particle set by sampling \( M \) particles from the dynamic model – Eq. (1)

For each predicted particle:
  
  compute the color distribution – Eq. (8), the likelihoods – Eq. (11), and the corresponding weights – Eq. (6)

End For

Sample \( M \) new particles, \( \{x_{k+1|m}^n\}_{m=1}^{M} \), according to their weights.

Algorithm 2 Parallel computation of the integral histograms.

For each image line:
  
  compute \( c_i(x, y) \) in parallel for all \( x \) using Eq. (13)
  
  store \( c_i(x, y) \) in the external memory

End For

For each column of \( c_i(x, y) \):
  
  read the \( i^{th} \) column of \( c_i(x, y) \) transposed
  
  compute the value of \( l^i(x, y) \) in parallel for all \( y \) using Eq. (14)

End For

is:

\[
R(x) = R(x, y) = \{ (u, v) : x \leq u \leq x + r_x, \]
\[
y \leq v \leq y + r_y \}
\]

One straightforward approach to compute the histogram of region \( R(x) \) would be to employ integral histograms [25] as follows. Let \( c_i(x, y) \) represent the total count of the \( i^{th} \) histogram bin for pixel \( x \) at column \( y \).

This count can be computed recursively by:

\[
c_i(x, y) = \delta[h(x, y) - i] + c_i(x, y - 1) \quad (13)
\]

In a linear processor array, Eq. (13) can be computed in parallel for all the values of \( x \). Letting \( l^i(x, y) \) represent the total count of the \( i^{th} \) histogram bin then we can compute the total count of the \( i^{th} \) histogram bin using:

\[
l^i(x, y) = l^i(x - 1, y) + c_i(x, y) \quad (14)
\]

If the values of \( c_i(x, y) \) are stored in an external memory, Eq. (14) can be computed in parallel by reading each column of \( c_i(x, y) \) transposed into the memory of the SIMD processor. This procedure is illustrated in Algorithm 2.

Therefore, if the value \( l^i(x, y) \) is stored for each pixel of the image, each bin \( i \) of the histogram of the region \( R(x) \) can be computed by:

\[
l^i(x_4) - l^i(x_3) - l^i(x_2) + l^i(x_1) \quad (15)
\]

where \( x_1 = (x, y) \), \( x_2 = (x + r_x, y) \), \( x_3 = (x, y + r_y) \), \( x_4 = (x + r_x, y + r_y) \).

The main drawback of this approach, however, is that we need to store one histogram per pixel. Since each histogram consists of a relatively large data structure, the memory requirements of integral histograms are generally too high for embedded systems. For instance, approximately 42 megabits of memory are needed to store the integral histograms of a 320 \times 240 pixels image using histograms of 32 bins. This limitation has motivated us to propose a novel approach to compute the histograms which requires temporary storage of only one histogram per image column.

In our approach, we compute the histograms of \( M \) image regions in parallel. To do so, we reorganize the
Algorithm 3 Organization of the histograms in the external memory.

For each region $R_i$
  If $(x_i < x < x_i + r_x) \&\& (y_i < y < y_i + r_y)$
    store pixel value in the external memory position corresponding to $R_i$
  End If
End For

image regions for which we want to compute the histograms into the external memory side-by-side, as illustrated in Figure 2, so that they can be later processed in parallel. To store the pixels in the external memory, each processing element has to know the initial coordinates, $y_i$ and $x_i$, the dimensions, $r_x$ and $r_y$, and the corresponding initial position in the external memory of each region $R_i$. This procedure is illustrated in Algorithm 3, which is executed in parallel for all the elements in one image line.

It is important to note that, although Algorithm 3 requires $O(M)$ iterations per pixel, these iterations are done during a line read from the image sensor. Therefore, the time required to store the image regions should be negligible.

After the image regions are stored in the external memory, they are read, line-by-line, into the internal memory to be processed in parallel using an approach somewhat similar to that used in [16, 17], which is illustrated in Figure 3. During the first $r_y$ iterations, the histograms for each column of the regions are computed. This step can be carried out efficiently by employing embedded histogramming functions available in processors such as the Xetal II [1]. After the column histograms are computed, we need $r_x$ steps to compute the total histograms of each image region. This is done by sequentially adding the histogram of a given column to that of its immediate neighbor.

The procedure to compute the histograms in parallel is illustrated in Algorithm 4. Using this procedure, it is possible to compute the histograms of all the image regions in $O(r_x + r_y)$ steps. The main bottleneck in this procedure is reading the data from the external memory. Since the external memory has to be read sequentially, we need $O(n_x)$ operations to read each line of data, where $n_x$ is the number of elements in one row of the line memory (which is the same as the number of processing elements since the line memory is basically the memory within the processing elements). This problem can be mitigated if the external memory can be accessed in a pipelined manner. That is, if we allow the digital I/O processor responsible for reading the external memory to read an entire line and store it in a temporary buffer while the linear processor array processes the previous line.

Depending on the size of each line of the line memory and the number of regions to be stored, it may be the case that the line memory cannot store all the image regions side-by-side, i.e., $n_x < M \times r_x$. In that case, it is possible to store the elements in an array as illustrated in Figure 4. Using this arrangement, $\frac{M \times r_x}{n_x}$ extra steps are necessary to compute the histograms of all the regions. However, since in practice we expect $r_x \ll n_x$, there should not be too many extra steps. As an example, if we let $n_x = 320$, $r_x = 16$, and $M = 60$, then only three steps of 32 iterations are necessary to compute all the histograms.

Evidently, the function $w(|y - u|)$ used in Eq. (8) can also be computed in parallel for each pixel of the image. Since there are no data dependencies among the particles, after the histogram distributions are computed, each likelihood can be computed in parallel as long as the processing elements have access to the common reference histogram. After the likelihoods are computed, the (unnormalized) weights can also be computed in parallel.

As the weights are computed, the remaining steps of the color-based particle filter are very simple and it should be possible to implement them effectively even
in microprocessors with relatively limited processing capabilities. Evidently, careful implementation is always a paramount concern in wireless smart cameras. However, fine tuning the parameters of the algorithm such as the histogram resolution and the number of particles should provide a point of balance between its robustness and performance suitable for embedded smart cameras.

5. Performance Analysis

In this section, we provide an analysis of the potential performance gains of our approach as compared to a sequential implementation. The analysis is based on the following assumptions:

- Reorganization of the histograms can be done in parallel with image acquisition. Thus, the time required for this step is not considered.

- Reading a line from the external memory can be done in parallel with computations in the linear processing array. Thus, the time required for this step is also considered negligible.

- The sequential processor can compute 1 histogram element in 1 unit of processing time whereas the SIMD processor can perform the same computation in 50 units of processing time. This assumption should reflect the usually much lower clock speeds of low power processors.

Figure 5(a) shows the time required to compute the histograms as a function of the number of particles for the sequential processor and the SIMD processor with the line memory width fixed to 320 elements and the region size fixed to 16 × 16 pixels. As the figure illustrates, gains of up to 4 times are possible, and this gain increases with the number of particles. The discontinuities in the computation time of the SIMD processor occur when the total width of the regions (i.e., the number of particles times the width of each region) is a multiple of the line width. This is due to the fact that when the total width is not a multiple of the line memory width, the computations performed by the processing elements to the right of the last region are not used. Therefore, for an SIMD implementation, it is highly desirable to make the total width of the regions a multiple of the line memory width.

Figure 5(b) shows the same comparison with the number of particles fixed to 60, line memory width fixed to 320 elements and varying tracked region size. In that case, performance gains of up to 14 times are possible.

Figure 5(c) shows the effects of varying the line memory width when the number of particles is fixed to 60 and the region size to 16 × 16 pixels. The computation time required by the sequential processor is constant in that case since it obviously does not depend on the line memory width. As the figure illustrates, the wider the line memory the faster the SIMD processor can compute the histograms. This is an expected result since wider line memory implies a larger number of processing elements. As the line memory width becomes wider than the total width of the image regions, no further gains are achieved since the extra processing elements are not involved in any computations. It is important to note, however, that although increasing the line memory width provides great performance gains, the increased hardware complexity will lead to more energy consumption. Therefore, there is a trade-off between performance and energy consumption, which must be carefully evaluated.

To validate the claim that resampling is not computationally expensive, we have implemented systematic resampling in an Atmel AVR ATmega128 processor running at 8MHz. Figure 6 shows the computation times for a varying number of particles. In our application, we have empirically verified that 100 particles are enough to obtain good tracking results. Hence, it is possible to perform resampling in less than 20ms in a very low power processor. On the same platform, computing the weights of 100 particles using 32 bins histograms of regions consisting of 16 × 16 elements previously stored in the internal memory of the processor takes 294ms. If the number of bins of the histogram is not a power of 2, due to the floating point operations involved in computing the histogram, the processing time is much longer (855ms for histograms of 33 bins). Therefore, it is clear that weight computation, rather than resampling, is the bottleneck of the algorithm.

6. Proof-of-Concept Implementation

As a proof-of-concept, we have implemented a color-based particle filter using our histogram computation algorithm in a standard desktop computer. The filter
uses the hue histograms of 100 particles, and systematic resampling is carried out at every iteration of the filter. To keep the implementation simple so that it could be ported to an embedded system, we restricted the tracked region to a fixed size of $16 \times 16$ pixels. Figure 7 shows the tracking results obtained using the traditional method (left side), and our method (right side). As expected, since the histograms computed using our method are identical to the histograms computed using the traditional method, the results obtained by both systems are essentially the same.

7. Conclusions and Future Directions

The color-based particle filter is an effective algorithm for tracking non-rigid objects, however, at the cost of high computational expense. In this paper we have shown that it is possible to implement the major bottleneck of the algorithm, the computation of the color histograms, in a parallel manner suitable for an SIMD architecture. Our analysis of the algorithm shows that it should be possible to achieve substantial performance improvement in comparison to standard desktop computers while operating at much lower clock frequencies.

Many previous works have shown that it is possible to port complex computer vision algorithms to smart cameras based on SIMD processors [7, 10, 15, 27, 32]. As we have shown, the color-based particle filter is another such algorithm. We believe that its real time implementation in an embedded camera will provide an invaluable building block for the design of applications of practical interest in portable embedded devices and wireless camera networks.

Our next goal is to implement the algorithm in a real smart camera based on an SIMD linear processor array in order to measure the actual performance gains. We are also currently investigating possible ways to allow multiple cameras tracking the same target using a color-based particle filter to collaborate in order to increase the robustness and accuracy of the algorithm. Since our ultimate goal is to be able to port this method to wireless cameras, we are trying to achieve...
such collaboration while keeping the interaction among cameras to the minimum necessary.
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