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Abstract—A coupled mode space approach within the nonequilibrium Green’s function formalism is presented, which allows to perform simulations of realistic carbon nanotube field-effect transistors (CNT-FETs) with no spatial symmetry. Computing time is significantly reduced with respect to the real space approach, since only few modes are needed in order to obtain accurate results. The advantage of the method increases with increasing nanotube diameter, and is a factor of 20 in computing time for a (25,0) nanotube. As a consequence, computationally demanding simulations like those required by a statistical investigation, or by a device performance study based on the exploration of the design space, become more affordable. As a further test of the method, we have applied the coupled mode space approach to double-gate CNT-FETs devices and devices with discrete distribution of doping atoms. In the latter case, nonballistic transport due to elastic scattering with ionized impurities in doped source and drain extensions occurs. We show that even in the case of very rough potential, the coupled mode space approach is accurate with very few modes, enabling atomistic simulations of statistical properties with reduced computational resources.

Index Terms—Carbon nanotube, mode space, nonequilibrium Green’s function (NEGF), three-dimensional simulations, tight-binding Hamiltonian.

I. INTRODUCTION

C

arbon nanotube field-effect transistors (CNT-FETs) are promising candidates to satisfy the requirements at the end of the ITRS. However, fabrication technology still poses serious challenges, such as the selection of metallic and semiconducting carbon nanotubes, the poor control of the contact quality, and the large diameter dispersion. In this scenario, adequate device simulation tools are necessary to interpret experimental results, and to provide device guidelines for the fabrication of CNT-FETs. In particular, the exploration of the design space requires agile and fast tools.
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II. MODEL AND NUMERICAL APPROACH

The equations for the retarded Green’s function $G$ reads [3]

$$G(E) = \left[ (E + i\eta^+) I - H - \Sigma \right]^{-1},$$

(1)

where $E$ is the energy, $I$ the identity matrix, $H$ the Hamiltonian, $\Sigma$ is the boundary self-energy, and $i\eta^+$ is an infinitesimal imaginary quantity, which takes into account the irreversibility of the considered process. No incoherent scattering processes in the device are considered here.

To this purpose, an effective mass approach, whose validity has been demonstrated in [1], has been followed in [2] providing results in quantitative agreement with more accurate band models based on a tight-binding description and Hückel theory. However, as far as short devices are concerned, atomistic fully quantum mechanical approaches are needed in order to accurately reproduce all the relevant electrical quantities. The nonequilibrium Green’s function formalism (NEGF) in particular has shown great capabilities in the simulation of quantum transport in nanoscale devices [3].

Tight-binding real space basis simulations have been performed in [4]–[6], where all the circular modes of each carbon ring have been considered at the same time. Such approach can be very demanding from the computational point of view especially for long nanotubes with relatively large diameter.

In case of a device with coaxial symmetry, modes are uncoupled and transport can be computed solving as many independent problems as the number of the considered modes [7]. However, when there is no spatial symmetry, modes are coupled and scattering between modes has to be taken into account. On the other hand, as shown in [7], generally only the lower subbands take part to transport, so that a complete set of modes is not always required.

This work focuses on double-gate CNT-FETs, where the coaxial symmetry of the potential is broken, and on devices with discrete distribution of dopants in the source and drain reservoirs, where any potential symmetry is further reduced. To this purpose a coupled mode space approach has been implemented for the solution of the open boundary condition Schrödinger equation within the NEGF framework, together with the self-consistent solution of the 3-D Poisson equation. Such approach can deal with very general structures and can provide the same results as those yielded by the real space approach, with reduced computational cost, allowing the possibility of performing really computational demanding simulations like those required by a statistical investigation of device performance.
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This work focuses on double-gate CNT-FETs, where the coaxial symmetry of the potential is broken, and on devices with discrete distribution of dopants in the source and drain reservoirs, where any potential symmetry is further reduced. To this purpose a coupled mode space approach has been implemented for the solution of the open boundary condition Schrödinger equation within the NEGF framework, together with the self-consistent solution of the 3-D Poisson equation. Such approach can deal with very general structures and can provide the same results as those yielded by the real space approach, with reduced computational cost, allowing the possibility of performing really computational demanding simulations like those required by a statistical investigation of device performance.

II. MODEL AND NUMERICAL APPROACH

The equations for the retarded Green’s function $G$ reads [3]$$G(E) = \left[ (E + i\eta^+) I - H - \Sigma \right]^{-1},$$

(1)

where $E$ is the energy, $I$ the identity matrix, $H$ the Hamiltonian, $\Sigma$ is the boundary self-energy, and $i\eta^+$ is an infinitesimal imaginary quantity, which takes into account the irreversibility of the considered process. No incoherent scattering processes in the device are considered here.
Once computed, the Green’s function can provide all the relevant transport quantities like for example the electron concentration \( \tilde{n}(\tilde{r}) \) on each carbon site \( \tilde{r} \). In particular, if \( \Sigma_S(\Sigma_D) \) and \( E_F, (E_{FD}) \) are the self-energy and the Fermi energy of the source (drain), respectively, we have

\[
\tilde{n}(\tilde{r}) = \frac{1}{\pi} \int dE [A_S(\tilde{r},E)f(E - E_F) + A_D(\tilde{r},E)f(E - E_{FD})] \quad (2)
\]

where, omitting the dependence on the energy for the considered matrices, the so-called local partial density of states can be expressed as

\[
A_S(\tilde{r},E) \equiv \text{diag}\{iGT_S G^\dagger\}(\tilde{r}), \tag{3}
\]

\[
A_D(\tilde{r},E) \equiv \text{diag}\{iGT_D G^\dagger\}(\tilde{r}) \quad (4)
\]

where \( \text{diag} \) is the operator which extracts the diagonal of the matrix to which it is applied, \( f \) is the Fermi–Dirac occupation factor, \( \Gamma_S \) is a \( N_C \times N_C \) block matrix, whose top-left block is the only nonzero one and equal to \( \Sigma_S \), and \( \Gamma_D \) is a \( N_C \times N_C \) block matrix, whose bottom-right block is the only nonzero one and equal to \( \Sigma_D \). The transmission coefficient \( T \) can be defined as

\[
T \equiv -Tr \left[ (\Sigma_S - \Sigma_D^\dagger) G (\Sigma_D - \Sigma_S^\dagger) G^\dagger \right] \quad (5)
\]

where \( Tr \) is the trace operator.

We consider zig-zag nanotubes, starting from the theoretical background proposed by Guo et al. [7] for devices with coaxial geometry, and extending it to devices where any potential symmetry is broken.

If \( n \) is the number of atoms on each carbon ring, and \( N_C \) is the number of carbon rings, the real space Hamiltonian is a tridiagonal block matrix [7], with \( N_C \) matrices of order \( n \).

If \( t \) is the hopping parameter, \( H \) reads

\[
H = \begin{pmatrix}
D_1 & \alpha & & & & \\
\alpha & D_2 & \beta & & & \\
& \beta & D_3 & \alpha & & \\
& & \alpha & D_4 & \beta & \\
& & & \beta & D_5 & \alpha \\
& & & & \alpha & D_{N_C}
\end{pmatrix}, \quad (6)
\]

On the \( i \)-th carbon ring, the diagonal block matrix reads

\[
D_i = \begin{pmatrix}
\Phi_{i1} & & & & \\
& \ddots & & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & \Phi_{in}
\end{pmatrix}, \tag{7}
\]

where \( \Phi_{ij} \) is the potential on the \( j \)-th carbon atom on the \( i \)-th ring, while \( \alpha = tI_n \) (\( I_n \) is the identity matrix of order \( n \)) and \( \beta \) reads

\[
\beta = \begin{pmatrix}
t & & & & \\
& t & & & \\
& & \ddots & & \\
& & & t & \\
& & & & t \end{pmatrix}, \tag{8}
\]

It is then trivial that by reducing the size of the system under investigation, and hence reducing the size of the Hamiltonian, one gains benefits from a computational point of view, since most of the computational cost is represented by the partial matrix inversion required in (1). An efficient algorithm for matrix inversion is represented by the recursive Green’s function algorithm, which has a complexity \( O(N_C \times n^3) \) [8], that can be prohibitive if \( n \) is large. However, as shown in [7], only the lowest subbands take part to transport in CNT-FETs, so that the simulation study based on a limited number of subbands would provide faster results as accurate as those obtained with a real space approach. From a mathematical point of view, this can be achieved by means of a basis transformation. If \( T \) is an unitary operator \( (T^\dagger T = TT^\dagger = I) \), starting from (1) one obtains

\[
G(E) \left[ (E + i\eta^+)I - H - \Sigma \right] = I \quad (9)
\]

and multiplying both sides by \( T \) and \( T^\dagger \)

\[
T^\dagger G(E) \left[ (E + i\eta^+)I - H - \Sigma \right] T = T^\dagger T = I, \tag{10}
\]

\[
T^\dagger G(E) TT^\dagger \left[ (E + i\eta^+)I - H - \Sigma \right] T = I. \tag{11}
\]

One finally writes

\[
G'(E) = \left[ (E + i\eta^+)I - H' - \Sigma' \right]^{-1} \quad (12)
\]

where

\[
G'(E) \equiv T^\dagger G(E) T \tag{13}
\]

\[
H' \equiv T^\dagger HT \tag{14}
\]

\[
\Sigma' \equiv T^\dagger \Sigma T \tag{15}
\]

From (12) one can see that the transformed Green’s function is just the Green’s function corresponding to the transformed Hamiltonian and the self-energy. \( T \) can be a diagonal block matrix \( T \) as

\[
T = \begin{pmatrix}
\tilde{T} & & & \\
& \ddots & & \\
& & \ddots & \\
& & & \tilde{T}
\end{pmatrix}, \quad (16)
\]

where \( \tilde{T} \) is the eigenfunction matrix of the \( \beta \) block matrix. In this way, \( H' \) is still a tridiagonal block matrix, where the upper and the lower block matrices are diagonal, while

\[
D_i' = \tilde{T}^\dagger D_i \tilde{T}. \quad (17)
\]

As demonstrated in [7], if the considered device has a coaxial geometry, then \( D_i' \) is also diagonal and \( H' \) can be reordered, so that (1) is reduced to the inversion of a separate \( N_C \times N_C \) matrix for each mode. One then can easily choose how many modes are to be considered. Such property is a particular case of a more general property. Indeed, if the potential term in the Schrödinger equation can be written as

\[
V(x, y, z) = \tilde{V}_1(x, y) + \tilde{V}_2(z) \quad (18)
\]

i.e., the potential on each \( x \rightarrow y \) plane is equal to \( V_1(x, y) \) except for a constant value \( (\tilde{V}_2(z)) \), it is trivial to demonstrate that the 3-D Schrödinger equation can be decoupled in a 2-D equation in the plane of confinement, and in a 1-D equation along the
transport direction. Indeed, the same set of eigenfunctions are found on each $x - y$ plane independent of $z$. The external potential for the 1-D equation is $V_2(z)$, shifted by the eigen energy values computed in the $x - y$ plane. The coaxial geometry case for CNTs is a particular case of (18) when $V_2$ is constant.

In realistic devices (18) hardly holds, hence $D_f$ in (17) is not diagonal. Matrix reduction can, however, still be obtained, considering $\tilde{T}$ as an incomplete orthonormal basis set, whose columns are the first $N_m$ eigenfunctions of $\beta$. A matrix $T$ can then be defined, whose dimensions are $(nN_C) \times (N_mN_C)$. In this way, the tridiagonal Hamiltonian $H'$ has $N_C$ diagonal block matrices of order $N_m$ along the diagonal. As a consequence, starting from a $(nN_C) \times (nN_C)$ matrix, we have obtained a $(N_mN_C) \times (N_mN_C)$ matrix, with $N_m \leq n$.

Once obtained, the self-consistency between the potential derived from the Poisson equation and the charge density computed by means of the NEGF formalism as in (2), the local partial density of states in the mode-space basis set has to be mapped back to the real space by means of an antitransformation, in order to compute the charge in correspondence of each carbon site. In particular

$$A_S(\tau^r, E) \equiv \text{diag} \{iTGT_0G^rT\} (\tau^r), \quad (19)$$

$$A_D(\tau^r, E) \equiv \text{diag} \{iTGT_0G^rT\} (\tau^r). \quad (20)$$

The reduction of the basis to a subset of modes ($N_m \leq n$), while introducing an approximation to the method, has the advantage, as demonstrated above, of reducing the complexity of the problem, and hence the computing time. However, as we will demonstrate in the following sections, such an approximation provides results in perfect agreement with those derived by the real space approach, since only few modes effectively take part to transport.

A. Self-Energy Computation

From a numerical point of view, particular attention must be put in the definition of a fast and reliable procedure for the computation of the self-energy $\Sigma$, which, in the NEGF formalism, can be considered as the boundary condition for the Schrödinger equation. As in [9], $\Sigma$ reads

$$\Sigma = \tau g \tau^\dagger \quad (21)$$

where $\tau$ is the so-called coupling matrix between the reservoirs and the channel, while $g$ is the surface Green’s function, which is computed recursively. The key point in the self-energy computation is then finding $g$. Different methods are used in order to accomplish this task. The simplest method is the under-relaxation method, which has serious convergence problems, especially for energies in correspondence of Van-Hove singularities [10]. Such problems can be avoided by means of the transfer Hamiltonian formalism as proposed by Sancho et al. [10], which works better in correspondence of the singularities, and, for each energy point, $g$ is found with almost the same number of iterations (about 15). However, if the potential at the CNT ends can be considered constant, the self-energy can be computed in a closed form, by means of an analytical expression [7]. In Fig. 1 the time needed to compute the Green’s function $G$ on 100 energy points and for $N_C = 6$, with the three above-mentioned methods and for different carbon nanotube chiralities is shown. As can be seen, the approach in [10] is always 8 times faster than the under-relaxation method, while the analytical method is almost 700 times faster than the under-relaxation method.

III. RESULTS AND DISCUSSIONS

The performance of the coupled mode space approach for the simulation of CNT-FET devices is evaluated. Double-gate CNT-FETs, and devices in which doping impurities are distributed randomly in the source and drain reservoirs are considered. In both cases, the potential is not constant along each carbon ring, especially for the random dopant distribution case, where spikes in correspondence of ionized impurities appear. In realistic devices the cylindrical geometry is broken and potential is not constant on the same carbon ring. Modes become coupled, hence a coupled mode space approach is required in order to recover quantitative results.

A. Double-Gate CNT-FET

In Fig. 2 the considered 3-D structure is shown. Simulations have been performed solving the Poisson equation in the 3-D domain self-consistently with the Schrödinger equation within the NEGF formalism on each carbon atom. In Fig. 3(a), the transfer characteristic of a (10,0) CNT-FET is shown for a drain-to-source voltage $V_{DS} = 0.1$ V computed both with the real and the mode space approach, when two modes are considered. As
Fig. 3. (a) Transfer characteristic and (b) execution time on an AMD 64 bit processor as a function of the number of modes for a (10,0) DG CNT-FET.

Fig. 4. (a) Transfer characteristic and (b) execution time on an AMD 64 bit processor as a function of the number of modes for a (25,0) DG CNT-FET.

can be seen, results perfectly match, but with very different execution time. We plot in Fig. 3(b) the time needed by a 2.0 GHz AMD 64 bit processor to perform the NEGF simulation on 2800 atoms as a function of the number of modes: the higher the number of modes, the larger the computational cost. Due to degeneracy of CNT band structure, we consider only even number of modes. Simulating time increases with the number of modes. When ten modes are considered, the mode space approach is slower than the real space approach, since a basis transformation has to be performed on top of all the operations needed by the real space approach. However, when only two modes are considered, the mode space approach is five times faster.

In Fig. 4(a) and (b) the same kind of results are shown for a (25,0) CNT-FET. In this case, more modes (four modes) are needed in order to accurately reproduce the transfer characteristics provided by the real space approach, because of the larger diameter. When four modes are taken into account, the mode space is almost 20 faster than the real space approach. A safe approach to choose the number of considered modes for a given structure and bias is to perform multiple simulations with increasing number of modes, and then stop when adding more modes does not modify the obtained results in a significant way.

B. Discrete Ionized Impurities

The advantage of adopting a mode space approach is apparent when a statistical investigation is performed. In this section we focus on the effects of a random distribution of dopants in the source and drain extensions on the threshold voltage. The mode space approach has been followed, taking into account only the lowest two circular modes, and considering a uniform doping at the CNT ends in order to assure constant potential at the boundaries, so to retain the analytical formula for the self-energy.

Fig. 5 plots the average potential energy on the carbon ring computed both with the real and mode space approach for a (13,0) CNT-FET. We want to stress the fact that even in the case of a very rough potential, the two different approaches provide the same results, while, in this case, mode space approach is at least six times faster than the real space approach.

From a numerical point of view, we have specified in each reservoir a nominal donor fraction $f$ and the ionization fraction $p_{\text{ion}}$. Indeed, according to experiments [11], in order to have stable doped CNTs, functional groups have to be preferred to alkali group. Such a solution leads to partially ionized impurities, as it happens when other molecules like NH$_3$ are used, as demonstrated experimentally by [12], where 0.04 electrons per molecule are donated to the CNT. In particular, in order to simulate the actual distribution of dopants in the source and drain extensions, starting from the nominal donor and ionization fractions, a random variable $N$ uniformly distributed in the interval [0,1] has been extracted in correspondence of each carbon site: if $N$ is smaller than $f$, then a positive fixed charge equal to $p_{\text{ion}}$ is imposed on the carbon site, otherwise the fixed charge is zero.

In this way, simulating a large number of devices with the same nominal doping profile, but with a different actual distribution of charge, we have been able to investigate the threshold voltage dispersion.

In the considered devices, the number of ionized impurities is of the order of few tens. The threshold voltage $V_{\text{th}}$, defined as the gate voltage at which the current is equal to 0.1 $\mu$A, can then be sensitive to intrinsic dopant fluctuations.
A statistical analysis on the threshold voltage has been performed on an ensemble of 50 nominally identical devices, but with different actual doping profile. The considered number of simulated devices is a good tradeoff between accuracy and computational cost, providing a standard deviation of the error on the second order moment of $\sigma_{V_T}$, where $M$ is the sample size, and $\sigma_{V_T}$ is the standard deviation of the threshold voltage $V_T$.

In Fig. 6 the nominal threshold voltage $V_{\text{rhom}}$ computed for the three different devices in the case of uniform doping and for a drain-to-source voltage $V_{\text{DS}} = 0.1$ V is shown, as well as the mean threshold voltage computed for $P_{\text{ion}} = 0.1$.

As the channel length is decreased, the threshold voltage decreases, because of short channel effects. Fig. 7 shows $\sigma_{V_T}$ for two different values of $P_{\text{ion}}$, but with the same average number of donated electrons ($5 \times 10^{-5}$); as the channel length is increased, the standard deviation decreases, since short channel effects become less relevant, and potential fluctuations in the source and in the drain do not influence the potential in the channel. In addition, larger $P_{\text{ion}}$ determines larger dispersions, which, however, are always smaller than 6% of $V_{\text{rhom}}$, as shown in Table I. In the same table, the standard deviation of the threshold voltage $\sigma_{V_T}$ ($\sigma_{V_{\text{rhom}}}$) is shown, defined as the standard deviation when random doping is imposed in the source (drain) region, while uniform doping in the drain (source) extensions, computed for $P_{\text{ion}} = 0.05$ and $P_{\text{ion}} = 0.1$, respectively.

For the shortest devices at small $V_{\text{DS}} = 100$ mV, $\sigma_{V_T}$ and $\sigma_{V_{\text{rhom}}}$ are comparable, since fluctuations of the potentials at the source and drain extensions affect both the potential barrier in the channel (short channel effects), and the backscattering probability of electrons propagating from the source.

**IV. Conclusion**

A coupled mode space approach has been proposed and implemented for the simulation of CNT field effect transistors with no spatial symmetry. The mode space approach reduces the computational load by typical factors of 4–6 compared to the real space approach. This enables one to perform statistical investigations such as analysis of the threshold voltage dispersions due to the random distribution of ionized impurities in the source and drain reservoirs. Particular attention must be put in the choice of a proper iterative method for the self-energy computation, if fast results are to be achieved.

**References**


Gianluca Fiori received the degree in electronic engineering and the Ph. D. degree from the University of Pisa, Italy, in 2001 and 2005, respectively. In autumn 2002, he was in SILVACO International developing quantum models, which are currently implemented in the commercial simulator ATLAS by SILVACO. In summer 2004 and 2005, he was at Purdue University, working on models for the simulation of transport in nanoscale devices. He is currently working at Dipartimento di Ingegneria dell’Informazione, at Pisa University, holding a postdoc position. His main field of activity is the development of models and codes for the simulations of ultrascaled semiconductor devices. Further information is available at http://www.monteverdi.iet.unipi.it/~fiori.

Giuseppe Iannaccone received the M.S. and Ph.D degrees in electrical engineering from the University of Pisa, Italy, in 1992 and 1996, respectively. In 1996 he took a permanent position as researcher with the Italian National Research Council and the same year he obtained a faculty position in the Electrical Engineering Department of the University of Pisa, first as an Assistant Professor, then, since January 2001, as Associate Professor of Electronics. He has authored and coauthored more than 110 papers published in peer-reviewed journals and more than 70 papers in proceedings of international conferences. His interests include transport and noise in nanoelectronic and mesoscopic devices, development of device modeling and TCAD tools, and the design of extremely low power circuits and systems for RFID and ambient intelligence scenarios.

Prof. Iannaccone has coordinated a few European and national projects involving multiple partners, and has acted as principal investigator in several research projects funded by public agencies at the European and national level, and by private organizations. He is in the technical committee of few international conferences and serves as a referee for the leading journals in the fields of condensed matter physics, device electronics, and circuit design.

Gerhard Klimeck (S’94–M’96–SM’04) received the German electrical engineering degree from Ruhr-University Bochumin 1990 and the Ph.D. degree from Purdue University, West Lafayette, IN, in 1994. Previously he was a member of technical staff at the Central Research Lab of Texas Instruments. He was the Technical Group Supervisor for the Applied Cluster Computing Technologies Group and continues to hold his appointment as a Principal Member at the NASA Jet Propulsion Laboratory on a faculty part-time basis. He is currently the Technical Director of the Network for Computational Nanotechnology and Professor of Electrical and Computer Engineering at Purdue University. He leads the development and deployment of Web-based simulation tools that are hosted on http://www.nanohub.org, a community Web site that is utilized by over 21,000 users annually. His work is documented in over 170 peer-reviewed publications and over 260 conference presentations. His research interest is in the modeling of nanoelectronic devices, parallel cluster computing, and genetic algorithms. He has been the lead on the development of NEMO 3-D, a tool that enables the simulation of tens-of-million-atom quantum dot systems, and NEMO 1-D, the first nanoelectronic CAD tool.

Dr. Klimeck is a member of APS, HKN and TBP. More information can be found at http://www.ece.purdue.edu/~gekco and http://www.nanoHUB.org/klimeck.