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ABSTRACT 

In wireless networks, contention-and-reservation schemes provitle promising im- 

plementations of packet switching, which efficiently multiplexes different classes of 

traffic. In this report, we present an access scheme to satisfy the QoS requirements 

for two classes of traffic during the contention-based communicat,ion. In this al- 

gorithm, different classes of users contend with other users for resources based on 

controlled class-dependent permission probabilities. We prove that our algorithm is 

stable for a large class of arrival processes. Under certain QoS requirements, we 

derive an upper-bound for the throughput for a general class of random access algo- 

rithms. We show that the throughput of our algorithm asymptotically approaches 

this upper-bound. We also consider the algorithm with a capture model in the pres- 

ence of near/far effects and Rayleigh fading with lognormal shadowing. We present 

a class-distance-dependent permission probability, which provides location fairness, 

certain delay guarantees, and a good throughput. 



1. INTRODUCTION 

The development of wireless communication networks attracts intense interests from 

academia and industry. The goal of wireless communications is to  provide a conve- 

nient and economical way for all people to  transfer all kinds of information, such as 

voice and data. Compared with circuit switching, packet switching provides more 

efficient multiplexing of different classes of traffic. In circuit switched networks, when 

a user is admitted to the network, a certain amount of network reslource is assigned 

to the user and exclusively used by the user until its communication finishes, regard- 

less of whether the user has information to transmit during this period. In packet 

switched networks, when a new user is admitted, no specific resource is assigned to 

it. Resources are shared by users in the system. A user only occupies the network 

resource when it  has information to transmit. Consider a phone call as an example. 

When the user talks, voice packets are generated a t  a certain rate; when the user 

is silent, no voice packet is generated. On average, the user talks less than half of 

the whole call duration. In circuit switched networks, the networks assign the voice 

user the resource equivalent to its packet rate during talking, so a,bout half of the 

resources is wasted. In packet switched networks, when a user does not talk, no re- 

source is assigned to  this user; when the user begins talking after a ]period of silence, 

the network assigns resource t o  this user again. Hence, packet switching utilizes net- 

work resources more efficiently than circuit switching in general. ISfficiency is very 

important for wireless networks because wireless bandwidth is scarce. However, wire- 

less packet switching scheme suffers access problems in the uplink. In other words, 

when a user becomes active, it has packets to  transmit and no netswork resource is 

assigned to it ,  the user has to  compete with other users to gain the a,ccess to network 

resources. To solve this problem, a variety of contention and reservation medium 



access control (MAC) protocols have been widely used in the area o'f communication 

networks [ I ,  2, 3, 41. Typically, there are two transmission phases: 

1. Newly activated users compete to  gain access to the networks. The first packet 

of a newly activated user is transmitted through the network using some random 

access protocols; i.e., contention-based communications. This first packet may 

be a packet in a special form or a normal data packet. In th:is report, we call 

the first packet a request. If the first packet is lost during transmission, or is 

received in error, then it is retransmitted until successful. 

2. Following the first successful contention-based transmission, subsequent trans- 

missions are scheduled contention-free using a scheduling strategy. 

We call the first phase the contention phase and the second phase the scheduling 

phase. In this report, we focus on the contention phase of communications. In packet 

switched wireless networks, the contention phase may exist throughout the whole 

communication period, and not only during the admission period. Ehery time a user 

becomes active (say, a user begins talking after being silent), a t  that very moment, 

because no resource is assigned to the user, the user has to inform the base station 

about its resource requirement through contention-based commu~~ication. Hence, 

contention-based communication plays an important role in packet-switched wireless 

networks. 

In packet switched networks, admission control and resource al1oc:ation are used to 

provide QoS. In general, admission control is based on the resource allocation scheme. 

In wired networks, resource allocation is implemented by smart scheduling schemes. 

However, smart scheduling is not enough to  provide QoS for wireless networks, where 

contention plays an important part. For example, we want to prclvide delay guar- 

antee to  real-time traffic in wireless networks. When a user begin,s talking, it first 

sends its request to  the base station through random access; i.e., contention-based 

transmission. Then the base station schedules the traffic after it receives resource 

request from the user. Therefore, the user experiences delay caused by contention 



plus the delay caused by scheduling. To guarantee the delay experienced by the user, 

we need t o  guarantee the delay in both contention phase and scheduling phase. Dur- 

ing the scheduling phase, smart scheduling strategies can be used t o  provide delay 

guarantees. However, we also need to  algorithms in the contention phase to provide 

delay guarantees to  users. To provide QoS in the contention phase is intrinsic diffi- 

cult due to  the nature of random access. While there is a significant body of work 

on the development of effective scheduling and admission control policies to ensure 

QoS, there is very little work done in implementing QoS during the contention phase 

of communication. 

In this report, we present an algorithm that implements QoS requirements for 

two classes of traffic in the contention phase of packet switched time-slotted wireless 

networks. Controlled time-slotted ALOHA is the random access algorithm considered 

in this report. Two traffic classes, voice and data, are considered. We consider only 

two classes for the convenience of calculation and explanations, although more classes 

can be considered similarly. We assume that voice users have delay requirements and 

data users do not have such requirements. 

We consider the QoS algorithm under two conditions: with and without exploit- 

ing capture. In wire-line networks, if two or more users transmit a t  the same time 

through the same media, usually all of them are assumed to  be failed. However, this 

assumption may be unnecessarily pessimistic in the mobile radio environment, where 

the received packets a t  the base station are subject to  the near/far effect and channel 

fading. Packets from different users in the same slot may arrive a t  the base station 

with different power levels and the base station may successfully decode one or more 

packet. This is referred t o  as capture. I t  is obvious that the system throughput will 

be improved if the system explores capture. However, unfairness exists between near 

and far users due to the nature of radio transmission. In this report, we present a 

distance-dependent permission probability scheme, which provide distance fairness 

with a good throughput. 



In summary, if we do not consider the ability of capture, the QoS requirement 

is presented in terms of delay. When we consider capture, the QoS requirement is 

explained in terms of delay and distance fairness. 

This report is organized as follows. In Section 2, we describe the system model. 

We present and analyze the QoS algorithm without capture in Section 3. An upper- 

bound for the throughput is derived, under certain QoS requirements, for a general 

class of random access algorithms. The throughput of our algorithm asymptotically 

approaches this upper-bound. In Section 4, we adopt a SIR capture criterion and a 

propagation model considering the near/far effect and slow Rayleigh fading with log- 

normal shadowing. We present a distance-dependent permission probability scheme. 

In this scheme, users a t  different distances from the base station transmit with dif- 

ferent probabilities to  achieve fairness and good throughput. We provide numerical 

results for distance-dependent permission probability functions because there is no 

close form. Simulation results are provided in Section 5. Conclusion and future work 

are presented in Section 6. 



2. SYSTEM MODEL 

In this section, we describe the system model. There is a base station with mobile 

users in its coverage area. We consider the uplink of a time-slotted system and focus 

on the contention phase of communication. We assume that timl. is divided into 

frames and each frame consists of M request slots. Each request slot is large enough 

to  contain a fixed size request. The base station monitors and contro'ls the contention 

phase in the system. In the following, when we mention users we mean newly 

activated users with requests to transmit, except otherwise specified. 

At the beginning of a frame, the base station broadcasts a permission probability 

for each class of users through a non-collision error-free signaling channel. A user 

decides whether or not to transmit in a request slot in the frame according to the 

permission probability of its class broadcasted by the base station. Different classes 

of users may have different permission probabilities. 

We assume that a user can transmit a t  most once in a frame. There are M 

request slots in each frame. The parameter, M ,  determines how often. the base station 

updates its control parameters, and how long a user waits for before it retransmits. 

In practice, the larger the value of M ,  the less the signaling, the better the estimation 

of the number of users, and the longer the delay. 

In some cases, we prefer a large value of M .  An example of a practical application 

is in satellite communications. After the contention of a time slot, a user cannot 

know immediately whether its request is successfully received by the hub station. 

In satellite communications, the round trip delay is relatively large. For instance, 

the propagation delay is around 20-25ms for LEO (low earth orbit) systems [5]. 

An immediate ack from the the hub is impossible. Furthermore, the coverage area 

of satellite communications is relatively large, it is difficult for an earth station to  



detect whether its transmission is successful. Hence, a large value of M may be 

suitable for such a case. In other cases, a small value of M could be favored. A 

good example of such a case is a local wireless network, where the sum of the round 

trip delay, and processing time, etc., is small. A user transmits, then waits for 

acknowledgment. If the user does not receive an acknowledgment from the base 

station in the predetermined waiting time, it assumes that the transmission failed. 

The user could retransmit it in the next frame. The extreme case is where M = 1; 

i.e., a user can retransmit its request in the next request slot. In ithe extreme case 

M = 1, the scheme studied in this report becomes the pure priority scheme; i.e., when 

there are voice users, no data user transmits, and when there is no voice user, data 

users transmit. However, even in wireless LAN, it is not necessary to adopt a very 

small value of M (say, M = 1). Usually, the requests are much shorter than normal 

data packets. Hence, the delay caused by several request slots are tolerable in order 

to reduce the cost of extensive signaling-s. 

In Section 3, we assume that the system is not capable of correctly deciphering 

any transmissions when two or more overlapping transmissions arrive in the same 

slot; i.e., if two or more users transmit their requests through the same request slot 

in a frame, neither of them can be successfully received. This situation is called col- 

lision. In Section 4, we consider a system that exploits capture. When two or more 

packets are transmitted a t  the same time slot, it is possible that onle or more packet 

could be successfully received. The capture model that we use in thi.s report is based 

on signal to interference ratio (SIR). The SIR capture ratio, R, is predetermined. If 

the SIR (ratio of the received power of one user to the sum of povier of all others) 

is larger than the capture ratio R, the packet is assumed to  be received successfully. 

The propagation model considered includes the near/far effect and fast fading with 

shadowing. The capture ratio R is an important parameter that reflects the physi- 

cal layer requirement for reliable communication. The following is some typical SIR 

requirements in different analogldigital cellular systems. For example, AMPS (Ad- 

vanced Mobile Phone System) requires R z 17 - 18dB. U.S. IS-54 artd IS-136 TDMA 



reduces the requirement t o  14 dB because they employ digital techniques. Due t o  its 

more robust modulation scheme, GSM (Global System for Mobile communications), 

however, can tolerate SIR as low as 6.5 to  9 dB. The capture ratio determines how 

difficult it is for capture to  occur. When the capture ratio is relatively large, it is 

unlikely that  a packet can succeed when two or more users are transmitting. Hence, 

the case of large capture ratio can be approximated by the model without capture. 

We discuss the capture ability in detail in Section 4. 

We assume that a request is never discarded; i.e., a user always retransmits its 

request until it is acknowledged by the base station that its request has been received 

successfully. While the request of a user is delayed, some packets may be buffered 

a t  the user. In real-time applications, human factors may decide whether to send a 

delayed packet or to  drop it. This issue is irrelevant t o  our scheme. Furthermore, we 

assume that the acknowledgment is error-free and the base station uses a scheduling 

strategy to  decide when the active user should transmit in the reservation phase of 

communication. 



3. QOS ALGORITHM WITHOUT CAPTURE 

In this section, we assume that  the system does not exploit capture; i.e., when only 

one user transmits in a request slot, the transmission succeeds; when two or more users 

transmit in the same request slot, neither of them succeed. We first present the QoS 

algorithm with restriction to  the delay requirement of voice users. Then we analyze 

the throughput and stable condition. Finally, we derive a throughput upper-bound 

under the QoS requirement for a large class of random access algorithms. 

3.1 Algorithm 

Denote p, (pd) as the permission probability that a voice (data) user transmits 

in a request slot in a frame. In this report, the permission probabilities, p, and 

pd, are used to  stabilize the ,\LOHA system, to achieve good throughput, and t o  

provide QoS guarantees. The use of permission probabilities to stabilize ALOHA is 

not a new idea. Permission probabilities are also used t o  provide priority to  voice 

users in 13, 61. In the literature, there are algorithms centralized or decentralized to  

estimate the number of users in the system. All these algorithms can be used in our 

scheme. Hence, we focus on how t o  use the permission probabilities to  satisfy QoS 

instead of how to  estimate the number of users. During the analysis we assume that 

the base station knows the precise numbers of voice users and data users in each 

frame. Knowing this information is the ideal condition of the algorithm. Practically, 

we use a Kalman filter to  estimate the numbers of voice users and. data users with 

requests in each frame. We show through simulations that using a Kalman filter for 

the estimation provides very good results. 

As mentioned before, a user can transmit a t  most once in a frame. We do not 

distinguish between newly arrived users and retransmitted users. 'The base station 



broadcasts p, and pd a t  the beginning of frame i. A voice user randomly selects 

a request slot to  transmit in this frame with probability p,, as would a data user 

with probability pd. ,411 users select and transmit independently. 'The base station 

acknowledges those users whose requests have been successfully accepted a t  the end 

of frame i. Users that  have not been acknowledged assume that  their requests have 

not been successfully transmitted. They retransmit in the next frame. The base 

station estimates the number of users in the system, calculates p, and pd for frame 

i + 1, and so on. It is easy to  prove that  the throughput is maximized when M 

users transmit in each frame (Appendix A). However, this throughput may come a t  

the cost of excessive delay for voice users. Hence, we need to develop a scheme that 

attempts to maximize throughput subject to a given level of dela3 requirement for 

voice users. 

A good measure of QoS is the delay experienced by a user before its request is 

successfully received by the base station. However, the precise delay distribution of 

voice users is very difficult to  find in this context. Thus, we define an average success 

probability, P,, as the QoS measure used in this report. Suppose the system has 

reached steady state. When a voice user becomes active, on average, it transmits its 

request successfully with probability P,, given by 

where p,(i, j )  is the probability that a voice user transmits its request successfully in 

a frame in steady state when there are i voice users and j data users in the system, 

and r(i, j) is the steady state distribution that i voice users and j data users are in 

the system. 

Our QoS requirement for voice users is P, 2 Ao, where A. is the given delay 

threshold. Roughly speaking, the contention delay of a voice user is geometrically 

distributed with parameter P,; i.e., the distribution of access delay D is approxi- 

mated by P ( D  = x) = P, (1 - P,)"-l. The larger the M ,  the bette.r the approxima- 

tion. In Section 5, we show the distribution of voice users from simulations is well 



approximated by a geometric distribution (see Figure 5.1). 

The QoS algorithm is described as follows. Suppose that the base station knows 

that Nu voice users and Nd data users are in the system. Then, the permission 

probabilities of voice users and data users are 

where 

( x ) + { x  : i f x , ,  

0 : otherwise. 

Note that C is a tuning parameter used to  satisfy the QoS requirements of voice users. 

So the algorithm does the following. If the number of voice users in the system is less 

than LiM, all voice users can transmit freely. In this case, data users may or may not 

be allowed to  transmit. If the number of voice users in the system is greater than M ,  

then a voice user is allowed to  transmit based on the outcome of the toss of a biased 

coin with probability M/Nu of success. In this case, no data users are allowed to  

transmit. Before we illustrate how to  calculate C, we first make a few observations: 

Data users yield to voice users the right to  access request slots. 

The parameter C satisfies 0 5 C 5 hl. The expected number of data users t o  

transmit is (C - Nu)+. The total throughput is maximized when C = M .  The 

larger the value of C, the higher the throughput, and the larger the delay of 

voice users. Hence, there is a tradeoff between the throughput of the system and 

the delay requirement of voice users. When the QoS requirement is stringent, 

C is small, data users are allowed to  access request slots with lower probability, 

and voice users have a higher probability to  succeed in a frame. 

When there is no voice user; i.e., Nu = 0, the value of pd is set to  maximize the 

throughput. 



The tuning parameter C can be calculated theoretically (see Appendix B). Prac- 

tically, there is a very simple approximation for C. Let KO satisfy 

If KO is not too small compared to M and the fraction of voice users is not too large, 

then KO is a good approximation of C. In this case, the number of voice users in the 

system in steady state is seldom larger than KO. Therefore, the average delay Ps is: 

In fact, if KO 2 0.5M and the fraction of voice users is less than 70%, C z KO is 

a good approximation. We set C = KO in simulations in Section 5 and find that it 

works well. 

We, next, analyze the algorithm. First, we calculate the throughput. Second, 

we prove that the algorithm is stable for a large class of arrival processes. Then, we 

derive an upper bound on the throughput of random access algorithms under the QoS 

requirement P, 2 Ao. We show that the throughput of our algorithm asymptotically 

approaches the upper-bound. 

3.2 Throughput 

Suppose there are Ic users transmitting in a frame. Each user selects one of the 

request slots randomly and independently. In this section, neither ca,pture ability nor 

transmission error is considered. The throughput, Tk, is defined as the average number 

of requests that are successfully transmitted in a frame and pk is the probability that 

a user transmits successfully. We then have 

We consider the throughput under three conditions: 



1. When N, 2 C, each voice user transmits in a request slot with probability 

p, = min(1, MlN,) and no data user transmits. The throughput is: 

N v  

T (Nu ,  Nd) = x T,P(i voice users transmit in this frame) 
i=O 

2. When N, < C, each voice user transmits in a request slot w:ith probability 1 

and each data users transmits with probability pd = (C - Nu)/Nd. Therefore, 

Nd 

p,(N,, Nd) = xpi+NL, P(i data users transmit in this frame) 
i=O 

The throughput consists of successfully transmitted voice and data requests: 

Nd 

T(N,, Nd) = x T,+N%, ~ ( i  data users transmit in this frame) 
i=O 

3. When Nu = 0, data users transmit with probability pd, pd = nzin(1, Nd/M),  to 

maximize the throughput. 



3.3 Stability Analysis 

We now prove that our algorithm is stable with a fairly weak assumption on the 

arrival process. We consider a system with a unique stationary clistribution as a 

stable system. We use Pake's Lemma to find a sufficient condition fior the system to 

be stable [7]. 

Lemma 1 (Pake's Lemma) Let {Xk, k = 0,1 ,2 ,  - a )  be an irreducible, aperiodic 

homogeneous Markov chain with state space { O , l ,  2 , .  . .). The following two condi- 

tions are suficient for the Markov chain to be ergodic. 

a) IE(Xk+l - XklXk = i)l < oo, 'if i ,  

b) lim sup E(Xk+l - Xk JXk = i )  < 0. 
i+oo 

Note that  an irreducible, aperiodic, ergodic Markov chain has a unique stationary 

distribution. 

Let Ak be the total number of users that arrive in the lcth frame. Suppose that 

{Ak, k = 0,1 ,2 ,  - - .) are random variables with mean value A. Let Xk  be the number 

of users (voice users and data users) a t  the beginning of the kth frame, then Xk = 

N,+Nd. Let B(Xk)  be the number of users whose request are successfully transmitted 

in the kth frame. We now prove that {Xk, lc = 0,1 ,2 ,  - a )  is ergodic using Pake's 

lemma. We have 

Xk+l = Xk + Ak - B(Xk). 

So, for any i ,  

Hence, condition (a) of Pake's lemma is satisfied. 

To satisfy condition (b) of Pake's lemma, we require that 

lim sup E (Xk+l - Xk JXk = i)  
i+oo 

= l imsupE(Ak - B(Xk)IXk = i) 
i+oo 

= lim sup(X - E[B(i)]) < 0. 
i--too 



X 5 lim inf E [B (,i)] 
2 + c c  

is a sufficient condition for the system to  be stable. 

In our QoS algorithm, when there are Nu voice users and Nd data users, the total 

number of users is i = Nu + Nd. Then, 3 L such that for all i 2 L, we have (see 

Appendix C) 

Hence, 

Then 

l iminfE[B( i ) ]21 iminfC 
z t o  i t c c  

Hence, from (3.8), X 5 cePClM is the sufficient condition for the system to be stable 

under the QoS requirement P, 2 Ao, where X is the arrival rate. :Note that in the 

special case C = M ;  i.e., the system is designed to  achieve the maximum achievable 

throughput, (3.8) becomes: 

The sufficient stable condition is X .< Me-', which is exactly the stable condition 

for slotted ALOHA. Furthermore, there is no bistable point in the system because 

the throughput does not decrease when the number of blocked users in the system 

increases. 

3.4 Upper Bound on Throughput 

We consider the QoS requirement as P, > Ao. With this restriction, we de- 

rive an upper-bound on the throughput for random access algorithins satisfying the 

following two assumptions. First, all users transmit in request slots randomly and 

independently. Second, each user transmits in a t  most one request slot in each frame. 

Let fl be the set of all such random access algorithms. 



We consider the throughput under two conditions. Condition 1: there is a t  least 

one voice user in the system. Condition 2: there is no voice user in the system. First, 

we consider the throughput under Condition 1. Let X denote the total number of 

users that  transmit in this frame, 0 5 X 5 co. The probability that the voice user 

successfully transmits its request in this frame is p. 

px : if the user transmits in this frame, 
p =  { 

0 : otherwise, 

where 

Note that 

Let Tl be the throughput given that there is a t  least one voice user in the system. 

Then, 

We want to  maximize (3.11) with the constraint (3.10). Let Y = (1  - 1 / ~ ) ( ~ - ' )  . So 

( ln 
+ 1 )  , which is a strictly convex function. By Jensen's Let f ( y )  = -Y I"(l-vh) 

inequality [8], 

( :,)KO-l=:T(.. Tl = E (- f ( Y ) )  5 - f ( E ( Y ) )  = KO 1 - - (3.12) 

Next, we consider the condition 2; i.e., no voice user is in the system. Let To" be 

the throughput of a random access algorithm a when there is no voice user in the 

system. Let T," = max{T;, a E a). Let q, denote the probability that no voice 

user is in the system of a random access algorithm a. Let Po = nlax{q,, a E 0). 



For algorithm a, let PF be the probability that there is at least one voice user in the 

system. Hence, I - P? 5 Po. The throughput T of algorithm a is given by: 

T = TIP? + T,"(l- PF) 5 TcPf + T,"(l- Pf) = Tc + (1 - I-'P)(T," - Tc) 

Therefore, T,,, is the upper-bound on the throughput of random access algorithms 

in !d (algorithms such that all users transmit for request slots randomly and inde- 

pendently, and each user transmits for a t  most one time slot in a frame). This 

upper-bound is not restricted to the (pulpd) strategy used in this report. 

The above upper-bound, Tmax, may not tight. We compare TI with Tc. Since f is 

a strictly convex function, (3.12) achieves equality when Y = E(Y) with probability 

1. Hence, the upper-bound Tc is only achievable if X = C with pirobability 1; i.e., 

there are always exactly C users transmitting in each frame. However, C may not 

be an integer and it may not be possible to  let exactly C users trainsmit in random 

access algorithms. So T,,, may not a tight upper-bound. We try to  approach the 

upper-bound by assigning p, and pd such that  E(Nvpv + Ndpd) = C in our scheme. 

Next, we show that 

lim T(NV1 Nd) 
= 1, 

M - t m  Tmaz 

when there are enough users in the system. 

With some tedious algebra (-4ppendis D), we can show that 

when 

Nu + Nd 1 C. 

Recall that Po is the maximum probability that there is no data user in the system. 

Let po be the probability that there is no new voice user with a request in a frame. 

Then, Po = poP(all voice users with requests transmit successfully by the end of a 

frame in steady state). In practice, Po is small when M is large; i.e., in a large frame, 

it is unlikely there is no voice user in the frame. For example, if the arrival process 



-vM of voice users is a Poisson process with mean vh.1, then Po < po = e . Suppose 

Po -+ 0 as M -+ oo. We have 

Hence, the throughput of the presented QoS algorithm asymptotical1:y approaches the 

upper-bound. In other words, when there is a t  least one voice user in the system, the 

throughput of our QoS algorithm approaches Tc. Furthermore, as A.f goes large, the 

probability that there is no voice user in the system goes to  zero. So the throughput 

of our QoS algorithm asymptotically approaches the upper-bound. 



4. QOS ALGORITHM WITH CAPTUItE 

In this section, we consider a system that exploit capture. We first describe the SIR 

capture model. Then we present the idea of distance-dependent permission proba- 

bility. Users at different distance transmit with different probabilities to achieve a 

good throughput with the restriction of distance fairness. Finally, we describe the 

QoS algorithm with capture. 

4.1 Capture model 

We explain the capture model used in this report. Various capture models for 

mobile radio networks have been presented. In most models, the capture measure 

employed is the signal-to-interference power ratio (SIR) a t  the base sitation [9, 10, 1:l.l. 

The receiver forms the ratio of the power of a reference packet to the total sum of 

all other colliding packets and thermal noise. The reference packet is assumed error- 

free and survives the collision if this ratio is higher than a predefined capture ratio. 

Another class of capture models is based on transmission reliability requirements. 

Two such capture models have been investigated in [12, 13, 141, where the capture 

measures are the target bit error rate and the correct reception of the packet header. 

The capture model used in this report is based on SIR. With minor modifications, 

the presented algorithm can be used with other capture models. 'The propagation 

model considers the near/far effect and Rayleigh fading with log-normal shadowing. 

For simplicity, we consider a round cell with radius one instead of a hexagonal one 

and we assume that the base station is a t  the center of the cell. We also assume 

that users have omni-directional antennas and the frequency reuse distance is large 

enough so that the co-channel interference can be ignored. 

The packet transmitted from a user to the base station experiences the near/far 



effect and Rayleigh fading with lognormal shadowing. Furthermore, different users 

experience independent identical distributed (i.i.d.) shadowing and .R.ayleigh fading. 

Slow Rayleigh fading is assumed so that all the bits throughout a whole packet expe- 

rience the same fading. Thus, the received power of a packet from user i is expressed 

as 

Yi = a:si ~ r , " ~ ,  

where a: is exponentially distributed, accounting for Rayleigh fading, KrFS accounts 

for the power-loss law, r; is the distance between user i and the base station, K is 

a constant, s; is a random variable with a lognormal distribution, accounting for the 

shadowing, and PT, the transmitted power, is assumed to be the same for all users. 

We assume that power control is not used as is typical in many practical TDMA 

systems. 

We consider the probability that the packet from user 1 can be received success- 

fully. Let R denote the predetermined SIR capture ratio. Given that I users transmit 

in the same time slot from distances [rl, . . , rl] and they experience jndependent fad- 

ing [a;, . . . , a;] and shadowing [sl, . . - , s ~ ] ,  the success probability of a packet from 

user 1 is 

where iVo accounts for thermal noise. When two or more users transmit a t  the same 

time, the interference from other users is usually much larger than that of thermal 

noise. Thus, to  focus on the nature of interference and to  simplify calculation, thermal 

noise is neglected. By averaging over all Rayleigh fading random variables, the prob- 

ability that user 1 is successfully received given I - 1 interference packets is expressed 

as (see [Ill): 

where r' and s' are (I - 1)-component random vectors of the form .r' = (7-2, - .  - ,  7-1)~ 

and s' = (s2, .  . . , s ~ ) ~ ,  accounting for distance and shadowing of interference packets 



respectively. From (4.1), we note that the success probability of user 1 is decreased 

by l / ( R ( )  + 1 times due to  the transmission of user i (at distance ri with 

shadowing si). 

4.2 Distance-Dependent Permission Probability 

In this section, we consider the problem that how n users should transmit in 

a frame with M request slots. The permission probability used t;o maximize the 

throughput in networks without capture does not maximize the throughput in wireless 

networks that exploit capture. Furthermore, in order to provide fairness to  near and 

far users, permission probability should relate to a user's distancle from the base 

station. In this report, we introduce a distance-dependent permission probability 

qM(n7 r): 

qM(n, r )  := P ( a  user a t  distance r transmits in a request slot when there are n users 

in the system and there are M request slots in each frame). 

The permission probability of a user depends on both the number of users in the 

system and the user's distance from the base station. Each user needs to detect its 

distance from the base station. Using distance measurement is reaisonable, because 

in the future mobiles will likely be equipped with GPS device. Also, typically the 

distance measurement method is extendible to be based on path-loss and shadowing. 

Furthermore, we show that the scheme is robust to estimation errors of distances via 

numerical results. 

Suppose that according to  the signaling from the base station, n, users are in the 

system. A user at distance r randomly selects one request slot, with probability 

qM(n, r ) ,  among M request slots and transmits in the selected reque!st slot. All users 

select and transmit independently. Let's consider the success probability of user 1. 

When user 1 transmits in a request slot, user i a t  distance ri transmits in the same 

time slot with probability qM(n,r i) /M. When user i transmits in ithe same request 

slot, i t  decreases the success probability of user 1 by l/(R:(?)-v -t 1) times. With 

probability 1 - qM(n, r i ) /M, user i does not transmit in the same time slot with user 



1, which causes no interference to user 1. Hence, user i affects the success probability 

of user 1 with a factor vi: 

1 : with probability 9 
vi = ~ 3 ( ~ ) - ' + 1  s1  

1 : with probability 1 - 

Given 7 and s', the success probability of user 1 is 

Since different users transmit independently, 

Denote 

Then 

Averaging over 7 and s', we have 

Denote 

where r is a random variable equivalent to ri in distribution and so does s to si. Since 

all users experience i.i.d. shadowing and all users' distances from the base station are 

i.i.d. random variables, we have 



By averaging over the shadowing experienced by user 1, the proba,bility of correct 

reception of a packet transmitted from a distance rl when there are n users in the 

system, is 

In this report, P ( n ,  r )  is also called the individual throughput. Note that P ( n ,  r) is a 

function of the permission probability function qM(n, r ) .  

Next, we discuss how to  determine the distance-dependent permission probability 

and its importance. In the following discussion, we assume that new arrivals of 

users are uniformly distributed in the cell. We do not distinguish between newly- 

arrived users and retransmitted users. Hence, the distribution of users with requests 

is decided by the distribution of new arrivals and the distribution of retransmitted 

users. 

In this report, we design the distance-dependent permission probability, qM (n, r ) ,  

such that the individual throughput is maximized with the restriction of distance 

fairness. Distance fairness means that users a t  different distance:; have the same 

individual throughput. The constrained optimization problem is expressed as 

maximize P ( n ,  r )  , 
QM 

subject to  g(q) 1 0, 

where g(q) = supo5,, , 0- <, lP(n ,  r) - P ( n ,  ro)l - E, and E > 0. When jr = 0, absolutely 

fairness is required. In practice, a small unfairness is usually tolerable and E is the 

measure of tolerance. Distance fairness is a good service quality and it justifies that 

users are uniformly distributed. Note that the distance distribution is required in the 

calculation of (4.3). 

In [13], distance fairness is assumed to  be obtained by power control. In other 

words, the near/far effect is compensated by maintaining an equal mean arrival power 

level, which is used to ensure an equal individual throughput amoing all users from 

different distances. In [lo], the authors mention that  users with lower received power 



should have higher transmission probabilities to  achieve fairness. In the simulations 

in [lo], users a t  three different distances are assigned three different permission prob- 

abilities to  achieve fairness. Furthermore, the authors propose a joint control strategy 

that adjust both received powers and transmission probabilities to  achieve fairness 

and a good throughput. They assume that users a t  a lower received power level have 

no interference to  the success probabilities of users a t  a higher received power level. 

In this report, however, we assume no power control is used; i.e., all1 users transmit 

with the same power. There are several reasons for this assumption. First, power 

control complicates the system. Many typical TDMA systems do not implement 

power control. Second, we consider the contention phase of transmission, which is 

a t  the very beginning of each traffic burst, close-loop power control may not be 

available. Finally, power control may weaken the capture effects and decrease the 

system throughput. The effect of power control greatly depends on the SIR capture 

ratio, R, of the capture model. When R > 1, it is possible to capture a few packets 

a t  the same time. When R < 1, a t  most one packet can be captured. For example, 

in a CDMA system, processing gain is large, thus R < 1. If one user has a very large 

received power, the probability of other users being captured decrease dramatically. 

Hence, the use of power control to compensate the nearlfar effect and shadowing 

benefits the system throughput. However, in many TDMA systems, processing gain 

is small, which requires R > 1. Then, the larger the variance of the received power, 

the higher the probability that  the power of one user is larger than R times the 

interference of all other users. An ideal condition in CDMA systems that all received 

powers are a t  the same level actually causes no capture in a system with a large value 

of R ( R  > 1). In this report, we consider the system with a small processing gain, 

thus a large value of R. In such a system, power control (used to  compensate the 

nearlfar effect and shadowing) decreases the system throughput [13]. So fairness has 

to be maintained through other ways. In this report, the permissilon probability in 

(4.5) is used to achieve fairness with a good throughput. 

We note that we need to know the location distribution of user:; to  calculate the 



unconditional capture probability in (4.3). In this report, we assurrle that users are 

uniformly distributed in the cell due to fair individual throughput at different distance. 

It is intuitively true that users are uniformly distributed in the cell if i) new arrivals 

are uniformly distributed, ii) individual throughput are distance independent, and iii) 

movements of users are random, independent of distance and omni-directional. The 

rigorous proof of this property requires complicated mathematics and it is not closely 

related to our work. Hence, we omit the proof. 

In [9, 141, users' locations are assumed to follow a uniform distribution, or ap- 

proximations of uniform distribution, for the convenience of calculation. With this 

assumption, distance-dependent success probabilities are calculated. Users closer to 

the base station have higher probability of success; i.e., higher individual throughput. 

However, if the individual throughput of users is a decreasing function of distance, 

then the distribution of users' locations is usually not uniform, further areas have 

higher density of users. To calculate the exact distribution is very hard. 

In summary, distance fairness is a good quality of service and justifies the as- 

sumption of uniform distribution of users. Hence, in this report? we present the 

distance-dependent permission probability to achieve distance fairness with a good 

throughput. Next, we show some numerical results related to distance-dependent 

permission probability functions. 

4.3 Numerical Results on Permission Probabilities 

Since qfif(n, r) has no close form solution, we use numerical results to show how the 

scheme works. In this subsection, we show the permission probabilities as a function 

of the number of users and the distances between users and the base station. We 

also show the throughput under the permission probability scheme. Furthermore, we 

test whether the scheme is robust to estimation errors of the num!ber of users and 

the distances between users and the BS. We use the SIR capture model with the 

following set of parameters: q = 4 (path loss law parameter), R = :! (capture ratio), 

and 4dB shadowing. We also assume that user's distance from th~e base station is 

larger than ro = 0.05; i.e., about 0.2% of the area in the cell is prohibited. There are 



two reasons. First, users are usually prohibited to be too close to the base station in 

practice. Second, if the user is too close to the base station, the propagation model 

is quiet different. For the convenience of calculation, we ignore this small area. 

Figure 4.1 shows the distance-dependent permission probability function ql (n, r) 

for 2 5 n < 10. These functions are the numerical solutions of (45)  with e = 0.02 

and M = 1. Users a t  longer distance have larger permission probabilities. Figure 4.2 

shows the individual throughput with ql(n, r),  2 < n < 10, in Figure 4.1. Users a t  

different distances have fairly equal individual throughput. 

0.2 0.4 0.6 0.8 1 
Distance 

Fig. 4.1. Distance-dependent permission probability functions for one request slot. From 
the top to the bottom, they are q1(2,r), q1(3, r), . . ., ql(lO, r). 

Figure 4.3 compares the throughput under the distance fairness constraint with 

three other cases. In case 1, users at different distances have the same permission 

probability pc(n); i.e., q l (n , r )  = pc(n), 0 5 r 5 1. With the assumption that 

users are uniformly distributed, pc(n) is used to  maximize the throughput. When all 

users have the same pc(n), nearer users have higher probabilities of success. Hence, 

the density of users is higher a t  further areas. The throughput calculated with the 

uniform distribution assumption is an upper-bound on the actual throughput with 

uniform permission probability. We note that the throughput with distance fairness 

is only slightly less than this upper-bound. We should mention that the system 

is simpler if all users use the same permission probability. Hence, such a scheme 



Distance 

Fig. 4.2. Individual throughput for one request slot. From the top ;to the bottom, they are 
P(2 ,  r) ,  P(3,  r) ,  - - ., P ( l 0 ,  r).  

should be adopted when the simplicity of the system is very important. In case 2, 

ql(n, r) is used to maximize the throughput without the distance fairness constraint. 

In the calculation, we assume that users are uniformly distributed. The maximum 

throughput is achievable in some special cases. For example, all users move very fast 

and randomly. Once a user fails, it retransmits in next frame. At that time, the user 

locates anywhere in the cell with the same probability due to its h s t  and random 

movement. Hence, users are uniformly distributed in the cell. Users attribute fairness 

to their very fast and random movements and permission probabi1it:ies are only used 

to maximize the throughput. In case 3, no capture ability is considered. Obviously, 

throughput is much less without capture. 

In the ideal condition, we assume that the base station knows the number of users, 

n,  in the system. However, in practice, n has to be estimated. Figures 4.4 show the 

throughput with estimation errors. we assume n is the actual number of users in the 

system. Its estimate, v, given by the base station, is a binomial distributed random 

variable with parameter (p, N) .  The mean is n = Np, the variance is Np(1 - p), and 

the normalized variance is e = I - p. Thus, ql (v, r )  is used in the system instead of 

ql(n, r ) .  Figure 4.4 shows that the system is robust under estimation errors of the 

number of users. 



Number of users 

Fig. 4.3. Throughput comparison for one request slot. In the legend, P denotes the 
individual throughput and T denotes the overall throughput. Case 1: all users have the 
same permission probability. Case 2: maximum throughput witho'ut fairness constraint. 

Case 3: no capture. 
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Fig. 4.4. Throughput with estimation errors of the number of users. In the legend, e 
indicates normalized variance; that is, e = variance/mean . For a lbinomial distribution, 

e = 1 - p .  



At last, we show the system behavior with estimation errors of the distances 

between users and the base station. Assume r is the actual distance of a user from 

the base station. Its estimate, r', is a truncated Gaussian distributed random variable 

with mean r and variance is2 = er,  where e is the normalized variance. Figure 4.5 

shows that  the system with estimation errors. The shape of the curve is due to the 

distribution of the estimation error. Since we use normalized variance, for very small r, 

the variance is small. Hence, the individual throughput does not change dramatically. 

For medium r ,  the permission probability in the neighborhood is almost linear. The 

trend to  transmit with higher permission probability is compensai;ed by the trend 

to transmit with lower permission probability. However, for large r ,  say r = 1, 

the variance is large and the user always transmit with lower permission probability 

because the estimate r' 5 r with probability 1. Hence, the individual throughput 

drops most. 
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Fig. 4.5. Throughput with estimation errors of the distance of users from the base station. 
In the legend, e indicates normalized variance; i.e., e =variance/mean. 

4.4 QoS Algorithm with Capture 

We consider an extreme case that &I = 1 before we consider the general case that 

A4 > 1. When M = 1, users can retransmit in the next frame; i.e., the next request 

slot. At the beginning of each frame, the base station broadcasts the inumbers of voice 



users and data users in the system through a non-collision error-free signaling channel. 

After transmission in each request slot, users in the system can know immediately 

whether the transmission is successful. The successful user does not retransmit and 

unsuccessful users may retransmit in later frames. At a certain time, assume there are 

Nu voice users and Nd data users. Then for a voice user a t  distance ri, its permission 

probability is 

pv (ri) = 91 (Nu , Ti). 

For a data user a t  distance ri, its permission probability is 

In this case, the delay of voice users is as small as possible. In other words, from 

the point of view of a voice user, there is no data users in the system in the ideal 

condition. (Ideal condition means that the base station knows exactly the numbers of 

users in the system, which is impractical. In practice, the numbers of voice users and 

data users are estimated. All estimation algorithms in literature can be implemented 

here.) Hence, in this case, whether the delay requirement of voj.ce users can be 

satisfied is determined by the arrival process of voice users. The syst,em always offers 

the best to voice users as it can. At the same time, the throughput of the system is 

also maximized. The scheme is actually a pure priority scheme. Th.e system always 

serves users with the highest priority currently in the system. 

We, next, consider the general case that M > 1. At the beginning of each frame, 

the base station broadcasts the numbers of voice users and data users in the system 

through a non-collision error-free signaling channel. No user can retransmit in the 

same frame. Each user randomly selects a request slot and transmits in it with 

a certain class-dependent distance-dependent permission probability. There exists 

the tradeoff between the throughput of the system and the delay performance of 

voice users. Let NM denote the numbers of users transmitting with the maximum 

throughput, TM be the maximum throughput of one frame. If Nu < NM, data users 



should transmit with certain probability of maximize the throughput. However, the 

delay performance of voice users suffers. 

To obtain the delay requirement of voice users, we set a thresho1.d C. Let N, and 

1Vd be the numbers of voice users and data users. Let K = max(min(C, Nu + Nd), Nu). 

The permission probabilities of voice users and data users are: 

The above algorithm is quiet similar to the formula (3.2). The difference is that the 

permission probabilities are also functions of the distance in (4.6). In this scheme, 

there is no simple way to calculate the threshold C .  We can adopt the theoretical 

method (Appendix B), which involves a large amount of comput'ation because of 

capture. Otherwise, we estimate a suitable value of C via simulatioms. 



5. SIMULATION RESULTS 

In this section, we provide simulation results of the studied algorithms. We assume in 

the simulation that the arrival processes of voice users and data users are independent 

Poisson processes. 

Figure 5.1 indicates the delay distribution of a voice user. We can see that the 

delay distribution of a voice user is well approximated by a geometric distribution. 

lo-'; 1 
5 10 15 20 
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Fig. 5.1. Delay distribution of a voice user when M = 20, pl is the reciprocal of the 
average delay of voice users, and p2 is the average probability of success of voice users. 

Figures 5.2 and 5.3 illustrate the performance of the QoS algorithm without cap- 

ture. In the simulation, the fraction of voice users is 50%. Figure 5.2 indicates the 

delay performance of voice users. The delay performance is in term.s of the average 

probability of success. Simulations are run under both the ideal condition and the 

practical condition. By the ideal condition, we mean that the base station knows the 

exact numbers of voice and data users in the system. In practice, a Kalman filter is 

used to  estimate the numbers of users. The Kalman filter approach is implemented 



with two threshold values. We use (3.3) to  approximate C.  In the ideal condition, 

(3.3) offers a pretty good approximation. With C = KO in the Kalman filter ap- 

proach, P, is less than the QoS requirement because of estimation errors. Thus, in 

practice, we should use a smaller threshold value than the one calculated under the 

ideal condition, which is represented by the curve with C = 0.9Ko. Figure 5.3 shows 

the throughput performance. We compare the throughput in the ideal condition with 

the practical approaches. As expected, the Kalman filter approach with the smaller 

C has less throughput, illustrating the tradeoff between the throughput and QoS. We 

use the probability of no new voice user in a frame, po = ee-", as the upper-bound of 

the probability of no voice user in a frame, Po. Hence, po is used in (3.13) to  calculate 

the upper-bound of throughput, which is also shown in Figure 5.3. 
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Fig. 5.2. Delay performance without capture for M = 20 with 50% voice users. In the 
legend, K F  denotes Kalman filter. 

Next, we show the simulation results of the QoS algorithm with capture. We 

still assume in the simulation that the arrival processes of voice users and data users 

are independent Poisson processes. During simulations, we use the SIR model with 

the same parameter set as the one used for numerical results in last section: q = 4, 

R = 2(capture ratio), and 4dB shadowing. Each simulation run 100000 times. The 

ratio of voice traffic is 0.5 in all simulations. We estimate the numbers of voice users 

and data users in the simulation, which is not the ideal condition. However, we 
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Fig. 5.3. Throughput without capture for M = 20 with 50% voice users. In the legend, KF 
denotes Kalman filter. 

assume that each user knows its exact distance from the base station. 

Figure 5.4 shows the simulation result when users can retransmit in the next 

request slot; i.e., M = 1. Since the number of users is estimated, there exists a little 

unfairness between near and far users. However, this unfairness is small. With better 

estimation algorithms, we expect lower delay and better fairness. Note the unit of 

delay is a frame with M = 1. 
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Fig. 5.4. Average delay of voice users and data users:. 

Figure 5.5 compares the delay of voice users when C = 3 and C = co. In the 



simulation, we set the buffer number of data users 60. When C = 3, data users 

yield voice users and the maximal throughput is not obtained. When C = a, voice 

users and data users are treated the same and the maximal throug:hput is obtained. 

Figure 5.5 shows the tradeoff between the delay performance of mice users and the 

total throughput of the system. The smaller the threshold, the less the delay of voice 

users, and the less the overall throughput. When C = 3, the average delay of voice 

users is about 0.5 frame less than that of C = co. However, the percentage of the 

buffer of data users overflow is 1% while it is 0 when C = a .  When C = co, the 

data delay is the same as the voice delay, so it is omitted in this figure. 
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Fig. 5.5. Compare delay performance when C = 3 and C = oo. When C = oo, the data 
delay is the same as the voice delay, so it is omitted in this figure. 
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6. CONCLUSIONS 

There are mainly two contributions in this report. First, we present a random access 

scheme that provides certain QoS guarantees during the contention phase of commu- 

nication. Permission probabilities are used to  provide QoS for two traffic classes, voice 

users and data users. The same idea can be extended to  multi-class users. The QoS 

requirement of voice users is defined as P,, the average success probability of voice 

users. For a predetermined QoS measure P,, a threshold C is calculated such that a 

voice users has an average success probability larger or equal to P,. We prove that the 

algorithm is stable with a weak assumption. We derive the upper-bound of a general 

class of random access algorithms under the QoS requirement in term of P, and show 

that the studied algorithm asymptotically approaches the upper-bound. The analysis 

is based on the QoS algorithm without capture and we consider systems with capture 

in Section 4. The QoS algorithms with and without capture are the same in essence 

except that  the individual throughput is higher when capture is considered. 

Second, we introduce a distance-dependent permission probability scheme with the 

SIR capture model in this report. With the assumption of uniform arrival distribution 

and random movement, we show that our algorithm provide distaince fairness with 

a good throughput and it justifies the uniform distribution of usei:s. Furthermore, 

permission probabilities are used t o  provide the QoS requirement in terms of delay 

and distance fairness. 

In wireless networks, providing QoS during contention phase is important to sup- 

port bursty traffic. It is quite different from the wire-line scenario. So existing 

methods such as using in ATM do not apply directly. There would be large research 

space for this topic. 



APPENDIX 



APPENDIX 

A . l  Appendix A 

Let Tk = k(1  - B ) ~ - ' .  Then TM = max(Tk); i.e., TM 2 Tk for all k. 

Proof: we prove that TM/Tk > 1 for all k. 

1. When k < M, 

2. When k > M ,  

3. When k = M, it is trivial. 

Hence, TM/Tk > 1 for all k. 

A.2 Appendix B 

We now explain how to determine C. A two dimensional Markov chain is used 

to  calculate the steady-state distribution. Suppose that we know the distribution 

of the arrival process. Given C = x, transmission probabilities between states are 

determined by (3.2) and the arrival process. Hence, ~ ( i ,  k) can be calculated and 

SO can Ps(x). Since Ps(x) is a monotone decreasing function of x and 0 5 C 5 M ,  

the parameter C is the unique solution of P,(x) = Ao, which can be obtained easily 



using a standard zero-finding algorithm such as Newton's method. If ~ ~ ( 0 )  < Ao, 

the QoS requirement cannot be satisfied. In other words, even without data users, 

the delay caused by the contention among voice users are still larger than required if 

Ps (0) < Ao. 

A.3 Appendix C 

When the scheme in (3.2) is used, T(Nv, Nd) is the throughput given by (3.4), 

(3.5), and (3.6). Suppose C < M. We need to prove that 

where i = Nv + Nd and i 2 C. 

Proof: 

We first prove that fk = (1 - i)"' is a monotonically decreasing function of k 
k 

and g k  = (1 - I) is a monotonically increasing function of k 

First we prove that In (1 - x) + x 5 0 for 0 < x < 1. Because In (1 - 0) - 0 = 0 

and 

so ln(1  -x) - x  5 0 for 0 < x < 1. Then, 

Hence, fk is a a monotonically decreasing function of k. 
k 

We prove that g k  = (1 - i )  is a monotonically increasing function of k similarly. 

First we prove in (1 - i) + & 2 0 for k > 1. 



1 Since limk,, ln ( 1  - 6 )  + & = 0, so 

1 
ln ( 1  - i) + - > 0. 

k - 1 -  
k 

Let g ( k )  = ( 1  - t) . Then, 

k 
So g ( k )  = ( 1  - i )  is a monotonically increasing function of k .  

Furthermore. 

Next, we prove that 

c 2-1 
where i = Nu + Nd. Denote Fc(i)  = C ( 1  - =) . 

If C = M ,  Fc( i )  = M ( 1  - l / i ) ' - ' .  Since i 2 Nu, as we proved above, 

If C < M ,  we have 



So Fc ( i )  2 FM ( i )  . Since T ( N v ,  Nd) > FM ( i )  , we have T ( N v ,  Nd) 2 Fc ( 2 )  for 

C 5 M. So when Nu > M, T ( N v ,  Nd)  > FC(i). 

2. When C 5 Nu 5 M,  

We first prove that T ( C ,  Nd)  > FC(i). We note i  > C .  We need to prove 

i.e., we need to prove 

Since M 5 %, as proved above 

So we only need to prove 
C - 1  2-1 
<r M - 1 -  ,-1' 

since ( C -  I ) ( %  - 1) = ih.1-C- %+ 1 and ( M -  l ) ( i -  1) =: iM - M - i + l ,  

So 

Hence. 

c i-1 
We have proved that T ( C ,  Nd) = C ( 1  - &)C-l  > Fc(i) = C (1 - =) 

As showed in Appendix A, T (Nu,  Nd) is an increasing function for C 5 Nu 5 M ,  

we have proved that T(N,, Nd)  > Fc(i) for C I Nu I M. 



Suppose there are x voice users and i - x data users, they tr.ansmit according 

to (3.2),  the throughput is 

Denote 

So Fi(x) 5 T(x, i - x). 

So we only need to prove that 

Since Fi(0) = Fc(i), and Fi(x) is a continues function of x, so we only need to 

prove that dFi(x)/dx 2 0. 

where pd = and i > C. Note 



Then 

dFi ( x )  1 
= al ln (1 - z)a2a3 

d x  
1 C - i  

- ln (1 - $) - - 
M (i  - x ) ~  

i  - C  
M(i  - z ) ~  

1 C - i  
= ala2 { l n ( l  - & ) a 3 +  - l n ( l  - E) - M  (i  - x ) ~  

i - C  
- (1 - $)I. 

Since al and a2 are positive, we only need to  proof that the content in the 

bracket are positive. Since a3 are positive and the only negative term in the 

bracket is in (1 - $ ) a 3 ,  uTe only need to  proof that 

Since In ( 1  - x )  < -z for 0 < x  < 1 ,  we only need to  prove that 

We have x  < C  and i  > C ,  so 

Hence, 



So far, we have proved that dFi(x)/dx is positive. Since Fi(0) = Fc(i), for 

x > 0 we have Fi(x) > Fc(i) for 0 < x < C.  

Hence, T ( N v ,  Nd)  > C ( 1  - & ) i - l ,  where i = Nu + Nd 2 C and C < M .  

A.4 Appendix D 

Suppose i  = N, + Nd > C and C 5 M ,  then T(N, ,  Nd)  2 ~ ~ ( 1 -  h). Proof we 

have proved in Appendix C that 

where C 5 M and i > C .  Next we prove that Fc(i) is a decreasing function of i. 

C C - < 0 to show Since ln ( 1  - =) + 5 0, we only need to prove -& + ( i  - 1)-C Z ~ A ~ - i c  - 

that Fc(i) is a decreasing function. Since 

So Fc(i) is a decreasing function. Hence, 

C 

T ( N v ,  Nd)  2 Fc(i) 2 lim Fc(i) = C e - n .  
a-+w 
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