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Abstract

A critical need in developing thermal interface materials (TIMs) is an understanding of the effect of particle/matrix conductivities, volume loading of the particles, the size distribution, and the random arrangement of the particles in the matrix on the homogenized thermal conductivity. Commonly, TIM systems contain random spatial distributions of particles of a polydisperse (usually bimodal) nature. A detailed analysis of the microstructural characteristics that influence the effective thermal conductivity of TIMs is the goal of this paper. Random microstructural arrangements consisting of lognormal size-distributions of alumina particles in silicone matrix were generated using a drop-fall-shake algorithm. The generated microstructures were statistically characterized using the matrix-exclusion probability function. The filler particle volume loading was varied over a range of 40-55%. For a given filler volume loading, the effect of polydispersivity in the microstructures was captured by varying the standard deviation(s) of the filler particle size distribution function. For each particle arrangement, the effective thermal conductivity of the microstructures was evaluated through numerical simulations using a network model previously developed by the authors. Counter to expectation, increased polydispersivity was observed to increase the effective conductivity up to a volume loading of 50%. However, at a volume loading of 55%, beyond a limiting standard deviation of 0.9, the effective thermal conductivity decreased with increased standard deviation suggesting that the observed effects are a trade-off between resistance to transport through the particles versus transport through the inter-particle matrix gap in a percolation chain.
Keywords: Thermal interface materials, network models, polydispersvitiy.

Nomenclature

\( f \) probability density function

\( D \) particle diameter

\( m \) positive integer

\( C \) cumulative distribution function

\( N \) number of particles of a given size

\( N_{\text{reqd}} \) required number of particles of a given size

\( V_{\text{ini}} \) total volume of the particles

\( V_{\text{reqd}} \) required volume of the particles

\( h_v \) matrix nearest-surface distribution function

\( e_v \) matrix exclusion probability function

\( r_o \) distance from a matrix point to the nearest particle surface

\( k_m \) thermal conductivity of the base (polymer) matrix, [W/mK]

\( k_p \) thermal conductivity of the filler material particles, [W/mK]

\( n \) number of particles simulated in the microstructure

Greek symbols

\( \Gamma \) gamma function

\( \mu \) mean logarithm of the particle diameter

\( \sigma \) standard deviation of the logarithm of the particle diameter (polydispersivity parameter)

\( \Delta \) particle size increment
\( \Phi_2 \)  volume fraction of spheres in the microstructure

\( \eta, \theta \)  Weibull parameters

\( \beta, \varepsilon \)  network model parameters

**Subscripts**

avg  mean particle diameter

min  minimum particle diameter

ini, fin limiting particle size diameters

unit  unit cell volume

reqd final required number of particles

m  matrix

p  filler particle

TC  thermal conductivity

**Abréviations**

TIM  Thermal Interface Material

SC  Self-consistent Approximation

BAM  Bruggeman Assymetric Model
Introduction

Polydispersivity in the size-distribution of the constituent particles is a fundamental microstructural feature in a wide range of technological applications. These applications include propellants made of composite solids [1], colloids [2], sintering of powders [3], mechanical properties and transport phenomena of particulate composite materials [4], and flow in packed beds [5]. Thus, there is a widespread interest in understanding the effect of polydispersivity of the constituent particles on the effective properties of the microstructures. However, there is little work in the literature to systematically relate polydispersivity to effective behavior. The particular application of interest in this paper is the thermal transport in particulate composites. The effective thermal behavior of particle laden polymeric materials depend, in addition to particle/matrix conductivities and volume loading of the particles, on the randomness of distribution, on the randomness of the size as well as on the interfacial thermal resistance between the particles and the matrix.

The classical models such as the Maxwell’s model [6] are extensions of “single-particle” models and treat particles as being well separated. That is, they ignore inter-particle interactions. The extensions to Maxwell’s model include those that have introduced imperfect interfacial contact [7] as well as those that have modeled nonspherical particles [8]. Benvensite [9] obtained the same result as Hasselman et al. [7] based on a micromechanics (Mori-Tanaka based) approach. These models are applicable only when the particles are well separated from one-another. Another drawback in the above models is that they do not account for the random microstructural arrangements.
with their resulting inter-particle interactions, or the polydispersivity of the inclusions. The model by Rayleigh [10] attempts to capture the inter-particle interaction through a simple cubic cellular arrangement of identical particle sizes. While this leads to an improved estimate, the model is incapable of capturing the effects of random size distribution or random arrangement. Extensions to Rayleigh’s model include those that have allowed other alternative periodic arrangements (to the simple cubic arrangement) such as face-centered cubic and body-centered cubic cells [11, 12] as well as those that have studied the effective behavior of particles in near contact [13]. There is an inherent assumption of the spheres being “well separated” from one another in these models as well [14].

Another popular method of estimating the effective thermal conductivity of composites is using the self-consistent (SC) approximation, which was originally developed by Bruggeman [15] and further extended by Landauer [16, 17]. The method is based on the approximation that the medium outside a particular type of inclusion can be considered to be homogeneous, the effective conductivity of which needs to be determined. SC approximations do not account for the spatial distribution of the inclusions and are of questionable validity when applied to systems that do not possess phase-inversion symmetry [14]. The fundamental assumption of the existence of an effective medium outside of a “test” sphere is invalid when identical spheres are packed. The SC approximation also fails when applied to composites with widely different phase thermal conductivities [14].

The asymmetric differential effective-medium approximation scheme was also developed by Bruggeman [15]. Bruggeman assumed that the filler material particles were
added progressively to a composite matrix whose effective behavior is known at any given stage. Every et al. [18] used Bruggeman’s asymmetric model (BAM) for predicting the effective thermal conductivity of ZnS/Diamond composites. The deficiencies of using the BAM for predicting the composite thermal conductivity are described in [19].

The goal of the present paper is to study the effect of polydispersivity on the effective thermal transport in polymeric composites using a computationally efficient random network model developed earlier by the authors [20, 21]. The network model was demonstrated in our prior work to capture accurately (for composites with a very high contrast in the constituent thermal conductivities) the effect of random spatial distribution of the particles as well the constituent thermal conductivities on the effective thermal conductivity of the composite. Such models are needed at intermediate and large volume fractions where classical analytical models that assume “dilute limits” are not accurate.

The network model used in the present study was verified in our prior work against exhaustive full-field simulations using a sophisticated meshless computational tool [22]. The full-field models themselves were verified in our prior work against experimentally measured effective conductivity values on systems consisting of alumina as well as aluminum in epoxy matrix [19]. Therefore, in the present work, the focus is on studying the effect of polydispersivity using the network model. Here, the size distribution of the filler particles is assumed to follow a lognormal probability density function. The effect of polydispersivity is captured by varying the standard deviation parameter in the lognormal filler particle size distribution function. Lastly, important guidelines for enhancing the effective thermal conductivity of particulate composites are presented.
Microstructure Generation

The size distribution of the filler particles is generally characterized using normalized probability density functions. There is a wide variety of size distribution functions that can be used to characterize physical phenomena. However, two of the more commonly used probability density functions are the Schulz [23] and the log-normal [24] distribution functions. The Schulz distribution function is defined as:

$$f(D) = \frac{1}{\Gamma(m+1)} \left( \frac{m+1}{\langle D \rangle} \right)^{m+1} D^n \exp\left[ -\frac{(m+1)D}{\langle D \rangle} \right]$$  \hspace{1cm} (1)

where, $f$ is the probability density function, $D$ is the particle diameter and $\Gamma(m+1)$ is the gamma function. When $m$ is restricted to positive integer values, $\Gamma(m+1) = m!$. The two extremes of the distribution function are obtained by setting $m = \infty$, which is the monodisperse limit (uniform sized particles), and $m = 0$, which corresponds to the other extreme of highly polydisperse limit (exponential function) in which many particles have extremely small radii.

The log-normal distribution function is defined as:

$$f(D) = \frac{1}{D \sqrt{2\pi}\sigma^2} \exp\left[ -\frac{[\ln(D)-\mu]_+^2}{2\sigma^2} \right]$$ \hspace{1cm} (2)

$$C(D) = \frac{1}{2} + \frac{1}{2} \text{erf} \left[ \frac{\ln(D) - \mu}{\sigma\sqrt{2}} \right]$$ \hspace{1cm} (3)

where, $f$ is the probability density function, $C$ is the cumulative distribution function, $D$ is the particle diameter and $\mu$ and $\sigma$ are the mean and standard deviation of the variable’s (particle diameter $D$ in this case) logarithm.
The log-normal distribution function is used to generate microstructures with varying degree of polydispersivity in this paper. This is since the lognormal distribution is versatile in being able to capture a wide variety of distributions (see Figure 1). The mean particle diameter is assumed to be 1 and the unit cell size of the microstructures is assumed to $5 \times 5 \times 5$ (unit cell side being equal to five times the mean particle diameter). The effect of polydispersivity was systematically captured by varying the $\sigma$ value in Eq. (2). The following $\sigma$ values were considered: 0.1, 0.9, 1.2 and 2, to generate the microstructures. The log-normal probability density functions used to describe the particle size distributions in the simulated microstructures are shown below in Figure 1. As can be seen from the figure, for small values of standard deviation, the log normal distribution approximates the normal distribution and is versatile in its ability to model different forms of density functions. The simulations were performed for varying filler volume loadings of: 40, 45, 50 and 55 % respectively. These volume loadings represent intermediate values that have practical significance for TIM applications, and values at which assumptions of “dilute fractions” no longer hold.
As mentioned earlier, the mean particle diameter was assumed to be unity. That is, $D_{\text{avg}}=1$. A unit cell of size 5 x 5 x 5 was used in the simulations.

The following procedure was used to generate the microstructures:

1. The minimum particle size diameter ($D_{\text{min}}$) considered was equal to 0.1 (one-tenth of the mean particle diameter). The particle size was incremented in steps of $\Delta D = 0.1$. Therefore, the particle sizes (diameters) considered were 0.1, 0.2, 0.3, .... 1, 1.1, 1.2... and so on. For a given $\sigma$ value, the particle sizes were restricted to within the range where $f(D)$ was greater than zero by a chosen tolerance. For example, for $\sigma = 0.1$, the particle sizes were restricted between 0.7...
– 1.4 as seen in Figure 1. This was done to eliminate particle sizes that have nearly zero frequency of occurrence, and thereby ensuring that the number of particles in the simulation is the smallest required to capture the physical phenomenon.

2. The number of particles of a given size \( N(D) \) was calculated based on the cumulative distribution function values as shown below:

\[
N(D) = C \left( D + \frac{\Delta D}{2} \right) - C \left( D - \frac{\Delta D}{2} \right)
\]  

(4)

3. The total volume of the particles was then calculated based on \( N(D) \). This is referred to as \( V_{ini} \) and was calculated as follows:

\[
V_{ini} = \sum_{D_{ini}}^{D_{fin}} N(D) \times \frac{4}{3} \pi \left( \frac{D}{2} \right)^3
\]

(5)

where, \( D_{ini} \) and \( D_{fin} \) refer to the limiting particle size diameters for a given \( \sigma \) value. For example, for \( \sigma = 0.1 \), \( D_{ini} = 0.7 \) and \( D_{fin} = 1.4 \).

4. The required volume \( V_{reqd} \) of the particles was estimated based on the desired volume loading of the microstructures. For example, if one requires a microstructure with a 40% filler volume loading, based on the unit cell volume of \( V_{unit} = 5 \times 5 \times 5 = 125 \), \( V_{reqd} = 0.4 \times 125 = 50 \).

5. The final required number of particles of a given size \( N_{reqd}(D) \) was then calculated as follows:

\[
N_{reqd}(D) = \left( \frac{V_{reqd}}{V_{ini}} \right) N(D)
\]

(6)
6. Given the number of filler particles of each size $N_{req}(D)$ from step 5 above, the drop-fall-shake algorithm earlier developed [25, 26, 27] in a java-based simulation was used to generate the various microstructures. The procedure is illustrated in Figure 2. Given the filler particle size distribution, the particles are initially randomly arranged inside a larger unit cell starting from the larger particle to the smallest. The particles are then dropped to the bottom of the unit cell starting from the particle closest to the bottom of the unit cell and sequentially proceeding to the farthest particle from the bottom of the unit cell. Each particle is dropped many number of times from various random positions in the X-Y plane to ensure that the particle reaches the bottom most possible position in the unit cell. The size of the unit cell is then reduced to achieve a specific filler volume loading. The particles are then randomly selected and moved either to the bottom of the unit cell or to the top of the unit cell with a probability of 0.5. This procedure ensures that the particles are randomly and uniformly distributed in the final unit cell with the prescribed volume fraction. For a given filler volume loading and $\sigma$ value, thirty different microstructures were generated to achieve statistical confidence in estimates.

7. For higher $\sigma$ values and high filler volume loadings, the size of the unit cell (and proportionally the number of particles) had to be increased to ensure that all the filler particles fit inside the unit cell. The motivation for this was computational in achieving a microstructure with a given volume fraction than something that was dictated by the physics of the problem. The unit cell was grown incrementally in
all three directions to achieve this. The sizes of the unit cells simulated ranged from 10 x 10 x 10 all the way to 120 x 60 x 60.

Figure 2: An illustration of the drop-fall-shake algorithm used to generate polydisperse microstructures.

Statistical Characterization of Microstructures


Among the available formalisms, the nearest-neighbor functions are commonly used for characterizing particulate dispersions. These are of two types namely: nearest-surface distribution functions and nearest-center distribution functions. For example in Figure 3, particle 1 has the nearest center to the point A, whereas particle 2 has the nearest surface. In particular, for characterizing polydispersed systems, nearest-surface distribution functions are more relevant than the nearest-center distribution functions.
This is particularly true in the context of particulate thermal interface materials since the effective thermal conductivity of these high volume loading composites depend highly non-linearly on the interparticle gaps (nearest surface distances between the filler particles) as argued by Batchelor and O’Brien [29].

The matrix nearest-surface distribution function $h_v(r_o)$ (see Figure 4) is defined such that $h_v(r_o)dr_o$ is the probability that the nearest particle surface lies at a distance between $r_o$ and $r_o + dr_o$, from an arbitrary matrix point (points in the microstructure lying exterior to the particles in the matrix region) in the microstructure. The corresponding matrix exclusion probability function $e_v(r_o)$ is associated with the complementary cumulative distribution function of $h_v(r_o)$ as:

$$e_v(r_o) = 1 - \int_{-\infty}^{r_o} h_v(x)dx$$  \hspace{1cm} (7)
Figure 4: Schematic representation of matrix-nearest surface distribution function.

Figure 5 illustrates the exclusion probability function $e_c(r_o)$ plots for two limiting cases of Schulz distribution function for highly polydisperse ($m = 0$) and monodisperse ($m = \infty$) systems consisting of hard spheres in equilibrium at the same volume fraction of $\Phi_2 = 0.2$. As seen from Figure 5, the exclusion probability function $e_c(r_o)$ increases with increase in the degree of polydispersivity. Physically, this means that there is a higher probability of finding a larger matrix region in the polydisperse scenario in comparison to the monodisperse case.
Figure 5: Matrix-exclusion probability function versus normalized distance. The distance is normalized with respect to the mean diameter \(D_{\text{avg}}\) of the particles (adapted from [14]).

The matrix exclusion probability was evaluated by considering \(\sim10^6\) arbitrary matrix points for each of the microstructures. The matrix points were surrounded with concentric shells of radii \(r_o = i \Delta r, i = 1,2,3,\ldots\), and thickness \(\Delta r\) (where \(\Delta r \ll\) particle radii). For each matrix point, the particle that had the nearest surface distance was found and the corresponding distance was recorded. Subsequently, the number of shells (for a given shell radius \(r_o\)) containing the nearest surface points were counted as successes. For a given shell radius, the number of successes divided by the total number of matrix points...
gives the probability \( h_v(r_o) dr_o \) for that particular shell radius between \( r_o \) and \( r_o + dr_o \).

From the \( h_v(r_o) \) versus \( r_o \) plot, the matrix exclusion probability function \( e_v(r_o) \) can be calculated using Eq. (7) and multiplying it with the volume fraction of the matrix space in the microstructure. The probability plots for all the microstructures were generated and were fit using a Weibull distribution for the matrix nearest-surface distribution function \( h_v(r_o) \) as shown below:

\[
h_v(r) = \eta \theta^{-\eta} r^{\eta-1} e^{\left(\frac{r}{\theta}\right)^\eta}
\]

(8)

Microstructure-Property Relationship

The details of all the simulated microstructures are listed in Table 1. The properties of the polymer matrix–filler particle combinations used in the simulations were: Silicone matrix – (\( k_m = 0.2 \) W/mK), Alumina filler (\( k_p = 25 \) W/mK). For volume loadings 40%, 45% and 50%, the degree of polydispersivity was varied between 0.1, 0.9 and 2. For volume loading of 55%, the degree of polydispersivity was varied between 0.1, 0.9 and 1.2. This was since it was progressively more difficult to generate as well as simulate microstructures with higher degree of polydispersivity at higher filler volume loadings. As the number of particles “\( n \)” simulated in the microstructure increases, the computational time for matrix inversion calculations in the network model increases as \( \sim n^3 \). The size of the microstructures was also increased accordingly in the X, Y and Z directions to achieve microstructures with all particles inside the simulation boundary. A total of thirty simulations were carried out for a given \( \sigma \) and volume loading since it is
known that large number of repetitions (commonly $N \geq 30$) enable one to approximate the estimate of the mean as a normal distribution with a standard deviation of $\frac{\sigma}{\sqrt{N}}$ [30].

The mean and standard deviation (obtained by simulating thirty different microstructures) of the (normally distributed) Weibull parameters $\eta$ and $\theta$ obtained for all the different systems simulated are shown in Table 2. The mean matrix nearest-surface exclusion volume probability functions characteristic of the different systems simulated along with the representative unit cells are shown in Figures 6 – 13.

Table 1: Parameters describing the simulated microstructures.

<table>
<thead>
<tr>
<th>Filler Volume Loading (%)</th>
<th>$\sigma$</th>
<th>$N^*$</th>
<th>Unit Cell Size</th>
<th>Particle Diameter Range</th>
<th>Total # Particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.1</td>
<td></td>
<td>10 x 10 x 10</td>
<td>0.7 - 1.4</td>
<td>728</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td></td>
<td>15 x 15 x 15</td>
<td>0.1 - 5.4</td>
<td>350</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30</td>
<td>30 x 30 x 30</td>
<td>0.1 - 9.4</td>
<td>299</td>
</tr>
<tr>
<td>45</td>
<td>0.1</td>
<td>10</td>
<td>10 x 10 x 10</td>
<td>0.7 - 1.4</td>
<td>820</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td></td>
<td>30 x 30 x 30</td>
<td>0.1 - 5.6</td>
<td>3128</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60</td>
<td>60 x 60 x 60</td>
<td>0.1 - 9.7</td>
<td>2664</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>15</td>
<td>15 x 15 x 15</td>
<td>0.1 - 9.9</td>
<td>3690</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td></td>
<td>30 x 30 x 30</td>
<td>0.1 - 9.9</td>
<td>3520</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>75</td>
<td>75 x 60 x 60</td>
<td>0.1 - 9.9</td>
<td>3690</td>
</tr>
<tr>
<td>55</td>
<td>0.1</td>
<td>30</td>
<td>15 x 15 x 15</td>
<td>0.7 - 1.4</td>
<td>6762</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td></td>
<td>60 x 22.5 x 22.5</td>
<td>0.1 - 5.6</td>
<td>4329</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td></td>
<td>120 x 60 x 60</td>
<td>0.1 - 9.9</td>
<td>9152</td>
</tr>
</tbody>
</table>

* Represents the number of microstructures simulated for each $\sigma$ value for a given filler volume loading.
Table 2: Characteristic Weibull distribution parameters of the simulated microstructures.

<table>
<thead>
<tr>
<th>Filler Volume Loading (%)</th>
<th>$\sigma$</th>
<th>$\eta (\mu, \sigma_\eta)$</th>
<th>$\theta (\mu, \sigma_\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.1</td>
<td>(1.25, 0.01)</td>
<td>(0.17, 0.00)</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>(1.15, 0.03)</td>
<td>(0.50, 0.02)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>(1.14, 0.02)</td>
<td>(1.21, 0.04)</td>
</tr>
<tr>
<td>45</td>
<td>0.1</td>
<td>(1.19, 0.01)</td>
<td>(0.15, 0.00)</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>(1.12, 0.05)</td>
<td>(0.43, 0.02)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>(1.12, 0.02)</td>
<td>(1.03, 0.04)</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>(1.18, 0.01)</td>
<td>(0.12, 0.00)</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>(1.08, 0.02)</td>
<td>(0.36, 0.01)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>(1.10, 0.01)</td>
<td>(0.90, 0.01)</td>
</tr>
<tr>
<td>55</td>
<td>0.1</td>
<td>(1.16, 0.01)</td>
<td>(0.11, 0.00)</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>(1.07, 0.02)</td>
<td>(0.31, 0.00)</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>(1.07, 0.00)</td>
<td>(0.75, 0.00)</td>
</tr>
</tbody>
</table>
Figure 6: Representative unit cells corresponding to a) $\sigma = 0.1$ b) $\sigma = 0.9$ and c) $\sigma = 2$ for 40% filler volume loading.
Figure 7: Mean characteristic void exclusion probability function $e_v(r_o)$ of the microstructures. The volume loading of the filler particles in the microstructures is 40%.
Figure 8: Representative unit cells corresponding to a) $\sigma = 0.1$ b) $\sigma = 0.9$ and c) $\sigma = 2$ for 45% filler volume loading.
Figure 9: Mean characteristic void exclusion probability function $e_v(r_o)$ of the microstructures. The volume loading of the filler particles in the microstructures is 45%.
Figure 10: Representative unit cells corresponding to a) $\sigma = 0.1$ b) $\sigma = 0.9$ and c) $\sigma = 2$ for 50% filler volume loading.
Figure 11: Mean characteristic void exclusion probability function $e_v(r_o)$ of the microstructures. The volume loading of the filler particles in the microstructures is 50%.
Figure 12: Representative unit cells corresponding to a) $\sigma = 0.1$ b) $\sigma = 0.9$ and c) $\sigma = 1.2$ for 55% filler volume loading.
Figure 13: Mean characteristic void exclusion probability function $e_v(r_o)$ of the microstructures. The volume loading of the filler particles in the microstructures is 55%.
Results and Discussion

The thermal conductivities of the microstructures were evaluated using the network model earlier developed by the authors [20]. The network model parameters $\beta$ and $\varepsilon$ were kept at a constant value of 0.5 for all the simulations in this paper. Three-hundred and sixty simulations (thirty microstructures for a given filler volume loading and degree of polydispersivity $\sigma$ value) were performed in all and the results are shown in Figures 14 – 17 for volume loadings ranging from 40–55%. Figure 18 summarizes the effect of polydispersivity on the thermal conductivity of the microstructures. The mean and standard deviation of the effective thermal conductivity of the composites for all the simulated microstructures are tabulated in Table 3.

As seen from Figures 14 – 16, increasing the degree of polydispersivity increases the effective thermal conductivity of the composites until 50% filler volume loading. However, for higher filler volume loading of 55%, the effective thermal conductivity increases until $\sigma = 0.9$, and then decreases for $\sigma = 1.2$ as seen in Figure 17. The statistical t-test results show that the mean thermal conductivity values for varying $\sigma$ values (for a given filler volume loading) are statistically significantly different at a 95% confidence level. The t-test results and are summarized in Table 4. The important conclusions that can be drawn based on these results are as follows:

- Increasing the polydispersivity ($\sigma$ value) increases the average size of the void regions in the microstructures as illustrated in Figure 5. Therefore, one would expect the effective thermal conductivity of the composites to decrease with the increasing $\sigma$ value. In other words, a uniform-size distribution ($\sigma \to 0$) should
result in microstructures with the best thermal performance. However, the trends observed in this study are counter-intuitive. The primary reason for the increase in the effective thermal conductivity of the particulate composites with increasing $\sigma$ value appears to be the reduced resistance to thermal transport in the particulate chains with higher degree of polydispersivity. In other words, the resistance to thermal transport through a larger particle is less than the combined resistance through a number of smaller particles. The polydispersivity also aids the formation of particle chains or the percolation. However, this trend cannot continue indefinitely since the effective surface area available for thermal transport decreases with increasing polydispersivity. Another potential drawback of working with highly polydisperse distributions is the increase in the maximum size of the filler particles which in most cases tend to govern the minimum bond line thickness (BLT) achievable by the TIMs. Also, it is important to note that that increasing the degree of polydispersivity would result in depletion of the number of filler particles near the boundaries across which heat is transported. It is crucial to ensure that there are a sufficient number of particles at these boundaries since these are the particles which “draw” the heat from the source and “drain” to the sink. However, this is not to say the bulk of the composite can be depleted of filler particles. Thus, based on the results in this paper, it can be concluded that for a given filler volume loading, an optimum $\sigma$ value for polydispersivity exists beyond which the effective thermal conductivity of polymer composites starts to decrease. For a given filler volume loading, the optimum $\sigma$ value is governed by
the trade-off between the increased thermal transport in the particle chains versus the decreasing effective surface area for thermal transport.

• The current trend in the TIM industry is summarized in Figure 18. This plot was obtained from a leading supplier of Silicone based TIMs - Shin-Etsu Chemical Company, Japan. Currently, the TIM manufacturers resort to loading the TIM formulations to as high as 80% filler volume loading to achieve superior thermal performance as seen in Figure 19. There are many drawbacks to loading the TIMs to high filler volume loadings such as:

  - Increasing the filler volume loading increases the viscosity of the TIMs which in turn leads to higher BLT’s.
  - The difficulty with wetting of the filler particles increases as well due to the decrease in the matrix volume loading. To overcome this problem, TIM vendors tend to add volatile compounds to the matrix material which facilitate in reducing the viscosity and enhancing the wettability of the matrix to the filler materials. However, the negative impact of adding more volatile compounds is that these materials tend to evaporate during the curing of the TIMs (which is typically carried out at about 125 – 150 °C for two hours) and create voids in the bulk of the TIM which in turn would degrade the TIM performance.

Therefore, it is important to optimize the size-distribution of the filler particles to achieve the best thermal performance at relatively lower (~60%) filler volume loading of the TIMs.
• The results shown in Figure 18 also demonstrate the limitation of the network model when used to estimate the thermal conductivity of composites at low filler volume loadings (~40%). Since the network model estimates the effective thermal conductivity of the high-contrast composites based on the heat that is transported only through the filler particles, it underestimates the thermal performance of the composites at lower filler volume loadings (40% and lower). However, at higher filler loadings (50% and above) the bulk of the heat will be transported by the filler particles and the results predicted by the network model will match better to the experimental measurements.

Figure 14: Effective thermal conductivity of particulate composites at 40% filler volume loading as a function of polydispersivity parameter $\sigma$. 
Figure 15: Effective thermal conductivity of particulate composites at 45% filler volume loading as a function of polydispersivity parameter $\sigma$. 
Figure 16: Effective thermal conductivity of particulate composites at 50% filler volume loading as a function of polydispersivity parameter $\sigma$. 
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Figure 17: Effective thermal conductivity of particulate composites at 55% filler volume loading as a function of polydispersivity parameter $\sigma$. 
Figure 18: Effect of polydispersivity on the thermal conductivity of particulate composites.
Figure 19: Effect of filler volume loading on the thermal conductivity of silicon based TIMs (Courtesy: Shin-Etsu Chemical Company, Japan).
Table 3: Effective thermal conductivity of microstructures as a function of volume loading and degree of polydispersivity $\sigma$

<table>
<thead>
<tr>
<th>Filler Volume (%)</th>
<th>$\sigma = 0.1 , (\mu_{TC}, \sigma_{TC})$ (W/mK)</th>
<th>$\sigma = 0.9 , (\mu_{TC}, \sigma_{TC})$ (W/mK)</th>
<th>$\sigma = 2, 1.2 , (55% , Volume , Loading) , (\mu_{TC}, \sigma_{TC})$ (W/mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>(0.37, 0.02)</td>
<td>(0.49, 0.07)</td>
<td>(0.55, 0.07)</td>
</tr>
<tr>
<td>45</td>
<td>(0.62, 0.03)</td>
<td>(0.65, 0.06)</td>
<td>(0.74, 0.06)</td>
</tr>
<tr>
<td>50</td>
<td>(0.85, 0.02)</td>
<td>(1.02, 0.05)</td>
<td>(1.17, 0.04)</td>
</tr>
<tr>
<td>55</td>
<td>(1.19, 0.01)</td>
<td>(1.42, 0.03)</td>
<td>(1.38, 0.02)</td>
</tr>
</tbody>
</table>

Table 4: t-test results comparing the means of the simulated microstructures for varying degree of polydispersivity $\sigma$

<table>
<thead>
<tr>
<th>Filler Volume (%)</th>
<th>Degree of Polydispersivity $\sigma$</th>
<th>Statistical t-value</th>
<th>Tabulated t-value</th>
<th>Significance Level (%)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.1, 0.9</td>
<td>8.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9, 2</td>
<td>3.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.1, 0.9</td>
<td>2.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9, 2</td>
<td>5.48</td>
<td>2.00</td>
<td>95</td>
<td>&quot;Significantly Different&quot;</td>
</tr>
<tr>
<td>50</td>
<td>0.1, 0.9</td>
<td>19.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9, 2</td>
<td>13.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>0.1, 0.9</td>
<td>40.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9, 1.2</td>
<td>5.61</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Summary

The effect of polydispersivity on the effective thermal conductivity of particulate composites is elucidated in this paper. Random microstructural arrangements consisting of lognormal size-distributions of alumina particles in silicone matrix were generated and statistically characterized using the matrix-exclusion probability function. The filler particle volume loading was varied over a range of 40-55%. For a given filler volume loading, the effect of polydispersivity in the microstructures was captured by varying the standard deviation (\(\sigma\)) parameter in the lognormal filler particle size distribution function. The effective thermal conductivity of the microstructures was evaluated through efficient network model simulations. Lastly, important guidelines for enhancing the thermal performance for particulate thermal interface materials are presented. Based on the results of this paper, a polydispersed system (with a controlled degree of polydispersivity) would improve effective conductivity over a uniform filler distribution. However, beyond a certain limit (which is dependent on volume fraction), increasing polydispersivity is counter-productive.
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